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PUBLICATION: 
Accepted papers will be published in the Proceedings of AROB. Authors of 
high quality papers appearing in the Proceedings may be requested to 
resubmit their papers for the consideration for publication in a new 
international journal ARTIFICIAL LIFE AND ROBOTICS.  
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THE SIXTEENTH INTERNATIONAL SYMPOSIUM 
ON 

ARTIFICIAL LIFE AND ROBOTICS 
(AROB 16th ’11) 

ORGANIZED BY:  
Organizing Committee of International Symposium on Artificial Life and 
Robotics (AROB) 

CO-SPONSORED BY: 
Santa Fe Institute (SFI, USA) 
The Society of Instrument and Control Engineers (SICE, Japan) 
The Robotics Society of Japan (RSJ, Japan) 
The Institute of Electrical Engineers of Japan (IEEJ, Japan) 
The Institute of Systems, Control and Information Engineers (ISCIE) 
The Institute of Electronics, Information and Communication Engineers  
(IEICE) 
The Institute of Electrical and Electronics Engineers, Inc. (IEEE Japan  
Council) 
Japan Robot Association (JARA) 
Institute of Control, Robotics and Systems (ICROS, Korea) 
Chinese Association for Artificial Intelligence (CAAI, P. R. China) 

ADVISORY COMMITTE CHAIRMAN 
F. Harashima (Tokyo Metropolitan University, Japan)  

GENERAL CHAIRMAN: 
M. Sugisaka (Nippon Bunri University and ALife Robotics Co., Ltd., 
Japan) 

PROGRAM CHAIRMAN  
H. Tanaka (Tokyo Medical & Dental University, Japan) 

VICE-CHAIRMAN: 
J. L. Casti (Technical University of Vienna, Austria) 
J. J. Lee (KAIST, Korea) 
H. H. Lund(Technical University of Denmark, Denmark) 
Y. Jia (Beihang University, P. R. China) 

ADVISORY COMMITTEE: 
T. Fukuda (Nagoya University, Japan) 
F. Harashima (Tokyo Metropolitan University, Japan) 
H. Kimura (RIKEN, Japan) 
M. Tomizuka (University of California Berkeley, USA) 

INTERNATIONAL ORGANIZING COMMITTEE:    
H. Abbass (University of New South Wales, Australia) 
K. Aihara (The University of Tokyo, Japan) 
C. Barrett (Los Alamos National Laboratory, USA) 
M. Bedau (Reed College, USA) 
J. L. Casti (Technical University of Vienna,Austria) 
M. Eaton (University of Limerick, Ireland) 
J. M. Epstein (The Brookings Institution, USA) 
T. Fukuda (Nagoya University, Japan) 
A. Grzech (Wroclaw University of Technology, Poland) 
H. Hashimoto (The University of Tokyo, Japan) 
D. J. G. James(Coventry University, UK) 
Y. Jia (Beihang University, P. R. China) 
K. Kyuma (Mitsubishi Electric Corporation, Japan) 
M. H. Lee (Pusan National University, Korea) 
J. J. Lee (KAIST, Korea) 
H. H. Lund(Technical University of Denmark, Denmark) 
S. Rasmussen (Santa Fe Institute, USA) 
T. S. Ray (University of Oklahoma, USA) 
M. Sugisaka (Nippon Bunri University and ALife Robotics Co.,Ltd., 
Japan) (Chair) 

C. Taylor (University of California-Los Angeles, USA) 
W. R. Wells(University of Nevada-Las Vegas, USA) 
J. Wang (Beijing Jiaotong University, P. R. China) 
C. Zhang (Tsinghua University, P. R. China)  
Y. G. Zhang (Academia Sinica, P. R. China)  

INTERNATIONAL PROGRAM COMMITTEE: 
K. Abe (Nihon University, Japan)  
K. Aihara (The University of Tokyo, Japan) (Co-Chair)  
T. Arita (Nagoya University, Japan) 
M. Bedau (Reed College, USA) 
R. Belew (University of California-San Diego, USA) 
S- M. Chen (National Taiwan University of Science and Technology, 

Taiwan) 
Y. I. Cho (The University of Suwon, Korea) 
Y. Y. Fan (University of California-Davis, USA) 
H. Hamdan (SUPELEC, France) 
S. H. Han (Kyungnam University, Korea) 
H. Hashimoto (The University of Tokyo, Japan)(Co-chair)  
N. Homma (Tohoku University, Japan) 
S. Ishikawa (Kyushu Institute of Technology, Japan) 
T. Ito (Ube National College of Technology, Japan) 
T. Iwamoto (Mitsubishi Electric Corporation, Advanced 
          Technology R&D Center, Japan) 
J. Johnson (The Open University, UK)  
O. Katai (Kyoto University, Japan)  
H. Kawamura (Hokkaido University, Japan) 
M. Kono (University of Miyazaki, Japan) 
S. Kumagai (Osaka University of Economics and Law, Japan)  
K. Kurashige (Muroran Institute Technology, Japan) 
J. M. Lee (Pusan National University, Korea) 
H. H. Lee (Waseda University, Japan) 
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M. Oswald (Vienna University of Technology, Austria) 
L. Pagliarini (Technical University of Denmark, Denmark) 
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T. S. Ray (University of Oklahoma, USA) (Co-Chair) 
M. Rozailan (TaTi University College, Malaysia) 
S. Sagara (Kyushu Institute of Technology, Japan) 
P. Sapaty (National Academy of Sciences of Ukraine, Ukraine) 
T. Sawaragi (Kyoto University, Japan)  
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K. Shimohara (Doshisha University, Japan)  
K- B. Sim (Chung-Ang University, Korea) 
K. Sugawara (Tohoku Gakuin University, Japan) 
M. Sugisaka (Nippon Bunri University and ALife Robotics, Co., Ltd., 
Japan) 
H. Suzuki (The University of Tokyo, Japan) 
H. Tanaka (Tokyo Medical & Dental University, Japan) (Chair)  
K. Uosaki (Fukui University of Technology, Japan) 
H. Umeo (Osaka Electro-Communication University, Japan) 
K. Watanabe (Okayama University, Japan)  

H. Yanagimoto (Osaka Prefecture University, Japan) 
Y. Yin (The Beijing University of Science and Technology, P. R. China) 
M. Yokota (Fukuoka Institute of Technology, Japan) 
T. Zhang (Tsinghua University, P. R. China)  

LOCAL ARRANGEMENT COMMITTEE: 
F. Dai (Tianjin University, P. R. China) 
Z. Ibrahim (TaTi University College, Malaysia) 
M. Rizon (King Saud University, Saudi Arabia) 
S. Sagara (Kyushu Institute of Technology, Japan) 
M. Sugisaka (ALife Robotics Co., Ltd, Japan) (Chair) 
J. Wang (Beijing Jiaotong University, P. R. China) 
 

HISTORY 
This symposium was founded in 1996 by the support of Science and 
International Affairs Bureau, Ministry of Education, Culture, Sports, Science 
and Technology, Japanese Government. Since then, this symposium has been 
held every year at B-Con Plaza, Beppu, Oita, Japan except in Oita, Japan 
(AROB 5th ’00) and in Tokyo, Japan (AROB 6th ’01). The Fifteenth  
symposium will be held on February 4 –6, 2010, at B-Con Plaza, Beppu, Oita, 
Japan. This symposium invites you all to discuss development of new 
technologies concerning Artificial Life and Robotics based on simulation and 
hardware in the twenty first century. 
OBJECTIVE 
The objective of this symposium is the development of new technologies for 
artificial life and robotics which have been recently born in Japan and are 
expected to be applied in various fields. This symposium will discuss new 
results in the field of artificial life and robotics.. 
TOPICS: 
Artificial brain research Artificial intelligence 
Artificial life Artificial living 
Artificial mind research Bioinformatics  
Bipedal robot Brain science 
Chaos Cognitive science 
Complexity Computer graphics 
Control techniques DNA computing 
Evolutionary computations Fuzzy control 
Genetic algorithms Human-welfare robotics 
Human-machine cooperative systems Image Processing   
Innovative computations  Intelligent control 
Micromachines ＆modeling 
Micro-robot world cup Mobile vehicles 

soccer tournament Molecular biology 
Multi-agent systems Nano-biology 
Nano-robotics Neural networks 
Neurocomputing technologies Neurocomputers 

and its application for hardware Pattern recognition 
Robotics Robust virtual engineering 
Virtual reality   Visualization 
Others   
DEADLINES: 
September 1, 2010 Electronic submission of a 400-600 word long 

abstracts at our website  
September 15, 2010 Notification of acceptance of papers** 
October 1, 2010 Submission of final camera-ready papers 
** Accepted papers are divided into two types.Oral presentation (4 pages) and 
poster presentation (2 pages) 

CONFERENCE LANGUAGE: English 
 



 
 

Artificial Life and Robotics 
 

We invite you to publish your paper 
in this journal full of inventive scientific findings and state-of-the art technologies. 

 
 
Two types of papers from the world are 

Ⅰ. Recommended papers presented at the International Symposium on Artificial 
Life and Robotics ( ISAROB), 

 Ⅱ. Contributed papers. 
 
  Contribution fee : 

        4 pages or less ¥ 19,000 per page, 
        extra pages ¥ 16,000 per page. 

(Pages are counted on single-line basis as they appear in the journal.) 
 
     Shipping Cost: 
       in Japan    ¥ 700 per one issue, 
        overseas   ¥3,000 per one issue. 
         
 

We deliver every corresponding author (or sponsor) one copy of journal in which 
his/her paper is included. We would like to thank authors for their support in the form 
of contribution fee payable before publication, which funds the production of this 
journal contracted by Springer Japan. 

 
 
Order: 
 1. Price for co-authors:  ¥ 5,000 per copy (for every co-author), 

If necessary, please order extra copies for co-authors to the Journal Office. 
 
 2. Subscription fee:  ¥ 20,000 per year, 
 
 3. Purchase price for single issue:  ¥ 8,000 per issue. 
 
 

AROB Journal Office : joffice@alife-robotics.co.jp
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Artificial Life and Robotics 
 

Our Review System 

 
For contributed papers, 
1. Duration: 

Two months is our target time of the whole review process, however, we are trying 
our best to make it as short as possible. 

2. Review results: 
Every contributed paper will be reviewed by three assigned reviewers with score 
ranging from 1 (highest mark) to 4 (lowest mark);  

 1. publish with no revision,    
2. publish with minor revisions, 

 3. possibly publish with revision and re-review,      
4. reject.  

Review results, a total score of the three evaluation scores, would be read as;. 
 3 or 4     :  accepted and to be published as it is, 

 4, 5, or 6  :  accepted and to be published after minor revisions, 
 7, 8, or 9  :  acceptable but subject to rewriting and re-review, 

 10, 11, or 12 :  rejected 
 
For recommended papers, 
   The recommended papers are ones that the chair of each session reads before, during, 

and after the symposium that year and recommends to AROB Journal Office using 
the same evaluation score above.  Therefore, the quality of recommended papers is 
apparent at the time of recommendation. 

 
 

 
We express our heartfelt gratitude to chairs and reviewers of ISAROB for their 

support and sincere voluntary work without which this journal never exists. 
 

 

 

 

AROB Journal Office : joffice@alife-robotics.co.jp
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Artificial Life and Robotics 
 

We invite you to advertise your company 
in this international journal financed by ISAROB (International Symposium on 
Artificial Life and Robotics ) and produced by a renowned publisher, Springer Japan. 

 
Merits: 
 
・Connectivity with ambitious academic circles in the rapidly-advancing fields, 
 
・Expanded publicity through toll electronic circulation by Springer-Japan, 
 
・Reasonable advertising fee (1 page = ¥ 40,000,  2 pages = ¥ 70,000). 
 

 
Please contact  AROB Journal Office at ALife Robotics Corporation Ltd. 

joffice@alife-robotics.co.jp  tel/fax: +81-97-594- 0181 
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Intelligent Mobile Robot

Full Version

Feature：：：：
1.Recognize the line and 

moves on or along the line

2. Recognizes  the shape of 

objects

3. Can be controlled by 

voice(20 sentences, etc.) 

4. Recognizes human faces 

(about 10 people) 

5. Can be controlled by 

Internet and mobile phone 

(remote control)

Price:￥￥￥￥5,000,000($50,000)

Fig.1 Full Version(Taro-1(right),Taro-

2(left) and Simplified Vesion

Fig.2 System block diagram

ＡＡＡＡLife Robotics Corporation Ltd.

Address: 301 Koopo Nagaoka, Miyazaki 1385-1, 

Oita, 870-1133, JAPAN

tel: 097－－－－567－－－－3088 fax: 097－－－－594-0181 e-mail 

ms@alife-robotics.co.jp

URL http://alife-robotics.co.jp/

Simplified Version 

(Taro-A)

Size and weight of robot 

is half of Figure1

Functions of full version 

1.~4.  are equipped 

・・・・Fundamental software 

based on Window and 

Linux is provided

････The robot is most 

suitable for R & D 

(Master and Doctor 

courses)

････Price（（（（Only hardware 

from

¥2,300,000(=$23,000) 

with fundamental 

software

Spec. and style can be changed

Full Version

(Taro-1 and 

Trao-2)

Simplifed

Version (Taro-A)

This is belong to 

Australian 

Defense Force 

Academy, 

Australia
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Simplified Version of Intelligent mobile robot-

Taro-A

Correspondence:             ALife Robotics Corporation Ltd.

〒〒〒〒870-1133 301 Koopo Nagaoka, 1385-1 Oaza Miyazaki, Oita, Japan

Tel: 81-97－－－－567－－－－3088, Fax: 81-97－－－－594-0181, e-mail ms@alife-robotics.co.jp

URL http://alife-robotics.co.jp:81/

・Size and weight : ½

of Full version of 

Intelligent Mobile 

Robot “Taro”

・・・・We provide 

fundamental 

software for robot by 

Window or Linux

････Most suitable for 

research and 

development on 

mobile robot

・・・・Most suitable for 

human being’s 

partner

････Price (JPY 

2,300,000=$23,000)

(*) Design and 

specification will be 

decided in 

consultation with 

customer

・・・・Weight: 28kg

・・・・Height: 60（（（（from floor:65cm））））, Width: 28cm, Depth: 40cm

・・・・Robot behaviors can be controlled by voice

・・・・Behaviors of the Simplified Version of Intelligent of Mobile Robot

1.The robot can understand meaning of human voice and can answer to human by 

robot voice . In addition, the robot can provide various information to human’s 

requirements. 

2. Human asks for robot. What is this by showing object to robot. The robot answers 

for it by voice. (Pattern recognition and understanding)

3. The robot can carry various things (Foods, Letters, Newspapers, Other heavy 

materials (approximately 25-30kg). The robot can turn around accurately by 

specified degree.

4. The robot can climb up on the sloop with 15-30 degrees.

5. The robot can teach child by answering questions from child in pleasant  playing 

condition as private teacher.

6. The robot can teach English, Japanese, Chinese, any other languages to human. 

Main Specification of Taro-A(Born from Taro)

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
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This is belong to Electro-Communication University, Tokyo, Japan

Delivery Record (From 2009)
1. ADFA, Australia

2. Electro-Communication Univ., Japan

3. KAIST, Korea

4. TATiUC, Malaysia

5. Others 
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ALife Robotics Corporation, Ltd.
Challenge for New Technologies in 21st Century

301 Koopo Nagaoka,1385-1 Oaza Miyazaki, Oita 870-1133, Japan

TEL：81-97-567-3088, FAX: 81-97-594-0181, E-MAIL: ms@alife-robotics.co.jp

電子回路

単4電池×4本

サーボモータ

スイッチ

32mm150mm

100mm

Fig.1 Fish Robot (Sizes)

Random Mode7

6

Change for 

4 Steps

Change for Swing 

Angle of Caudal Fin

5

LOW, HIGH 

Mode
Change of  Speeds4

Left Turn3

Right Turn2

ON,OFF of Power1

CommentsFunctionsSwitch No.

Table 1 Functions of Fish Robot

1.Hardware and Fundamental Software

2. PIC Writer

3.Text Book for Learning Control 

Techniques Based on PIC

are included.

OPTIONS:

C-MOS Camera, Remote Control Unit, 

Dorsal, Pectoral, Ventral Fins can be 

installed
Fig.2 Picture of Fish Robot
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M. Rizon (King Saud University, Saudi Arabia) 
S. Sagara (Kyushu Institute of Technology, Japan) 
M. Sugisaka (Nippon Bunri University(NBU), Japan) (Chairman) 
J. Wang (Alife Robotics Co., Ltd., Japan) 
X. Wang (Niihama National College of Technology Japan) 
 
 
HISTORY 
 
This symposium was founded in 1996 by the support of Science and International Affairs 
Bureau, Ministry of Education, Culture, Sports, Science and Technology, Japanese 
Government. Since then, this symposium has been held every year at B-Con Plaza, Beppu, 
Oita, Japan except in Oita, Japan (AROB 5th ’00) and in Tokyo, Japan (AROB 6th ’01). The 
Fifteenth symposium will be held on 4– 6 February, 2010, at B-Con Plaza, Beppu, Oita, Japan. 
This symposium invites you all to discuss development of new technologies concerning 
Artificial Life and Robotics based on simulation and hardware in the twenty first century. 
 
 
OBJECTIVE 
 
The objective of this symposium is the development of new technologies for artificial life and 
robotics which have been recently born in Japan and are expected to be applied in various 
fields. This symposium will discuss new results in the field of artificial life and robotics. 
 
 
GENERAL SESSION TOPICS 
 
Artificial brain research Artificial intelligence 
Artificial life & Brain science Chaos & Cognitive science 
Control & Techniques I Control & Techniques II 
Evolutionary computations Intelligent control & Modeling 
Human-machine cooperative systems Image processing I 
Image processing II Innovative computations 
Mobile vehicles I Mobile vehicles II 
Multi-agent systems Neural networks 
Robotics I Robotics II 
Robotics & Bipedal robot Robotics & Application 
Pattern recognition Virtual reality 
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ORGANIZED SESSION TOPICS 
 
System sensing and control MOT and interdisciplinary research 
Learning control and robotics Analysis and implementation of nonlinear 
Control and automata systems 
Soft robotics Computer vision and robotics 
Intelligent system and applications Intelligent control and applications 
Robot control Biomimetic machines and robots 
Intelligent systems Bio-symphony 
Artificial intelligent Intelligent robots 
Intelligent classification Embracing complexity in natural intelligence
Intuitive human-system interaction Intelligent signal processing 
Molecular computing Special environment localization and 
Bio-inspired theory and applications navigation 
Brain-like intelligence and biomedical Real time methods for structural change 
applications detection of ongoing time series date 
Artificial application & Artificial and green Artificial application & Artificial and green 
technology I technology II 
Machine learning and computer vision  
 
 
COPYRIGHTS 
 
Accepted papers will be published in the proceeding of AROB and some of high quality 
papers in the proceeding will be requested to re-submit their papers for the consideration of 
publication in an international journal ARTIFICIAL LIFE AND ROBOTICS. All 
correspondence related to the symposium should be addressed to AROB Secretariat. 
 
 
AROB Secretariat 
ALife Robotics Corporation Ltd. 
301 Koopo Nagaoka 1385-1 Miyazaki, Oita 870-1133, JAPAN 
TEL/FAX：+81-97-594-0181 
E-MAIL：arobsecr@alife-robotics.co.jp   
Home Page：http://alife-robotics.co.jp/ 
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Sadayoshi Suga 
akuen Educational Foundation
ippon Bunri University 
Chairman/Chancellor 

Nippon Bunri University 
Chairman/Chancellor 

  
It is my great pleasure to welcome you all to The Fifteenth International 

Symposium on Artificial Life and Robotics. I would like to offer my sincere 
thanks and respect to the many people who have helped make this yearly event
possible. 

In 2008, Nippon Bunri University invited Professor Sugisaka to lead the
symposium’s team, and with his help we have undertaken this new venture.  

As well as being a great venue to meet specialists in many fields, I also feel
it’s an important platform for presenting research and giving Universities the 
opportunity to support such research.  

As Chairman of this University, I feel great pleasure in working with such
outstanding educators who have, on so many occasions, presented their
research to the world.  

It’s my sincere wish that advances in Artificial Life and Robotics Research,
in cooperation with the Medical Sciences, Information Systems and other
technological fields will lead to improvements in all of our lives. 

During your stay here in Beppu, please take time to enjoy the beautiful 
scenery, relaxing hot springs, and healthy Japanese cuisine that Oita Prefecture
has to offer. It’s my heartfelt hope that when you leave here, you do so with
fresh enthusiasm and motivation. 
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MESSAGES 
 

 Fumio Harashima 
Advisory Committee Chairman of AROB 

  
The science and technology (S&T) on Artificial Life and Robotics was born

in 1996, and it’s been providing human being with happiness. This S & T is
not only important but also necessary for people living in the world to maintain
high quality of life. Research is heart and desire of human being and the S&T
is going toward clarifying tool to achieve our objective. 
I would like to congratulate researchers who work in the fields on Artificial

Life and Robotics. 
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Masanori Sugisaka 
General Chairman of AROB 

  
It is my great honor to invite you all to the Fifteenth International

Symposium on Artificial Life and Robotics (AROB 15th ‘10). 
The symposium from the first (1996) to the Fourteenth (2009) were

organized by Oita University, Nippon Bunri University(NBU), and ALife
Robotics Corporation Ltd. under the sponsorship of the Science and
Technology Policy Bureau, the Ministry of Education, Science, Sports, and
Culture (Monbusho), presently, the Ministry of Education, Culture, Sports,
Science, and Technology (Monkasho), Japanese Government, Japan Society
for the Promotion of Science (JSPS), The Commemorative Organization for
the Japan World Exposition (’70), Air Force Office of Scientific Research,
Asian Office of Aerospace Research and Development (AFOSR/AOARD),
USA. I would like to express my sincere thanks to not only Monkasho, JSPS,
the Commemorative Organization for the Japan World Exposition (’70) but
also Japanese companies for their repeated support. 

 
 
 
 
 
 
 
 
 

 

 
 
 

 
 
 
 
 

Masanori Sugisaka 
General Chairman 

rofessor, Nippon Bunri
niversity and President,

ife Robotics Co., Ltd. ,
Japan)  
This symposium is organized by International Organizing Committee of
AROB and is co-operated by the Santa Fe Institute (USA), RSJ, IEEJ,
ICASE (Now ICROS) (Korea), CAAI (P. R. China), ISCIE, IEICE, IEEE
(Japan Council), JARA, and SICE. 
The AROB symposium is growing up by absorbing many new knowledge

and technologies into it. The future of the AROB symposium is brilliant
from a point of view of yielding new technologies to human society in 21st
century. 
I hope that fruitful discussions and exchange of ideas between researchers

during symposium will yield new merged technologies for happiness of
human beings and, hence, AROB 15th ’10 will facilitate the establishment of
an international joint research institute on Artificial Life and Robotics in
future. 
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Program Chairman 
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(Professor, KAIST) 
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Chairman of AROB 
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 Henrik Hautop Lund 
Vice Chairman of AROB 

  
I am much honored to invite you to the Fifteenth International Symposium

on Artificial Life and Robotics (AROB 15th ‘10). The international
symposium marks its 15th anniversary after the being held each year since
1996, initially organized by Oita University and now being organized by
Nippon Bunri University.  
The symposium attracts an impressive range of researchers from all

continents, who all share the vision of merging research based upon artificial
life and robotics. The symposium is visionary in merging these two, science
and engineering disciplines, and has become the most important forum for
research into merging artificial life and robotics. 
The research in artificial life and robotics is very important since it both

brings us insight into ourselves as human beings and natural systems, and
brings us new engineering solutions that may influence our lives. It is my
hope that you will use this insight and opportunity to develop systems that
help humankind in socially responsible ways. 
I would like to take this opportunity to thank the general chairman of

AROB, Prof. Masanori Sugisaka, for being so visionary 15 years ago to
engage in creating and organizing this important annual event for our
research community. It takes a lot of courage to be the first to create a novel
interdisciplinary research field such as the one that comes from the merge
between artificial life and robotics. Prof. Sugisaka has shown how being
courageous enough to engage in the adventurous activities of merging two
fields may lead to very fruitful research and to the lively research community
that you are now part of with your participation in this international
symposium.  
I would also take this opportunity to thank Springer-Verlag for supporting

this research community, and remind all participants of the Springer-Verlag
Artificial Life and Robotics Journal. Hopefully, we will see numerous, high
quality contributions to the journal as the outcome of this symposium and the
research collaboration that may entail the symposium. Indeed, it is my hope
that you will all engage in open and fruitful scientific discussions with your
colleague researchers during the symposium, and that these discussions may
open up for future research collaborations in order to bring new insight into
artificial life and robotics to the community. 
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Vice Chairman 
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Plenary talker: 
 
 
 PT1  From dream to reality:  

Snake-like, spider-like robots 
 

Shigeo Hirose 
 

(Tokyo Institute of Technology, Japan) 
 
 

Mother Nature is precious source of imagination to develop new
type of robotic system. I will introduce the history of designing a
series of snake-like robots, and discuss the design and control of
amphibious snake-like robot ACM R-5 and rescue robot Souryu which
can crawl into the debris after a big earthquake occurred. I also talk
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higeo Hirose 
about spider-like walking robots, such as wheel-walking hybrid
vehicle Roller Walker, quadruped wall-climbing robot Ninja, and 7 ton
world largest walking robot for steep slope construction task. 

 

 

Education:   
- In 1971, B.E. degree in Mechanical Engineering from Yokohama National University, Japan 
- In 1973, Master Degree from Dept of Control Engineering at Tokyo Institute of Technology, Japan 
- In 1976, Doctor Degree from Dept of Control Engineering at Tokyo, Institute of Technology, Japan 

 
Professional Training and Employment: 
- 1976 – 1979  Research Associate, Tokyo Institute of Technology 
- 1979 - 1992  Associate Professor,  Tokyo Institute of Technology 
- 1992 -       Professor, Dept of Mechanical and Aerospace Engineering, Tokyo Institute of Technology
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 PT2  Extreme events in human society: 

The xevents observatory and simulator  
 

John L. Casti 
 

(International Institute for Applied Systems Analysis, Austria) 
 
 

In this plenary talk, I discuss extreme events (Xevents) created by
humans, not nature. These include things like terrorist attacks,
pandemics, political revolutions and financial system meltdowns. The
talk explores the types of methodological tools needed to develop
early-warning signals for such events—and what to do with such
signals once they are obtained. We also present the outlines for a new
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research venture at IIASA, involving an Xevents “observatory” for

development of methodology and an Xevents “simulator” to serve as a
laboratory for both testing of tools, as well as identification of Xevents
that have never before occurred. 

 

 

Education:   
- In 1969, M.S. degree in Mathematics from the University of Southern California, Los Angeles 
- In 1970, Ph.D. Mathematics from the University of Southern California, Los Angeles  
 

Professional Training and Employment: 
- 1974--present, Research Scholar, Int’l Institute for Applied Systems Analysis, Vienna 
- 1992-2002, Professor, Santa Fe Institute, Santa Fe, USA 

 - 2002-2005, Professor, Wissenschaftzentrum Wien, Vienna 
 - 2005-present, Director, The Kenos Circle, Vienna  
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PT3  Robomusic with modular playware 

 
Kasper Falkenberg, Niels K. Bærendsen, Jacob Nielsen, 

 Carsten Jessen, Henlik Hautop Lund 
 

(Technical University of Denmark, Denmark) 
 
 

Playware is intelligent hardware and software that creates play and
playful experiences for users of all ages. Playware research seeks to
understand play dynamics and play forces in order to implement them
in play tools. Playware is of course not the only type of products
which can create play and motivate users to perform actions, but
digital technology contains new and expanded possibilities, e.g. when
developed with embodied artificial intelligence. Playware-tools are
tools with a behaviour that initiates play force (e.g. a motion, in the
case of sensorimotor play) via interaction. This is the basis for the play
dynamic to emerge through which the users are brought into a state of
playing. Embodied artificial intelligence can be used to design
behaviours of the play tools, e.g. by providing means for creating
adaptive play tools. The understanding of play dynamics can help
guiding this design of behaviours to be used specifically to create
playful and motivating tools for a variety of play interactions,
well-knowing that there are both similarities and differences in the
play dynamics of different users, environments and activities. Using a
modular approach inspired by behavior-based robotics gives
opportunity to create modular playware that allows any user to create
activities in a flexible manner, regardless of the cognitive and physical
abilities of the user. Indeed, the modular approach allows a
generalization over users, environments and activities as well as a
commercial possibility of mass-production for customization. For
Human-Robot Interaction, when considering a modular approach, we
are often interested in the interactivity and the opportunities for the
human interaction, so instead of developing self-reconfigurable
modular robotics, we may describe the above systems in terms of
user-configurable modular robotics. In this talk, I will show numerous,
specific examples of how such an approach of modular playware (in
the form of modular interactive tiles and cubes) facilitates
generalization over users, environments and activities in the fields of
playgrounds, cardiac rehabilitation, stroke rehabilitation, elderly home
care, autism therapy, dementia treatment, soccer training, dancing,
music concerts, etc., and how the playful approach provides
motivation for users to interact with the modular technological
solutions in these fields. Videos will feature use in rehab, play, sport,
music, and dance. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Professor  

Henrik Hautop Lund   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Education:   
- M.Sc. degree in Computer Science from University of Aarhus, Denmark  
- Ph.D. degree in Computer Systems Engineering from University of Southern Denmark  
 

Professional Training and Employment: 
- 1992-1993 and 1994-1995, Research Assistant, the National Research Council, Rome, Italy, University of  
- 1996-1997, Research Associate (Post Doctor), Department of Artificial Intelligence,  

Edinburgh, UK 
- 1997-2000, Head of LEGO Lab 
- 1998-2000, Research Associate, Department of Computer Science, University of Aarhus, Denmark 
- 2000-2008, Full Professor, the Maersk Mc-Kinney Moeller Institute, University of Southern Denmark 
- 2003-2007, Member of the Danish Research Council 
- 2008-present, Full Professor, the Center for Playware, Technical University of Denmark 
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Invited talker: 
 
 

IT1  XML-based genetic programming framework: 
Design philosophy, implementation and applications 

 
Ivan Tanev and Katsunori Shimohara 

(Doshisha University, Japan) 
 
 

We present the design philosophy, the implementation and various
applications of XML-based genetic programming (GP) framework
(XGP). The key feature of XGP is the distinct representation of
genetic programs as DOM-parse trees featuring corresponding flat
XML-text. XGP contributes to the achievement of (i) fast prototyping
of GP by using the standard built-in API of DOM-parsers for
manipulating the genetic programs, (ii) human-readability and
modifiability of the genetic representations (iii) generic support for the
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Ivan Tanev  
representation of grammar of strongly-typed GP using

W3C-standardized XML-schema; and (iv) inherent inter-machine
migratability of the text-based genetic representation (i.e., the XML
text) in the distributed implementations of GP. 

 

Education: 
- In 1987, M.S. degree in Computer Engineering (with honors) from  Leningrad Institute of Electrical

Engineering, Leningrad, Soviet Union 
- In 1993, Ph.D. in Computer Engineering from Saint Petersburg State University of Electrical Engineering,
Saint Petersburg, Russia 

- In 2001, Dr.Eng in Computer Science and System Engineering from Muroran Institute of Technology,
Muroran, Japan 

 
Professional Training and Employment: 

- 1987, Researcher, Space Research Institute, Bulgarian Academy of Sciences, Bulgaria 
- 1988-1989, Researcher, Central Institute of Computer Engineering and Technology, Bulgaria 
- 1994-1997, System Administrator, National Electricity Company, Bulgaria 
- 2001-2002, Software Developer, Synthetic Planning Industry Co.Ltd., Japan 
- 2002-2004, Senior Researcher, ATR Human Information Science Laboratories, Japan 
- 2004-2006, Lecturer, Department of Information Systems Design, Doshisha University, Japan 
- 2006-present, Associate Professor, Department of Information Systems Design, Doshisha University, Japan 
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IT2  Brain’s doing in its resting-state: 
Default mode network as an inside story within the brain 

 
Jian-Qin Liu1 and Katsunori Shimohara2

 
(1NICT, KARC, Japan) 

(2Doshisha University, Japan) 
 
 

As a promising research field after the turn of the new century,
Default Mode Network (abbreviated as DMN) of the brain shows the
strong potential of a new breakthrough to neuroscience, which
emphasizes the baseline of the brain’s activities when brain is awake
but without any external input signal to it. This study is highlighted
recently and expected to provide keys to understanding the mental
disorders such as Alzheimer’s disease. This paper consists of
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Jian-Qin Liu  
following two sections. (1) A brief tutorial on the DMN is presented
with necessary fundamental knowledge of neuroscience on brain. (2)
A framework of network informatics for DMN is proposed based on
network dynamics; models of information networks are discussed by
bridging the gap between the level of regions and the level of neurons
of the brain; major issues on analyzing the DMN by brain imaging
technology are discussed as well. In a word, one of the inspirations
from DMN is how spontaneous collective behavior is emerged within
an autonomous system, which is crucial to systematically understand
the brain’s function and exploring new design principles of
autonomous robotics to demonstrate complex life-like behaviors in
engineering. 

 

 

Education: 
- In 1986, B.S. in Computer and Systems Science from Nankai University, China 
- In 1992, M.S. in Automation Theory and Applications from Xi’an Jiaotong University, China 
- In 1997, Ph.D. in Industrial Automation from Central South University of Technology, China 
- In 2006, Dr. of Informatics from Kyoto University, Japan 

 
Professional Training and Employment: 

- 1986-1991, Assistant Lecturer, Institute of AI and Robotics, Department of Information and Control
Engineering, Xi’an Jiaotong University 

- 1992-1994, Lecturer, Institute of AI and Robotics, Department of Information and Control Engineering, Xi’an
Jiaotong University 

- 1994.09-1995.09, Guest Researcher, Information and Communication R & D Center, Ricoh Co. Ltd., Japan 
- 1995-1999, Associate Professor, College of Information Engineering, Central South University of Technology
- 2000, Certificate of Professor, College of Information Engineering, Central South University 
- 1999-2003.03, Researcher, Advanced Telecommunications Research Institute International (ATR), Japan 
- 2003.04-2006.03, Senior Researcher, Advanced Telecommunications Research Institute International (ATR),

Japan 
- 2006.04-present, Expert Researcher, Kobe Advanced ICT Research Center (KARC), National Institute of

Information and Communications Technology (NICT), Japan 
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IT3  Wearing the playware 
 

Luigi Pagliarini1,2 and Henrik Hautop Lund1

 
(1Technical University of Denmark, Denmark) 

(2Academy of Fine Arts of Bari, Via Gobetti, Italy) 
 
 

In this conceptual paper, we describe and define the range of
possible applications and the technical contours of a robotic system to
be worn on the body for playful interactions. Earlier work on Modular
Robotic Wearable, MRW,  described how, by using modular robotics
for creating wearable, it is possible to obtain a flexible wearable
processing system, where freely inter-changeable input/output
modules can be positioned on the body suit in accordance with the
task at hand. Here, we drive the attention on early prototypes to show
the potentialities of such an approach, and focus on depicting possible
application in the electronic games domain. Indeed, the Modular
Robotic Wearable is an example of modular playware, which can
create playful interactions for many application domains, including
electronic games. 
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TIME TABLE(2/4) 
 

 RoomA RoomB RoomC RoomD 
 

Registration (Registration Desk) 
2/3    13:00  

(Wed)   17:00  
Welcome Party (at Hotel ARTHUR) 

Registration (Registration Desk) 

OS 19  ( 6 ) 

Chair  M. Yokota 

 

OS 20  ( 6 ) 

Chair  J. M. Lee 

 

GS 7  ( 6 ) 

Chair M. K. James 

OS 25 (6)  

Chair  D. H. Kim 

 

Coffee Break 
Opening Ceremony  (Room E)  Chair J.Y. Shim 

Plenary Talk (Room E) 

PT1  S. Hirose   Chair  J. J. Lee 

Lunch 

OS 16  ( 5 ) 

Chair  Y. Ishida 

GS 13  ( 5 ) 
Chair  I. Zunaidi 

OS 21  ( 5 ) 

Chair  M. Oswald 

 

GS 8 (5) 

Chair S.Y. Yi 

Coffee Break 
OS 1  ( 7 ) 

Chair  M. Uchida 

 

OS 2   ( 7 ) 

Chair   T. Ito 

 

GS 2  ( 7 ) 

Chair  T. Fuchida 

OS 9 (6)+GS15-1 

Chair  J-T. Zou 

2/4    8:00 

(Thur)   8:40 
 
 
 

   
10:10 
10:30 

 
10:55 

 
 
 

11:45 
 

12:40 
 
 
 
 
 

13:55  
14:15 

 
 
 
 

16:00 
16:05 

 
 
 

17:35 

GS12  (6) 

Chair  K-L. Su 

OS 15   ( 6 ) 

Chair   M. Rizon 

 

OS 8  ( 6) 

Chair  K-H. Hsia 

GS 18  ( 6 ) 

Chair  J.M. Lee 

GS:General Session    OS:Organized Session    PS:Poster Session    PT:Plenary Talk     IT: Invited Talk 
 
GS1 Artificial brain research  
GS2 Artificial intelligence 
GS3 Artificial life & Brain science 
GS4 Chaos & Cognitive science 
GS5 Control technique Ⅰ 
GS6 Control technique Ⅱ 
GS7 Evolutionary computations 
GS8 Intelligent control ＆ Modeling 
GS9 Human-machine cooperative systems 
GS10 Image Processing Ⅰ 
GS11 Image Processing Ⅱ 
GS12 Innovative computations 
GS13 Mobile vehicles Ⅰ 
GS14 Mobile vehicles Ⅱ 
GS15 Multi-agent systems 
GS16 Neural networks 
GS17 Robotics Ⅰ 
GS18 Robotics Ⅱ 
GS19 Robotics & Bipedal robot 

GS20 Robotics & Application 
GS21 Pattern recognition 
GS22 Virtual reality 
OS1 System sensing and control 
OS2 MOT and interdisciplinary research 
OS3 Learning control and robotics 
OS4 Analysis and implementation of  

nonlinear systems 
OS5 Control and automata 
OS6 Computer vision and robotics 
OS7 Soft robotics 
OS8 Intelligent control and applications 
OS9 Intelligent system and application 
OS10 Biomimetic machine and robots 
OS11 Robot control 
OS12 Bio-symphony 
OS13 Intelligent systems 
OS14 Intelligent robots 
OS15 Artificial intelligent 
OS16 Embracing complexity in natural  

intelligence 
OS17 Intelligent classification 
OS18 Intelligent signal processing 
OS19 Intuitive human-system interaction 
OS20 Special environment localization and  

navigation 
OS21 Molecular computing 
OS22 Brain-like intelligence and 

biomedical applications 
OS23 Bio-inspired theory and application 
OS24 Real time methods for structural change 

detection of ongoing time series data 
OS25 Artificial application & Artificial and 

green technology Ⅰ 
OS26 Artificial application & Artificial and 

green technology Ⅱ 
OS27 Machine learning and computer vision
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TIME TABLE(2/5) 
 

GS:General Session    OS:Organized Session    PS:Poster Session    PT:Plenary Talk    IT: Invited Talk 

 RoomA RoomB RoomC RoomD RoomE 

Registration (Registration Desk)  

OS 17  ( 5 ) 

Chair  S. Omatsu 

OS 27  ( 3 ) 

Chair  H. Hamdan 

will end at  9:25  

GS 1  ( 5 ) 

Chair  M. Obayashi 

  

Coffee Break 
Plenary Talk ( Room E) 

PT2  J. Casti  Chair  Y.G. Zhang 

OS 7  ( 4 ) 

Chair  K. Nakazono 

GS 14  ( 4 ) 

Chair  J. Wang 

 

GS 21  ( 4 ) 

Chair  K. Hashimoto

OS 11  (4) 

Chair  Y-M. Jia 

PS1 (4) 

Lunch 

GS 3  ( 4 ) 

Chair  M. Nakamura 

GS 4  ( 4 ) 

Chair  T. Shimada 

OS 13  ( 4 ) 

Chair  J. Y. Shim 

PS2 (5) 

OS 22 (6) 

Chair  N. Homma 

GS 20  ( 6 ) 

Chair  S.H. Han 

OS 18  ( 5 )  

Chair   S. Omatsu 

will end at 15:20   

Invited Talks session 

IT1  I. Tanev 

IT2  J-Q. Liu   

IT3  L. Pagliarini 

Chair  K. Shimohara 

 

 

Coffee Break 
Plenary Talk ( Room E) 

PT3  H. Lund  Chair  H. Tanaka 

GS 11  ( 3 ) 

Chair  C-N. Ko 

will end at 17:30 

OS 3  ( 4 ) 

Chair  H. H. Lee 

GS 10  ( 4 ) 

Chair  T. Matsubara 

OS 14  (4) 

Chair  J. J. Lee 

 

2/5    8:00 

(Fri)    8:40 
 
 
 
 

9:55 
10:15 

 
 
 

11:05  
 
 
 
 

12:05 
 

13:00 
 
 
 

14:00 
14:05  

 
 
 
 

15:35 
15:55 

 
 

16:45 
 
 
 
 

17:45 
18:25 

 
  
 
 

20:35 

AROB Award Ceremony (Chair K. Naitoh) 

Banquet – Hotel Shiragiku (Chair J. M. Lee)...... Welcome Address   H.Tanaka / M. Oswald/  

                                                             Y-M.Jia / K.L. Su / L. Pagliarini 

 
GS1 Artificial brain research  
GS2 Artificial intelligence 
GS3 Artificial life & Brain science 
GS4 Chaos & Cognitive science 
GS5 Control technique Ⅰ 
GS6 Control technique Ⅱ 
GS7 Evolutionary computations 
GS8 Intelligent control ＆ Modeling 
GS9 Human-machine cooperative systems 
GS10 Image Processing Ⅰ 
GS11 Image Processing Ⅱ 
GS12 Innovative computations 
GS13 Mobile vehicles Ⅰ 
GS14 Mobile vehicles Ⅱ 
GS15 Multi-agent systems 
GS16 Neural networks 
GS17 Robotics Ⅰ 
GS18 Robotics Ⅱ 
GS19 Robotics & Bipedal robot 

GS20 Robotics & Application 
GS21 Pattern recognition 
GS22 Virtual reality 
OS1 System sensing and control 
OS2 MOT and interdisciplinary research 
OS3 Learning control and robotics 
OS4 Analysis and implementation of  

nonlinear systems 
OS5 Control and automata 
OS6 Computer vision and robotics 
OS7 Soft robotics 
OS8 Intelligent control and applications 
OS9 Intelligent system and application 
OS10 Biomimetic machine and robots 
OS11 Robot control 
OS12 Bio-symphony 
OS13 Intelligent systems 
OS14 Intelligent robots 
OS15 Artificial intelligent 
OS16 Embracing complexity in natural  

intelligence 
OS17 Intelligent classification 
OS18 Intelligent signal processing 
OS19 Intuitive human-system interaction 
OS20 Special environment localization and  

navigation 
OS21 Molecular computing 
OS22 Brain-like intelligence and 

biomedical applications 
OS23 Bio-inspired theory and application 
OS24 Real time methods for structural change 

detection of ongoing time series data 
OS25 Artificial application & Artificial and 

green technology Ⅰ 
OS26 Artificial application & Artificial and 

green technology Ⅱ 
OS27 Machine learning and computer vision
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TIME TABLE(2/6) 
 

GS:General Session    OS:Organized Session    PS:Poster Session    PT:Plenary Talk    IT: Invited Talk 

 RoomA RoomB RoomC RoomD 

Registration (Registration Desk) 

OS 4  ( 5 ) 

Chair  H. Suzuki 

will end at 9:55 

OS 23  ( 6 ) 

Chair  I. Yoshihara 

 

OS 5  ( 6 ) 

Chair  M. Kono 

GS 22 (6) 

Chair  T. Yamada 

Coffee Break 
OS 24  ( 5 ) 

Chair  T.Hattori 

 

OS 12  ( 5 ) 

Chair  K. Naitoh 

 

OS 10  ( 5 ) 

Chair  K. Watanabe 

GS 9 (5) 

Chair  A. Nakamura 

Lunch 

GS 5  ( 4) 

Chair  M. Oya 

will end at 13:40 

GS 15  ( 4 ) 

GS15-1->OS9-7 

Chair  S.M. Yang 

will end at 13:40 

GS 17  ( 5 ) 

Chair  S. Sagara 

GS 6 (3) 

Chair H. H. Lee 

will end at 13:25 

Coffee Break 

2/6      8:00 

(Sat)    8:40 
 

10:10 
10:30 

 
 
 
 
 

11:45 

12:40 

 

 

 
 

13:55 
14:15 

 
 
 
 
 
 
 

16:00 

GS 16  ( 7 ) 

Chair  T. Kondo 

GS 19  ( 7 ) 

Chair  M. Zhao 

OS 26  ( 6 ) 

Chair  D. H. Kim 

will end at 15:45 

OS 6  ( 6 ) 

Chair  Y. Yoshitomi 

will end at 15:45 

 
GS1 Artificial brain research  
GS2 Artificial intelligence 
GS3 Artificial life & Brain science 
GS4 Chaos & Cognitive science 
GS5 Control technique Ⅰ 
GS6 Control technique Ⅱ 
GS7 Evolutionary computations 
GS8 Intelligent control ＆ Modeling 
GS9 Human-machine cooperative systems 
GS10 Image Processing Ⅰ 
GS11 Image Processing Ⅱ 
GS12 Innovative computations 
GS13 Mobile vehicles Ⅰ 
GS14 Mobile vehicles Ⅱ 
GS15 Multi-agent systems 
GS16 Neural networks 
GS17 Robotics Ⅰ 
GS18 Robotics Ⅱ 
GS19 Robotics & Bipedal robot 

GS20 Robotics & Application 
GS21 Pattern recognition 
GS22 Virtual reality 
OS1 System sensing and control 
OS2 MOT and interdisciplinary research 
OS3 Learning control and robotics 
OS4 Analysis and implementation of  

nonlinear systems 
OS5 Control and automata 
OS6 Computer vision and robotics 
OS7 Soft robotics 
OS8 Intelligent control and applications 
OS9 Intelligent system and application 
OS10 Biomimetic machine and robots 
OS11 Robot control 
OS12 Bio-symphony 
OS13 Intelligent systems 
OS14 Intelligent robots 
OS15 Artificial intelligent 
OS16 Embracing complexity in natural  

intelligence 
OS17 Intelligent classification 
OS18 Intelligent signal processing 
OS19 Intuitive human-system interaction 
OS20 Special environment localization and  

navigation 
OS21 Molecular computing 
OS22 Brain-like intelligence and 

biomedical applications 
OS23 Bio-inspired theory and application 
OS24 Real time methods for structural change 

detection of ongoing time series data 
OS25 Artificial application & Artificial and 

green technology Ⅰ 
OS26 Artificial application & Artificial and 

green technology Ⅱ 
OS27 Machine learning and computer vision
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TECHNICAL  PAPER  INDEX 
 
 
February 4 (Thursday) 
 
Room E 
10:55~11:45 Plenary Talk  
Chair  J. J. Lee (KAIST, Korea) 
 
PT1  From dream to reality: Snake-like, spider-like robots 

S. Hirose (Tokyo Institute of Technology, Japan) 
 
February 5 (Friday) 
 
Room E 
10:15~11:05 Plenary Talk 
Chair   Y. G. Zhang (Academia Sinica, China)  
 
PT2  Extreme events in human society:The xevents observatory and simulator 

J. Casti (International Institute for Applied Systems Analysis, Austria) 
 
15:55~16:45 Plenary Talk 
Chair  H. Tanaka (Tokyo Medical and Dental University, Japan)  
 
PT3  Robomusic with modular playware 

H. Lund (Technical University of Denmark, Denmark) 
 
Room D 
13:00~15:35 Invited Talks Session 
Chair  K. Shimohara(Doshisha University, Japan) 
 
IT1  XML-based genetic programming framework:Design philosophy, implementation and 

applications 
I. Tanev (Doshisha University, Japan) 

 
IT2  Brain's doing in its resting-state: Default mode network as an inside story within the brain 

J-Q. Liu (Doshisha University, Japan) 
 

IT3  Wearing the playware 
L. Pagliarini (Technical University of Denmark, Denmark) 
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February 4 (Thursday) 
 
8:00~Registration 
 
Room A 
8:40~10:10 OS19 Intuitive human-system interaction 
Chair: M. Yokota (Fukuoka Institute of Technology, Japan) 
Co-Chair: T. Oka (Fukuoka Institute of Technology, Japan) 
 
OS19-1 Towards natural intelligence modeling as a formal system based on mental image directed 

semantic theory (Part 1) 
M. Yokota, H. Li, H. Quan, K. Sugita (Fukuoka Institute of Technology, Japan) 
T. Oka (Nihon University, Japan) 
 

OS19-2 Towards natural intelligence modeling as a formal system based on mental image directed 
semantic theory (Part 2) 
M. Yokota, R. Zhao, T. Tometsuka, K. Sugita (Fukuoka Institute of Technology, Japan) 
T. Oka (Nihon University, Japan)  

 
OS19-3 Commanding a humanoid to move objects in a multimodel language 

T. Oka (Nihon University, Japan) 
M. Yokota, K. Sugita (Fukuoka Institute of Technology, Japan) 
 

OS19-4 Face detection and face authentication based on 3D face image 
H. Kamitomo, C. Lu (Fukuoka Institute of Technology, Japan) 

 
OS19-5 Stripes extraction technique of projection pattern for 3D shape measurement 

K. Sun, C. Lu (Fukuoka Institute of Technology, Japan) 
 
OS19-6 A software framework for universal multimedia access 

Y. Maeda, K. Sugita (Fukuoka Institute of Technology, Japan) 
T. Oka (Nihon University, Japan) 
M. Yokota (Fukuoka Institute of Technology, Japan) 
 

12:40~13:55 OS16 Embracing complexity in natural intelligence 
Chair: Y. Ishida (Toyohashi University of Technology, Japan) 
Co-Chair: T. Okamoto (Kanagawa Institute of Technology, Japan) 
 
OS16-1 Evaluations for an immunity-based anomaly detection with dynamic updating of profiles 

T. Okamoto (Kanagawa Institute of Technology, Japan) 
Y. Ishida (Toyohashi University of Technology, Japan) 
 

OS16-2 A secure routing scheme for mobile wireless sensor networks 
Y. Watanabe, Tong Tran Nhat Linh (Nagoya City University, Japan) 

 
OS16-3 Prediction of space weather by adaptive information processing 

M. Tokumitsu, Y. Ishida (Toyohashi University of Technology, Japan) 
S. Watari (National Institute of Information and Communications Technology, Japan) 
K. Kitamura (Tokuyama College of Technology, Japan) 
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OS16-4 An adaptive sensor network for home intrusion detection by human behavior profiling 
M. Tokumitsu, M. Murakami, Y. Ishida (Toyohashi University of Technology, Japan) 

 
OS16-5 A network visualization of stable matching in stable marriage problem 

Y. Morizumi, T. Hayashi, Y. Ishida (Toyohashi University of Technology, Japan) 
 
14:15~16:00 OS1  System sensing and control 
Chair: M. Uchida (The University of Electro-Communications, Japan) 
Co-Chair: T. Mizuno (Tokyo Polytechnic University, Japan) 
 
OS1-1 Broadband robust PWM power amplifier using approximate 2DOF digital control  

T. Nomura, H. Iwata, K. Higuchi, N. Nakano (The University of Electro-Communications, 
Japan) 

 
OS1-2 A consideration on immunity-based reinforcement learning with continuous states 

S. Hosokawa, K. Nakano (The University of Electro-Communications, Japan) 
 
OS1-3 Investigation of voluntary movements in auditory stimulated conditions by integrative measur- 

ement 
K. Saito, Y. I. Park, M. Uchida (The University of Electro-Communications, Japan) 
 

OS1-4 Swing analysis of body-parts motion accompanied by apparent movement 
Y. I. Park, K. Saito, M. Uchida (The University of Electro-Communications, Japan) 

 
OS1-5 EMG activity of force sensation evoked by vibration stimulation  

T. Mizuno, M. Sato, M. Kimura, Y. Kume (Tokyo Polytechnic University, Japan) 
 
OS1-6 Emotion spectrum analysis for daily repetitive mental workload 

A. Nozawa, K. Karita (Myojo University, Japan) 
 
OS1-7 Single-trial analysis of voice stimulus evoked potentials 

H. Tanaka, T. Matsuoka (Kogakuin University, Japan) 
 
16:05~17:35 GS12 Innovative computations 
Chair: K-L. Su (National Yunlin University of Science & Technology, Taiwan) 
 
GS12-1 Fast processing method for PIV using GPGPU  

K. Miyazaki, K. Kawasue (University of Miyazaki, Japan) 
 

GS12-2 Data envelopment analysis for evaluating Japanese universities 
K. Inoue, R. Gejima, S. Aoki (Osaka Prefecture University, Japan) 
 

GS12-3 Data envelopment analysis for supply chain 
A. Naito, R. Gejima, K. Inoue, S. Aoki, H. Tsuji (Osaka Prefecture University, Japan) 
 

GS12-4 On a Brownian cellular automaton implementing self-reproducing loop 
Koji Ono, T. Isokawa (University of Hyogo, Japan) 
F. Peper (Nano ICT Group, Japan) 
Jia Lee(ChongQing University, China) 
A. Saitoh, N. Kamiura,N. Matsui (University of Hyogo, Japan) 
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GS12-5 An application of self-reproducing loops to defect-tolerant computation on self-timed cellular 
automaton  
Koji Ono, T. Isokawa (University of Hyogo, Japan) 
F. Peper (Nano ICT Group, Japan) 
A. Saitoh, N. Kamiura,N. Matsui (University of Hyogo, Japan) 

 
GS12-6 Management of experience data for rapid adaptation to new policies based on bayesian 

significance evaluation 
Saifuddin Md. Tareeq (The Graduate University for Advanced Studies) 
T. Inamura (National Institute of Informatics, Japan) 

 
Room B 
8:40~10:10 OS20 Special environment localization and navigation 
Chair: J. M. Lee (Pusan National University, Korea) 
 
OS20-1 A robust control of mobile inverted pendulum using single accelerometer 

H.U. Ha, S.M. Ryu, J.M. Lee (Pusan National University, Korea) 
 
OS20-2 Localization of multiple robots in a wide workspace 

J.H. Park, W.S. Jang, J.M. Lee (Pusan National University, Korea) 
 
OS20-3 Pallet recognition and driving method for pallet-engaging of unmanned autonomous forklift 

J.J. Park, J.M. Kim, K.H. Jung, S.S. Kim, (Pusan National University, Korea) 
 
OS20-4 Monitoring the level in a large structure localization method 

J.M. Kim, H.J. Kim (Pusan National University, Korea) 
 
OS20-5 Performance improvement of outdoor localization using classified sensing points 

T.B. Kwon, J.B. Song, Y.J. Lee (Korea University, Korea) 
 
OS20-6 Collision detection of robot manipulator in cryogenic environment 

S.H. Lee, K.H. Yu, M.C. Lee (Pusan National University, Korea) 
 
12:40~13:55 GS13 Mobile vehicles Ⅰ 
Chair: I. Zunaidi (TATi University College, Malaysia)  
 
GS13-1 Trajectory tracking control of mobile robot moving along curved wall using imaginary wall 

S. Furuno, K. Yanagi (Kitakyushu National College of Technology, Japan),  
M. Kobayashi (Kitakyushu Institute of Technology, Japan), 
G. Hirano (Kinki University, Japan) 

 
GS13-2 Vision-based obstacle avoidance system for autonomous mobile robot in outdoor environment 

J.E. Jung, K.S. Lee, H.G. Park (Pusan National University, Korea) 
Y.H. Koh (Futronic Co., Ltd., Korea) 
M.H. Lee (Pusan National University, Korea) 

 
GS13-3 Cooperative localization by using knowledge of self-organized regularity 

M. Kubo, T. Matsubara, S. Shimizu, H. Sato (National Defense Academy, Japan) 
 
GS13-4 A collaborative localization tolerant to recognition error by double check particle exchange 

T. Matsubara, M. Kubo, Y. Murachi (National Defense Academy, Japan) 
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GS13-5 Study on the route extraction based on the image processing 
J. Wang (Beijing Jiaotong University, China) 
M. Sugisaka (Nippon Bunri University, Japan) 

 
14:15~16:00 OS2 MOT and interdisciplinary research 
Chair: T. Ito(Ube National College of Technology, Japan) 
Co-Chair: S. Matsuno (Ube National College of Technology, Japan) 
 
OS2-1 Estimating stochastic volatility models of stock returns in Chinese markets 

S.Q. Lu, S. Xie (Fudan University, China) 
T. Ito(Ube National College of Technology, Japan) 

 
OS2-2 An analysis of organizational behaviors in the Keiretsu of Mazda 

T. Ito, S. Tagawa (Ube National College of Technology, Japan) 
M. Sakamoto(University of Miyazaki, Japan, Japan) 
S.Q. Lu (Fudan University, China) 

 
OS2-3 An analysis of interactive influence in the Keiretsu of Mazda 

S. Matsuno, T. Ito (Ube National College of Technology, Japan) 
Z. Xia (Wenzhou University, China) 
M. Sakamoto(University of Miyazaki, Japan, Japan) 

 
OS2-4 The connection law and networks 

T. Ito (Ube National College of Technology, Japan) 
Y. Ma (Wuhan University of Science and Engineering, China) 
M. Sakamoto(Miyazaki University, Japan) 

 
OS2-5 Discovering the efficient organization structure: horizontal versus vertical 

S. Ikeda (University of Miyazaki, Japan) 
T. Ito (Ube National College of Technology, Japan) 
M. Sakamoto (University of Miyazaki, Japan) 

 
OS2-6 A centrality analysis of transaction relationship of Panasonic 

Y. S. Park (Ube National College of Technology, Japan) 
Y. Chen (Kyushu International University, Japan) 

 
OS2-7 A study of accounting standard-setting using graph theory 

K. Ogata (University of Nagasaki, Japan) 
 
16:05~17:35 OS15 Artificial intelligent 
Chair: Mohamed Rizon (King Saud University, Saudi Arabia) 
Co-Chair: Ali Selamat (Universiti Teknologi Malaysia, Malaysia) 
 
OS15-1 Fast shape matching and retrieval based on approximate dynamic space warping 

Naif Alajlan (King Saud University, Saudi Arabia) 
 
OS15-2 Prediction model of permeability from well logs using type-2 fuzzy logic systems 

Sunday Olusanya Olatunji, Ali Selamat (Universiti Teknologi Malaysia, Malaysia) 
Abdul Azeez, Abdul Raheem (King Fahd University of Petroleum and Mineral, Saudi Arabia ) 
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OS15-3 Real-time iris detection 
Mohamed Rizon (King Saud University, Saudi Arabia) 
Chai Tong Yuen (Universiti Tunku Abdul Rahman, Malaysia) 
Ali S. AlMejrad (King Saud University, Saudi Arabia) 
 

OS15-4 Comparison of human emotion recognition through different set of EEG channels 
M. Murugappan (Universiti Malaysia Perlis, Malaysia) 
M. Rizon (King Saud University, Saudi Arabia) 
R. Nagarajan(Universiti Malaysia Perlis, Malaysia) 
Ali S. AlMejrad (King Saud University, Saudi Arabia) 
S. Yaacob (Universiti Malaysia Perlis, Malaysia) 
 

OS15-5 Design of intelligent system for speech monitoring and treatment of low and excessive vocal inten- 
sity 
Ali S. AlMejrad (King Saud University, Saudi Arabia) 
 

OS15-6 Modified relevance feedback for content based image retrieval using support vector machine 
Ali Selamat, Pei-Geok Lim (Universiti Teknologi Malaysia, Malaysia) 
 

Room C 
8:40~10:10 GS7 Evolutionary computations 
Chair: M.K. James (Tokyo University of Information Sciences, Japan) 
 
GS7-1 Mixed constrained image filter design using particle swarm optimization 

Z. Bao, T. Watanabe (Waseda University, Japan) 
 
GS7-2 A reinforcement learning with switching controllers for continuous action space  

M. Nagayoshi (Niigata College of Nursing, Japan),  
H. Murao, H. Tamaki (Kobe Univ., Japan) 

 
GS7-3 A framework for embodied evolution with pre-evaluation applied to a biped robot 

J. Nakai, T. Arita (Graduate School of Information Science, Nagoya University, Japan) 
 
GS7-4 Efficient flooding method for wireless sensor networks based on discrete particle swarm optimi- 

zation computing multiple forwarding nodes sets  
J. Nagashima, A. Utani, H. Yamamoto (Tokyo City University, Japan) 

 
GS7-5 Fixed column primer for Boolean Matrix multiplication with DNA computing 

N.Rajaee, H.Aoyagi, O.Ono (Meiji University, Japan) 
 
GS7-6 Applying soft computing for remote sensing data composite algorithms 

Kenneth J. Mackin, T. Yamaguchi, J.G. Park, E. Nunohiro, K. Matsushita (Tokyo University of 
Information Sciences, Japan) 
Y. Yanagisawa, M. Igarashi (Nihon University, Japan) 

 
12:40~13:55 OS21 Molecular computing 
Chair: M. Oswald (Vienna University of Technology, Hungary) 
Co-Chair: Y. Suzuki (Nagaya University, Japan) 
 
OS21-1 P-system communications architectures configuration based on growing SOM 

A. Gutiérrez, S. Delgado, S. Gómez (Universidad Politécnica de Madrid, Spain) 
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OS21-2 Hardware circuit for the application of evolution rules in a transition P-system. 
V. Martínez, S. Alonso, A. Gutiérrez (Universidad Politécnica de Madrid, Spain) 

 
OS21-3 Calculating maximal multisets by using RAM as support  

A. Arteta, F Arroyo, A. Goñi (Universidad Politécnica de Madrid, Spain) 
 
OS21-4 Investigation of the efficient protection from Influenza pandemic using CARMS 

Y. Suzuki (Nagoya University, Japan) 
K. Tsunoda (Kobe University, Japan) 
K. Shinya (Nagoya University, Japan) 

 
OS21-5 Organization levels in P systems 

M. Oswald (Vienna University of Technology, Hungary) 
 
14:15~16:00 GS2 Artificial intelligence 
Chair: T. Fuchida (Kagoshima University, Japan) 
 
GS2-1 Reinforcement learning using Voronoi space division 

Kathy Thi Aung, T. Fuchida (Kagoshima University, Japan) 
 

GS2-2 Machine learning approach to 9-dof robotic arm control 
S.Nishioka, S.Maeda (Kyoto University, Japan) 
Y.Nakamura (Osaka University, Japan) 
T.Ueno (Kyoto University, Japan) 
H.Ishiguro (Osaka University, Japan) 
S.Ishii (Kyoto University, Japan) 

 
GS2-3 Consideration on gesture recognition based on multilayer neural network by using input device of 

home gaming console 
I. Iimura, T. Fujiki (Prefectural University of Kumamoto, Japan)  
H. Tsurusawa (Oita National College of Technology, Japan) 
S. Nakayama (Kagoshima University, Japan) 

 
GS2-4 A learning Petri net model based on reinforcement learning 

L-B. Feng, M. Obayashi, T. Kuremoto, K. Kobayashi (Yamaguchi University, Japan) 
 

GS2-5 On detecting a human and its body direction from a video 
Y. Nakashima, J-K. Tan, S. Ishikawa, T. Morie (Kyushu Institute of Technology, Japan) 

 
GS2-6 Parallel computing method of extraction of frequent occurrence pattern of sea surface tempera- 

ture from satellite data 
 

A. Niimi, T. Yamaguchi, O. Konishi (Future University-Hakodate, Japan) 
 
GS2-7 Cultural evolution of compositional language under multiple cognition of meanings 

R. Matoba, S. Sakamoto, T. Hashimoto (Japan Advanced Institute of Science and Technology, 
Japan) 
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16:05~17:35 OS8 Intelligent control and applications 
Chair: K-H. Hsia (Far East University, Taiwan)
Co-Chair: C-C. Wang (Far East University, Taiwan)
 
OS8-1 Production scheduling and process planning based on mixed-integer evolutionary algorithm 

Y-C. Lin, Y-C. Lin (WuFeng Institute of Technology, Taiwan) 
K-L. Su (National Yunlin University of Science and Technology, Taiwan) 

 
OS8-2 Further study on camera position estimation from image by ANFIS 

S-F. Lien (National Yunlin University of Science and Technology, Taiwan) 
K-H. Hsia (Far East University, Taiwan) 
C-C. Wang (Chienkuo Technology University, Taiwan) 
T-E Lee (National Yunlin University of Science and Technology, Taiwan) 
J-P. Su (Overseas Chinese University, Taiwan) 

 
OS8-3 Gaussian radial basis function neural network controller of synchronous reluctance motor in 

electric motorcycle applications 
C-A. Chen (Automotive Research and Testing Center, Taiwan) 
H-K. Chiang, W-B. Lin (National Yunlin University of Science and Technology, Taiwan) 

 
OS8-4 Implementation of robust complex extended Kalman filter with LabVIEW for detection in 

distorted signal 
W-B. Lin (Far East University, Taiwan) 
H-K. Chiang  (National Yunlin University of Science and Technology, Taiwan) 
K-R. Shih (National Formosa University, Taiwan) 
C-A. Chen (Automotive Research and Testing Center, Taiwan) 
 

 
OS8-5 Fuzzy PID control for an overhead crane using hybrid optimization approach 

C-N. Ko (Nan-Kai University of Technology, Taiwan) 
C-C. Yang (Hsiuping Institute of Technology, Taiwan) 
G-Y. Liu (Nan-Kai University of Technology, Taiwan) 
K-L. Su (National Yunlin University of Science and Technology, Taiwan) 
 

OS8-6 Parameter estimation of chaotic systems by nonlinear time-varying evolution PSO method 
C-N. Ko, Y-Y. Fu, C-M. Lee (Nan-Kai University of Technology, Taiwan) 
C-J. Wu (National Yunlin University of Science and Technology, Taiwan) 
 

Room D 
8:40~10:10 OS25 Artificial application & Artificial and green technology Ⅰ 
Chair: Dong-Hwa Kim (Hanbat University, Korea) 
 
OS25-1 Spatial information of game for body interface using webcam 

Y. J. Lee (Jeonju University, Korea) 
 
OS25-2 A study on accurate time synchronization protocol with improved SNTP for smart AMR 

(withdrawal) 
S.Y Oh, C.H. Lee (ADMOTECH Inc., Korea) 
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OS25-3 Calculation of arm parameter for surface scanning with axis moment 
J.C. Jeong, H.C. Shin (University of Science & Technology, Korea) 
D.D. Lee, C.H. Lee (ADMOTECH Inc., Korea) 

 
OS25-4 Development of interactive wireless AMR with distribution automation system 

C.H. Yoon, D.D. Lee, C.H. Lee (ADMOTECH Inc., Korea) 
 

OS25-5 Improved SNTP for accurate time synchronization in smart AMR systems 
S.Y. Oh, D.D. Lee, C.H. Lee (ADMOTECH Inc., Korea) 
 

OS25-6 Personal color decision system using fuzzy logic 
J.M. Oh, M.S. Hong, J.T. Kim, D.W. Lee, C.W. Son, G. Lee (Hannam University, Korea) 
 
 

12:40~13:55 GS8 Intelligent control ＆ modeling 
Chair: S.Y. Yi (Seoul National University of Technology, Korea) 
 
GS8-1 Evaluation of cycling posture considering the difference of saddle height with principal compo- 

nent analysis based on leg electromyography 
S. Matsumoto, T. Tokuyasu (Oita National College of Technology, Japan) 
Koji Hirakoba (Kyushu Institute of Technology, Japan) 
Keichi Ohba (Oita National College of Technology, Japan) 

 
GS8-2 A control system based on the fuzzy neural network for a robot joint 

H. Zhao (Shanghai Institute of Technology, China) 
M. Sugisaka (Nippon Bunri University, Japan) 

 
GS8-3 Proposal of sensors for robot supporting to take medicines on time 

Y. Kitazono, X. Zheng, S. Nakashima, S. Yang, S. Serikawa (Kyushu Institute of Technology, 
Japan) 

 
GS8-4 Development and case study of trend analysis software based on FACT-Graph 

R. Saga (Kanagawa Institute of Technology, Japan) 
H. Tsuji, T. Miyamoto (Osaka Prefecture University, Japan) 
K. Tabata (Kanagawa Institute of Technology, Japan) 
 

GS8-5 Gait planning for a robot dog 
S.Y. Yi (Seoul National University of Technology, Korea) 
D.S. Choi (DASA Corp., Korea) 
 

14:15~16:00 OS9 Intelligent system and application 
Chair: J-T. Zou (National Formosa University, Taiwan) 
Co-Chair: K-L. Su (National Yunlin University of Science & Technology, Taiwan) 
 
OS9-1 The development of the omnidirectional home care mobile robot 

J-T. Zou (National Formosa University, Taiwan) 
F-C. Chiang (WuFeng Institute of Technology, Taiwan) 
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OS9-2 Path planning of the multiple mobile robot system 
S-V. Shiau, K-L. Su (National Yunlin University of Science & Technology, Taiwan)  
C-C. Wang (Chienkuo Technology University, Taiwan) 
J-H. Guo (National Yunlin University of Science & Technology, Taiwan) 

 
OS9-3 Multi-level multi-sensor based security system for intelligent home 

S-H Chia, K-L Su, S-V Shiau (National Yunlin University of Science & Technology, Taiwan) 
T-L Chien (Wu-Feng Institute of Technology, Taiwan) 

 
OS9-4 Multisensor fusion based gas detection module 

J-H. Guo (NationalYunlin University of Science & Technology, Taiwan) 
I-C. Chien (National Cenrral University, Taiwan) 
K-L. Su, C-J. Wu (NationalYunlin University of Science & Technology, Taiwan) 
 

OS9-5 A fast parameters estimation for nonlinear multi-regressions based on choquet  integral with 
quantum-behaved particle swarm optimization 
Y-M. Jau, C-J. Wu, J-T. Jeng (National Yunlin University of Science & Technology, Taiwan) 
 

OS9-6 Application of a remote image surveillance system in a robotic weapon 
C-C. Wang (Chienkuo Technology University, Taiwan) 
K-H. Hsia(Far East University, Taiwan) 
K-L. Su (National Yunlin University of Science & Technology, Taiwan) 
Y-C. Hsieh, C-L. Lin (Chienkuo Technology University, Taiwan) 
 

16:05~17:35 GS18 Robotics Ⅱ 
Chair: J.M. Lee (Pusan National University, Korea) 
 
GS18-1 Human tracking with variable prediction steps based on Kullback-Leibler divergence 

N. Takemura, Y. Nakamura (Osaka University, Japan) 
Y. Matsumoto （AIST, Japan）
H. Ishiguro (Osaka University, Japan)  

 
GS18-2 Optimal path planning with holonomic mobile robot using localization vision sensor 

D.S. Lee, C.S. Kim, S.Y. Kim, K.S. Lee, H.G. Park (Pusan National University, Korea) 
Y.H. Koh (Futronic Co., Ltd., Korea) 
M.H. Lee (Pusan National University, Korea) 

 
GS18-3 Efficient robotic memory controller for long-term planning 

Hassab Elgawi Osman (Tokyo Institute of Technology, Japan) 
 
GS18-4 Construction of the robot control system with use of pointing action and voice 

Y. Takenaka, N. Abe, Y. Tabuchi (Kyushu Institute of Technology, Japan) 
H. Taki (Wakayama University, Japan) 
Shoujie He (VuCOMP, USA) 
 

GS18-5 The water-tank test of novel underwater positioning system based on sensor networks 
Bin Fu, Lian Lian (Shanghai Jiao Tong University, China) 
Zhang Feifei, M. Ito (Tokyo University of Marine Science and Technology, Japan) 
Li Wen tao (Shanghai Jiao Tong University, China) 
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GS18-6 Countering asymmetric situations with distributed artificial life and robotics approach 
Peter Sapaty (National Academy of Sciences, Ukraine)  
M. Sugisaka (Nippon Bunri University, Japan) 
 

February 5 (Friday) 
 
8:00~ Registration 
 
Room A 
8:40~9:55 OS17 Intelligent classification 
Chair: S. Omatu (Osaka Prefecture University, Japan) 
Co-Chair: J. A. Dargham (University Malaysia Sabah, Malaysia)
 
OS17-1 Intelligent classification of bills by neural networks 

S. Omatu, M. Yoshioka, H. Yanagimoto (Osaka Prefecture University, Japan) 
 
OS17-2 Signal separation by independent component analysis 

S. Omatu, M. Yoshioka, H. Yanagimoto (Osaka Prefecture University, Japan) 
 
OS17-3 The land cover estimation with ALOS satellite image using neural-network 

Y. Tsuchida, S. Omatu, M. Yoshioka (Osaka Prefecture University, Japan) 
 
OS17-4 The analysis of Japanese voice sound by using real-time spectral analysis 

H. Nakatsuji, S. Omatu (Osaka Prefecture University, Japan) 
 

OS17-5 Selection of parameters in design of real-time spectral analysis 
H. Nakatsuji, S Omatu (Osaka Prefecture University, Japan) 

 
11:05~12:05 OS7 Soft robotics 
Chair: Kunihiko Nakazono (University of the Ryukyus, Japan) 
 
OS7-1 GA simulation of evolution of the hierarchical module structure on gene networks 

S. Nakashima, K. Kurata (University of the Ryukyus, Japan) 
 
OS7-2 Swing-up control of the acrobot using genetic programming considering an actuator dynamics 

R. Fukushima, E. Uezato (University of the Ryukyus, Japan) 
 
OS7-3 Neurocontrol for a rotary crane system with disturbance 

K. Tamanoi, K. Nakazono (University of the Ryukyus, Japan) 
 

OS7-4 Particle swarm optimization with genetic recombination - A hybrid evolutionary algorithm  
S-C. Duong, H. Kinjo, E. Uezato (University of the Ryukyus, Japan) 
T. Yamamoto (Tokushima Technology College, Japan) 

 
13:00~14:00 GS3 Artificial life & Brain science  
Chair: M. Nakamkura (Research Institute of Systems Control) 
 
GS3-1 Why we talk?: Altruism and multilevel selection in the origin of language 

K. Sugiura, T. Arita (Graduate School of Information Science, Nagoya University, Japan) 
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GS3-2 A variety of competitive properties arises from STDP incorporating metaplastic regulation 
S. Kubota (Yamagata University, Japan) 
J. Rubin (University of Pittsburgh, USA) 
T. Kitajima (Yamagata University, Japan) 
T. Nakamura (Yamagata University, Japan) 

 
GS3-3 Automatic estimation of light sleep level during short nap 

B. Wang (East China University of Science and Technology, China) 
T. Sugi (Saga University, Japan) 
X. Wang (East China University of Science and Technology, China) 
Shuichiro Shirakawa (National Centre of Neurology and Psychiatry, Japan) 
M. Nakamura (Research Institute of Systems Control, Japan) 
 

GS3-4 Evolving behavior sequences for a humanoid entertainment robot  
W-P. Lee, J-S. Jong, T-H. Yang (National Sun Yat-sen University, Taiwan) 

 
14:05~15:35 OS22 Brain-like intelligence and biomedical applications 
Chair: N. Homma (Tohoku University, Japan) 
Co-Chair: N. Sugita (Tohoku University, Japan)
 
OS22-1 A guess for natural neural activity and a suggestion on the modification of the ANN  

Y. G. Zhang (The Institute of Systems Science, China) 
M. Sugisaka (Nippon Bunri University, Japan) 

 
OS22-2 Research on automatic text summary based on latent semantic indexing  

D. Ai, Y. Zheng, D. Zhang (University of Science and Technology of Beijing, China) 
 
OS22-3 Sensitivity improvement of automatic pulmonary nodules detection in chest X-ray CT images 

S. Shimoyama, N. Homma, T. Ishibashi, M. Yoshizawa (Tohoku University, Japan) 
 
OS22-4 A time variant seasonal ARIMA model for lung tumor motion prediction 

K. Ichiji, M. Sakai, N. Homma, Y. Takai, M. Yoshizawa (Tohoku University, Japan) 
 
OS22-5 Pulse transmission time based on temporal difference in the instantaneous phase between 

electrocardiogram and photoplethysmogram signals 
M. Murakoshi, M. Yoshizawa, N. Sugita, M. Abe, N. Homma, T. Yambe, S. Nitta (Tohoku 
University, Japan) 
 

16:45~17:30 GS11 Image Processing Ⅱ 
Chair: C-N. Ko (Nan-Kai University of Technology, Taiwan) 
 
GS11-1 Segmentation of artery areas on none-enhanced fresh blood imaging based on dot enhancement 

filter and 3-D region growing method 
A. Yamamoto, T. Nishizaki, H.S. Kim, J-K. Tan, S. Ishikawa (Kyushu Institute of Technology, 
Japan) 

 
GS11-2 Construction of a sense of force feedback and vision for micro-objects  

R.Uehara, E.Hayashi (Kyushu Institute of Technology, Japan) 
 
GS11-3 A real-time face detection and recognition system for mobile robot in the complex background 

S. Chen, T. Zhang, C. Zhang, Y. Cheng (Tsinghua University, China) 
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Room B 
 
8:40~9:40 OS27 Machine learning and computer vision 
Chair: H. Hamdan (SUPELEC, France) 
Co-Chair: Khaled Al Mutib (King Saud University, Saudi Arabia) 
 
OS27-1 Biomimetic control architecture for robotic cooperative tasks 

N. Bizdoaca (University of Craiova, Romania) 
H. Hamdan (SUPELEC, France) 
D. Coman, A. Petrisor, E. Bizdoaca (University of Craiova, Romania) 

 
OS27-2 ANN dexterous robotics hand optimal control methodology grasping and manipulation forces 

optimization 
Ebrahim Matter al-Gallaf (University of Bahrain, Kingdom of Bahrain) 
Khaled Al Mutib (King Saud University, Saudi Arabia) 
Hani Hamdan (SUPELEC, France) 

 
OS27-3 Dense stereovision using mono-CCD color cameras 

Hachem Halawana (LAGIS, USTL) 
Hani Hamdan (SUPELEC, France) 

 
11:05~12:05 GS14 Mobile vehicles Ⅱ
Chair: J. Wang (Beijing Jiaotong University, China) 
 
GS14-1 Intelligent OkiKoSenPBX1 security patrol robot via network and map-based route planning 

Mbaïtiga Zacharie (Okinawa National College of Technology, Japan) 
 

GS14-2 Obstacle arrangement detection using multichannel ultrasonic sonar for indoor mobile robots 
K. Okuda, M. Miyake, H. Takai (Hiroshima City University, Japan) 
K. Tachibana (Osaka Gakuin University, Japan) 
 

GS14-3 A collision avoidance achievement of vehicle warning system in intersection via DSRC 
C. W. Hsu, C. N. Liang, L. Y. Ke, H. Y. Huang, F. Y. Huang (Automotive Research & Testing 
Center, Taiwan) 

 
GS14-4 Autonomous navigation system using geographical feature elements information for navigation 

mapping system 
I. Zunaidi, M. Rozailan, MS Samsi (TATi University College, Malaysia) 
N. Kato (Mie University, Japan) 
 

13:00~14:00 GS4 Chaos & Cognitive science 
Chair: T. Shimada (Meiji University, Japan) 
 
GS4-1 Visual attention model involving feature-based inhibition of return 

S. Hotta, S. Oba, S. Ishii (Kyoto University, Japan) 
 
GS4-2 Relation between impression of touch panels' coloration and operation 

M. Sakamoto, H. Suto, M. Sawai (Muroran Institute of Technology, Japan) 
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GS4-3 An extension of a duffing oscillator and nonlinear energy harvesting (withdrawal) 
T. Shimada, T. Moriya, H. Uchiyama (Meiji University, Japan) 
 

GS4-4 Matrix diagonalization in the quantum anisotropic Kepler problem 
K. Kubo, T. Shimada (Meiji University, Japan) 

 
14:05~15:35 GS20 Robotics & Application 
Chair: S. H. Han (Kyungnam University, Korea) 
 
GS20-1 Variable step-size affine projection algorithm based on excess mean square error 

C.Hee Lee, P.G. Park (Pohang University of Science and Technology, Korea) 
 
GS20-2 Basic research on new underwater positioning technology based on machine vision 

B. Fu, W-T. Li, T. Ge, L. Lian, H. Zhang (Shanghai Jiao Tong University, China) 
 
GS20-3 Basic research on underwater laser ranging and speed-measuring 

B. Fu, H. Zhang, T. Ge, L. Lian, W-T. Li (Shanghai Jiao Tong University, China) 
 
GS20-4 Ultrasonic sensor based navigation for a mobile robot using fuzzy logic 

Nguyen Huu Cong (Kyungnam University, Korea) 
Sung-Hyun Han (Kyungnam University, Korea) 
 

GS20-5 Robust real-time control of autonomous mobile robot by using ultrasonic and infrared sensors 
V-Q. Nguyen, S-B. Kyun, S.H. Han (Kyungnam University, Korea) 
 

GS20-6 Artificial life intelligent contour following industrial robot 
MS Samsi, I Zunaidi, N Nagarajan, Y Sazali , M Rozailan (TATi University College, Malaysia) 

 
16:45~17:45 OS3 Learning control and robotics 
Chair: H.H. Lee (Waseda University, Japan) 
Co-Chair: H. Ogai (Waseda University, Japan) 
 
OS3-1 Real time traffic signal learning control using BPNN based on prediction for probabilistic 

distribution of standing vehicles 
C. Cui, J.S. Shin, H.H. Lee (Waseda University, Japan) 

 
OS3-2 Advanced pipe inspection robot using rotating probe 

K. Nishijima (Waseda University, Japan) 
Y. Sun (Shanghai Jiao Tong University, China) 
H. Ogai (Waseda University, Japan) 
R.K. Srivastava, B. Bhattacharya (Indian Institute of Technology Kanpur, India) 

  
OS3-3 Quasi-ARX neural network and its application to adaptive control of nonlinear systems 

J. HU, L. Wang (Waseda University, Japan) 
 
OS3-4 Real-time generation of developed view for drain pipe based on web camera video 

Z. Wang, H. Ogai, S. Takeno (Waseda University, Japan) 
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Room C 
8:40~9:55 GS1 Artificial brain research 
Chair: M. Obayashi (Yamaguchi University, Japan) 
 
GS1-1 Revisited: Hebbian postulate under homeostatic plasticity  

S. Fernando, S. Matsuzaki, Y. Nakamura, A. Marasinghe (Nagaoka University of Technology, 
Japan) 

 
GS1-2 Memory capacity and information capacity of the sparsely encoded associative memory with 

replacing units 
R. Miyata (University of the Ryukyus, Japan) 
S. Muta, K. Kurata (University of the Ryukyus, Japan) 

 
GS1-3 A study on Q-learning considering negative rewards 

T.Fuchida, Kathy T.A, A.Sakuragi (Kagoshima University, Japan) 
 
GS1-4 Intelligent agent construction using the attentive characteristic patterns of chaotic neural 

networks 
M.Obayashi, T.Kuremoto, K.Kobayashi (Yamaguchi University, Japan) 
 

GS1-5 An effective image transmission method in ZigBee System for intruder detection systems 
S.K. Hwang, S.G. Lee (Hannam University, Korea) 

 
11:05~12:05 GS21 Pattern recognition 
Chair: K Hashimoto (Osaka Prefecture University, Japan) 
 
GS21-1 A color-based particle filter for multiple objects tracking in outdoor environment 

B. Sugandi, H. Kim, J.K. Tan, S. Ishikawa (Kyushu Institute of Technology, Japan) 
 
GS21-2 A Study of dimension reduction of Gabor features from different facial expressions 

R. Samad, H. Sawada (Faculty of Engineering, Kagawa University, Japan) 
 

GS21-3 Interactive musical editing system to support human errors and offer personal preferences for an 
automatic piano 

- A method for searching for similar phrases using DP matching and for inferring performance 
expression with the best alignment of DP matching- 
K. Koga, E. Hayashi (Kyusyu Institute of Technology, Japan)  

 
GS21-4 A Corpora-based detection of stylistic inconsistencies of text in the targeted subgenre  

K Hashimoto (Osaka Prefecture University, Japan) 
K. Takeuchi, H. Ando (Osaka Electro-Communication University, Japan) 
 

13:00 ~14:00 OS13 Intelligent systems 
Chair: J. Y. Shim (Kangnam University, Korea) 
Co-Chair: J. J. Lee (KAIST, Korea) 
 
OS13-1 Emotion inspired mechanism in the intelligent system 

J.Y. Shim (Kangnam University, Korea) 
 
OS13-2 Object recognition algorithm using vocabulary tree and pre-matching array 

H.Y. Seo, J.J. Lee (KAIST, Korea) 
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OS13-3 Memory association and reaction by conditioning 

J.Y. Shim (Kangnam University, Korea) 
 
OS13-4 Application of neuro-fuzzy PID controller for post chlorine process 

H.H. Lee, C.M. Oh, J.J. Lee (KAIST, Korea) 
A.K. Lee, D.H. Lee (Korea Water Resources Corporation, Korea) 
 

14:05~15:20 OS18 Intelligent signal processing 
Chair: Sigeru Omatu (Osaka Prefecture University, Japan) 
Chair: Mohad Saberi Mohamad (Osaka Prefecture University, Japan) 
 
OS18-1 Face image make up system by usingε-filter 

M. Yoshioka, S. Omatu, H. Yanagimoto (Osaka Prefecture University, Japan) 
 

OS18-2 Image segmentation using probability density estimation 
K. Imaguma, M. Yoshioka, S. Omatu, H. Yanagimoto (Osaka Prefecture University, Japan) 

 
OS18-3 Particle swarm optimization with a modified sigmoid function for gene selection from gene 

expression data  
M.S. Mohamad, S. Omatu (Osaka Prefecture University, Japan) 
S. Deris (Universiti Teknologi Malaysia, Malaysia) 
M. Yoshioka (Osaka Prefecture University, Japan) 

 
OS18-4 Selecting informative gene for cancer classification by using particle swarm optimization 

M.S. Mohamad, S. Omatu (Osaka Prefecture University, Japan) 
S. Deris (Universiti Teknologi Malaysia, Malaysia) 
M. Yoshioka (Osaka Prefecture University, Japan) 

 
OS18-5 Radon transform for face recognition 

J. A. Dargham, A. Chekima, E. Moung (University Malaysia Sabah, Malaysia) 
S. Omatu (Osaka Prefecture University, Japan) 
 

16:45~17:45 GS10 Image Processing Ⅰ 
Chair: T. Matsubara (National Defense Academy, Japan) 
 
GS10-1 A dynamically reconfigurable processor for the H.264/AVC image prediction 

Y. Hayakawa, A. Kanasugi (Tokyo Denki University, Japan) 
 
GS10-2 X-ray computed tomography using material-class modeling by MRF energy minimization 

W. Fukuda, S. Maeda, A. Kanemura, S. Ishii (Kyoto University, Japan) 
 
GS10-3 Implementation of TFT inspection system using the stream processor  

B.Y. Park, C.H. Lee, P.G. Park (Pohang University of Science and Technology, Korea) 
 

GS10-4 Study on the crack detection of bridges based on digital image processing 
J. Wang, G. Zhang, Mingcheng E (Beijing Jiaotong University, China) 
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Room D 
11:05~12:05 OS11 Robot control 
Chair: Y-M. Jia (Beihang University, China) 
Co-Chair: J-P. Du (Beihang University, China) 
 
OS11-1 Adaptive image filtering for tracking control of robots 

D. Cao, Y-M. Jia (Beihang University, China) 
J-P. Du (Beijing University of Posts and Telecommunications, China ) 

 
OS11-2 Non-fragile control for trajectory tracking of mobile robot systems with time-delay 

N. Ni, Y-M. Jia (Beihang University, China) 
J-P. Du (Beijing University of Posts and Telecommunications, China ) 

 
OS11-3 Experimental comparison among three typical data-driven control algorithms 

S. Jin, Y. Li, Y. Zhu, J. Hao, Z. Hou (Beijing Jiaotong University, China) 
 
OS11-4 Adaptive identification and prediction control foe time delay nonlinear systems based on neural 

networks 
J. Na, X. Ren (Beijing Institute of Technology, China) 
 

16:45~17:45 OS14 Intelligent robots 
Chair: J. J. Lee (KAIST, Korea) 
Co-Chair: Maki .K Habib (The American University in Cairo, Egypt) 
 
OS14-1 Behavior based autonomous navigation system for mobile robots 

M.K. Habib (The American University in Cairo, Egypt) 
 

OS14-2 The optical FBG contact force measurement system for the haptic feedback of minimal invasive 
surgery robot  

H.S. Song, J.W. Suh, Y.I. Yoo, J.J. Lee (KAIST, Korea) 
 
OS14-3 Impedance model force control using a neural network-based effective stiffness estimator 

F. Nagata, T. Mizobuchi (Tokyo University of Science Yamaguchi, Japan) 
T. Hase, Z. Haga (R&D Center, Meiho Co. Ltd., Japan) 
K. Watanabe (Okayama University, Japan) 
M K. Habib (The American University in Cairo, Egypt) 

 
OS14-4 Fuzzy sliding mode control for under-actuated system with mismatched uncertainties 

S.Y. Shin, J.J. Lee (KAIST, Korea) 
 

Room E 
11:05~12:05 PS1 Poster session 1 
 
PS1-1 A study of embedded community network system in home automation 

C-L. Chen, P-Y. Chen (Nan Kai University of Technology, Taiwan) 
 
PS1-2 A novel coding method for genetic algorithms based on redundant binary number 

A. Murayama, A. Kanasugi (Tokyo Denki University, Japan) 
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PS1-3 The optimal combination of dither matrix by using genetic algorithm 
T. Kato, K. Tanaka (Meiji University, Japan) 

 
PS1-4 Improved algorithm for solving the maximal CliqueProblem with DNA computing 

H. Aoyagi, N. Rajaee, O. Ono (Meiji University, Japan) 
 

13:00~14:00 PS2 Poster session 2 
 
PS2-1 Difference of 3-back task performance due to three levels of arousal 

M.H. Choi, J.S. Choi (Konkuk University, Korea) 
B.C. Min (Hanbat National University, Korea) 
G.R. Tack, S.C. Chung (Konkuk University, Korea) 

 
PS2-2 Detection of human respiration based on measurement system of current generated by electro- 

static induction 
K. Kurita (Kochi National College of Technology, Japan) 

 
PS2-3 Authentication of the reconstructed image from computer-generated hologram: synthesized by complex 

Hadamard transform 
F. Inaba, N. Fujii, K. Tanaka (Meiji University, Japan) 

 
PS2-4 Feature extraction method using laser range finder for SLAM 

T.R. Kim, S.Y. Jung, J.M. Kim, S.S. Kim (Pusan National University, Korea) 
 
PS2-5 A case study of discussion classes in mathematics education (Research for the improvement of 

mathematics education) 
Hyang Joo Rhee (Duksung Womens University, Korea) 
 

February 6 (Saturday) 
 
8:00~ Registration 
 
Room A 
8:40~10:10 OS4 Analysis and implementation of nonlinear systems 
Chair: H. Suzuki (The University of Tokyo, Japan) 
Co-Chair: T. Kohno (The University of Tokyo, Japan) 
 
OS4-1 An Izhikevich type silicon neuron circuit 

Y. Nagamatsu, K. Aihara, T. Kohno (The University of Tokyo, Japan) 
 
OS4-2 A digital spiking silicon neural network 

T. Nakayama, Y. Katori, K. Aihara, T. Kohno (The University of Tokyo, Japan) 
 
OS4-3 Failure of pseudo-periodic surrogates 

M. Shiro, Y. Hirata, K. Aihara (The University of Tokyo, Japan) 
 
OS4-4 Estimation of excess entropy from spike trains 

H. Motoyoshi, Y. Katori, and H. Suzuki (The University of Tokyo, Japan) 
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OS4-5 Synchronized brain activity changes related to perceptual alternations 
K. Iwayama (The University of Tokyo, Hokuriku Innovation Cluster for Health Science, Japan) 
K. Takahashi (The University of Tokyo, JSPS Research Fellow, Japan) 
K. Watanabe (The University of Tokyo, Hokuriku Innovation Cluster for Health Science, Japan) 
Y. Hirata, K. Aihara, H. Suzuki (The University of Tokyo, Japan) 
 

10:30~11:45 OS24 Real time methods for structural change detection of ongoing time 
series data 
Chair: T. Hattori (Kagawa University, Japan) 
Co-Chair: H. Kawano (NTT Advanced Technology, Japan) 
 
OS24-1 Structural change point detection by sequential probability ratio test and Chow test 

T. Hattori, K. Takeda (Kagawa University, Japan) 
T. Izumi (Micro Technica Co.,Ltd, Japan) 
H. Kawano (NTT Advanced Technology, Japan） 

 
OS24-2 Extended SPRT for structural change detection of time series based on multiple regression 

model 
T. Hattori, K. Takeda (Kagawa University, Japan) 
T. Izumi (Micro Technica Co.,Ltd, Japan) 
H. Kawano (NTT Advanced Technology, Japan） 

 
OS24-3 Application of SPRT to image data sequence for remote monitoring system  

K. Takeda, T. Hattori (Kagawa University, Japan) 
T. Izumi (Micro Technica Co.,Ltd, Japan) 
H. Kawano (NTT Advanced Technology, Japan） 
S. Masuda (C Micro Co., Ltd., Japan) 
 

OS24-4 Early structural change detection as an optimal stopping problem (I) 
-Formulation using dynamic programming with action cost 

T. Hattori, K. Takeda (Kagawa University, Japan) 
T. Izumi (Micro Technica Co.,Ltd, Japan) 
H. Kawano (NTT Advanced Technology, Japan） 

 
OS24-5 Early structural change detection as an optimal stopping problem (II) 

-Solution theorem and its proof using reduction to absurdity 
H. Kawano (NTT Advanced Technology, Japan） 
T. Hattori, K. Takeda (Kagawa University, Japan) 
T. Izumi (Micro Technica Co.,Ltd, Japan) 

 
12:40~13:40 GS5 Control technique Ⅰ 
Chair: M. Oya (Kyushu Institute of Technology, Japan) 
 
GS5-1 Lateral control of an UCT(Unmanned Container Transporter) using ultrasonic satellite system 

and system identification (withdrawal) 
H.G. Park, S.M. Yoon 1, K.S. Lee, S.Y. Kim (Pusan National University, Korea) 
M.H. Lee (Pusan National University, Korea) 
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GS5-2 Autonomous load-balancing data transmission scheme to multiple sinks for long-term operation 
of wireless sensor networks  
K. Matsumoto, A. Utani, H. Yamamoto (Tokyo City University, Japan) 

 
GS5-3 Robust ride comfort control of vehicles without measurements of tire deflection 

K. Okumura (Department of Fukuoka Industrial Technology Center, Japan) 
M. Oya (Kyushu Institute of Technology, Japan) 
H. Wada (Shin-Nippon Nondestructive Inspection Co., Japan) 

 
GS5-4 Specification and real-time control of robotic manufacturing systems based on concurrent process 

modeling  
G. Yasuda (Nagasaki Institute of Applied Science, Japan) 
 

14:15~16:00 GS16 Neural networks 
Chair:  T. Kondo (Tokushima University, Japan) 
 
GS16-1 Learning algorithm of the revised RBF network and its application to the media art system 

C. Kondo (Keio University, Japan) 
T. Kondo (Tokushima University, Japan) 

 
GS16-2 Feedback GMDH-type neural network algorithm and its application to medical image analysis 

of cancer of the liver  
C. Kondo (Keio University, Japan) 
T. Kondo (Tokushima University, Japan) 

 
GS16-3 Improvement of a neural network based motion generator with bimanual coordination for upper 

limb prosthesis 
E. Inohira, H. Yokoi (Kyushu Institute of Technology, Japan) 
 

GS16-4 Midpoint-validation algorithm for support vector machine classification  
H. Tamura, S. Yamashita, K. Tanno (University of Miyazaki, Japan) 

 
GS16-5 An analog-digital circuit for sound localization based on the biological auditory system 

T. Tomibe, K. Nishio (Tsuyama National College of Technology, Japan) 
 

GS16-6 Artificial neural networks paddy field classifier using spatiotemporal remote sensing data  
T. Yamaguchi, K. Kishida, E. Nunohiro, J.G. Park, Kenneth J. Mackin, K. Hara, 
K. Matsushita, I. Harada (Tokyo University of Information Sciences, Japan) 
 

GS16-7 Transformation of neural network weight trajectories on 2D plane for learning type neural 
network direct controller  
T. Yamada (Ibaraki University, Japan) 
 
 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 P-40



Room B 
8:40~10:10 OS23 Bio-inspired theory and application 
Chair: I. Yoshihara (University of Miyazaki, Japan) 
Co-Chair: M. Yasunaga (University of Tsukuba, Japan) 
 
OS23-1 Study upon cooperative optimization problem between two humans by mutual tracking 

Y. Hayashi (Tohoku Institute of Technology, Japan) 
Y. Tamura (Tohoku Gakuin University, Japan) 
F. Ishida (Toyama National College of Technology, Japan) 
K. Sugawara (Tohoku Gakuin University, Japan) 
Y. Sawada (Tohoku Institute of Technology, Japan) 

 
OS23-2 A study on the behavior of a few ant workers 

K. Sugawara, M. Yuki (Tohoku Gakuin University, Japan) 
Y. Hayashi (Tohoku Institute of Technology, Japan) 
T. Kikuchi, K. Tsuji (University of the Ryukyus, Japan) 

 
OS23-3 Estimation of average hitting time in genetic algorithms by Markov chain  

Q-L. Ma, Y-A. Zhang, M. Sakamoto, H. Furutani (University of Miyazaki, Japan) 
 

OS23-4 Quest for genetic information hidden behind disorder in DNA sequences 
Y. Koyama, K. Nishimuta, K. Yamamori, I. Yoshihara (University of Miyazaki, Japan) 
M. Yasunaga (University of Tsukuba, Japan) 

 
OS23-5 Development of a novel crossover of hybrid genetic algorithms for large-scale traveling sales- 

man problems  
M. Kuroda, K. Yamamori (University of Miyazaki, Japan) 
M. Munetomo (Hokkaido University, Japan) 
M. Yasunaga (University of Tsukuba, Japan) 
I. Yoshihara (University of Miyazaki, Japan) 

 
OS23-6 Signal integrity improvement method and its robustness evaluation for VLSI and 

VLSI-packaging 
M. Ishiguro, H. Nakayama, Y. Shimauchi, N. Aibe, Y. Yamaguchi (University of Tsukuba, Japan) 
I. Yoshihara (University of Miyazaki, Japan) 
M. Yasunaga (University of Tsukuba, Japan) 

 
10:30~11:45 OS12 Bio-symphony 
Chair: K. Naitoh (Waseda University, Japan) 
Co-Chair: T. Ohira (SONY CSL Inc., Japan) 
 
OS12-1 Onto-biology: clarifying also spatiotemporal structure 

K. Naitoh (Waseda University, Japan) 
 

OS12-2 Morphogenetic-cycle model: Clarifying several stages of embryo, brain, lung, and heart  
A. Suzuki, K Naitoh (Waseda University, Japan) 

 
OS12-3 Inner-asymmetry and outer-symmetry underlying life 

K. Ogata, K Naitoh (Waseda University, Japan) 
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OS12-4 Entrainment of a circadian clock in vitro 
H. Ito (Ochanomizu University, Japan) 
T. Yoshida, Y. Murayama, M. Nakajima, T. Kondo (Nagoya University, Japan) 

 
OS12-5 Delay, Noise and Resonance: Human balancing and temporal non-locality 

Toru Ohira (SONY CSL Inc., Japan) 
 

12:40~13:55 GS15 Multi-agent systems 
Chair: S.M. Yang (The University of Suwon, Korea) 
 
GS15-1 Robots’ action control of autonomous decentralized FMS by remorse mind 

H. Yamamoto, K. Ikebuchi, T. Yamada (Gifu University, Japan) (moved to OS9-7) 
 

GS15-2 Improvement of a software estimate efficiency centered PSP practice support system using 
multiagent techniques 
D. Yamaguchi (Toin University of Yokohama, Japan) 
A. Niimi (Future University-Hakodate, Japan) 
M. Takahashi (Toin University of Yokohama, Japan) 

 
GS15-3 A communication protocol based on IR-Space division transceivers for mobile robots 

T. Abe, H. Takai (Hiroshima City University, Japan) 
K. Tachibana (Osaka Gakuin University, Japan) 

 
GS15-4 Intelligent network surveillance system based on ontology 

S.M. Yang (The University of Suwon, Korea) 
 
GS15-5 A multi-agent-based approach for furniture arrangement 

S. Ono, T. Oshige, S. Nakayama (Kagoshima University, Japan) 
 

14:15~16:00 GS19 Robotics & Bipedal robot 
Chair: M. Zhao (Tsinghua University, P. R. China) 
 
GS19-1 Design of robotic arm’s action to imitate the mechanism of an animal’s consciousness 

T. Yamasaki, E. Hayashi (Kyushu Institute of Technology, Japan) 
 

GS19-2 Development of an autonomous-drive personal robot (Self-position correcting by door 
recognition) 
S. Matsuura, E. Hayashi (Kyusyu Institute of Technology, Japan) 

 
GS19-3 A user recognition system using a stemma camera 

S. Tanaka, E. Hayashi (Kyusyu Institute of Technology, Japan) 
 
GS19-4 Design of robotic behavior that imitates animal consciousnesss 

- Development of method for pursuing or escaping from an object - 
K. Kurogi, E. Hayashi (Kyusyu Institute of Technology, Japan) 

 
GS19-5 Recognition and movement in artificial environment with bipedal robot 

N. Ohtsu, N. Abe, K. Tanaka, Y. Tabuchi (Kyusyu Institute of Technology, Japan) 
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GS19-6 Estimation of other's sensor patterns based on motion imitation and communication 
-- Identification of symbolization strategy for sensor by comparative evaluation questions -- 
K. Okuno (Sokendai, Japan) 
T. Inamura (NII/Sokendai, Japan) 

 
GS19-7 A walking gait generation using stance-leg actuation 

X. Zhang, M. Zhao (Tsinghua University, P. R. China) 
 

Room C 
8:40~10:10 OS5 Control and automata 
Chair: M. Kono (University of Miyazaki, Japan) 
Co-Chair: M. Yokomichi (University of Miyazaki, Japan) 
 
OS5-1 Sampled-data models for affine nonlinear systems using a fractional-order hold and their zero 

dynamics  
M. Nishi, M. Ishitobi (Kumamoto University, Japan) 

 
OS5-2 Development of 6-DOF force feedback system with pneumatic parallel mechanism  

Y. Hitaka (Kitakyushu National College of Technology, Japan) 
Yoshito, Tanaka, Yutaka Tanaka (Hosei University, Japan) 
J. Ishii (Kitakyushu National College of Technology, Japan) 

 
OS5-3 A study of guaranteed cost control of the manipulator with passive revolute joint 

J. Hara, N. Takahashi, J. Kato, O. Sato, M. Kono (University of Miyazaki, Japan) 
 
OS5-4 Analysis of manipulator in consideration of relative motion between tray and object 

A. Sato (Miyakonojo National College of Technology, Japan) 
O. Sato, N. Takahashi, A. Uekubo, M. Kono (University of Miyazaki, Japan) 

 
OS5-5 Parallel turing machines on four-dimensional input tapes 

T. Ito (Ube National College of Technology, Japan) 
M. Sakamoto, A. Taniue, T. Matsukawa (University of Miyazaki, Japan) 
Y. Uchida (Ube National College of Technology, Japan) 
H. Furutani, Y. Ma, M. Kono (University of Miyazaki, Japan) 

 
OS5-6 Some properties of four-dimensional parallel turning machines 

Y. Uchida (Ube National College of Technology, Japan) 
M. Sakamoto, A. Taniue, R. Katamune (University of Miyazaki, Japan) 
T. Ito (Ube National College of Technology, Japan) 
H. Furutani, M. Kono (University of Miyazaki, Japan) 

 
10:30~11:45 OS10 Biomimetic machine and robots  
Chair: K. Watanabe (Okayama University, Japan)  
Co-Chair: K. Izumi (Saga University, Japan) 
 
OS10-1 Adaptation of robot perception on fuzzy linguistic information by evaluating vocal cues for 

controlling a robot manipulator 
A.G.B.P. Jayasekara (Saga University, Japan) 
K. Watanabe (Okayama University, Japan) 
K. Kiguchi, K. Izumi (Saga University, Japan) 
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OS10-2 Stick-slip motion control for an orthogonal-type robot 
F. Nagata, T. Mizobuchi, S. Tani (Tokyo University of Science, Japan) 
T. Hase, Z. Haga (R&D Center, Meiho Co. Ltd., Japan) 
K. Watanabe (Okayama University, Japan) 
M. K. Habib (American University in Cairo, Egypt) 
 

OS10-3 Modeling an autonomous underwater vehicle with four-thruster 
Zainah Md. Zain, K. Watanabe, T. Danjo (Okayama University, Japan) 
K. Izumi (Saga University, Japan) 
I. Nagai (Okayama University, Japan) 

 
OS10-4 The number of unscented transformations and the effect of noise estimates in an unscented 

kalman filtering problem 
Saifudin bin Razali, K. Watanabe, S. Maeyama (Okayama University, Japan) 
K. Izumi (SagaUniversity, Japan) 

 
OS10-5 Research on movements in formation of multiple mobile robots 

T. Kato, K. Watanabe, S. Maeyama (Okayama University, Japan) 
 

12:40~13:55 GS17 Robotics Ⅰ 
Chair: S. Sagara (Kyushu Institute of Technology, Japan)  
 
GS17-1 Development of variable stiffness joint drive module and experimental results of joint angle 

control 
J. Kobayashi (Kyushu Institute of Technology, Japan) 
K. Okumura, Y. Watanabe (FITC, Japan) 
N. Suzuki (Mitsuwa, Japan) 

 
GS17-2 Digital RAC with disturbance observer for underwater vehicle-manipulator systems 

S. Sagara, T. Yatoh, T. Shimozawa (Kyushu Institute of Technology, Japan) 
 
GS17-3 Development of an autonomous-drive personal robot “An object recognition system using image 

processing and an LRS” 
Y. Kibe, E. Hayashi (K.I.T., Japan) 

 
GS17-4 Path planning algorithm using the values clustered by k-means 

W.S. Kang, S.H. Lee, B. Abibullaev, J.W.Kim, J.N. An (DGIST, Korea)  
 
GS17-5 Homing navigation with image matching approach 

J.W. Lee, D.E. Kim (Yonsei University, Korea)  
 

14:15~15:45 OS26  Artificial application & Artificial and green technology Ⅱ 
Chair: D.H. Kim (Hanbat National University, Korea) 
 
OS26-1 Online-based therapeutic services for individuals who are searching for new challenges in life 

J.H. Lim (Daegu cyber university, Korea) 
H.W. Yoon (Gachon university of medicine and science, Korea) 

 
OS26-2 Multimodal context-awareness system for automated monitoring-control (withdrawal) 

S.D. Park, H.K. Chang, B.M. Jang, B.H. Kim, E.J. Choi (Hannam Univ., UBNC Co. Ltd, Korea) 
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OS26-3 The design of GHG(Greenhouse Gas) reduction control system 
Y.S. Choi, S.K. Cha, K.J. Cheon, H.C. Kim (Comesta, Inc. Korea) 

 
OS26-4 Analysis of soil cement characteristics using recycled fine aggregates for landfill (withdrawal) 

Y.M. Kim (Hanbat National University, Korea) 
 

OS26-5 Design of LCL filter for renewable energy sources using bacterial foraging optimization 
D.H. Kim (Hanbat National University, Korea) 
J.H. Cho (Chungbuk National University Korea) 
 

OS26-6 Semantic query processing based on SQL 
H.C. Lee, H.S. Hwang (WonKwang University, Korea) 

 
Room D 
8:40~10:10 GS22 Virtual reality 
Chair: T. Yamada (Gifu University, Japan) 
 
GS22-1 Detection of volume data of aortic tissues based on three dimensional domain growing  

T. Tokuyasu, T. Shuto, K. Yufu (Oita National College of Technology, Japan) 
N. Abe (Kyushu Institute of Technology, Japan) 
S. Kanao, A. Marui (Kyoto University, Japan) 
M. Komeda (Nagoya Heart Center, Japan) 

 
GS22-2 Autonomous walking with use of quadruped virtual robot  

K. Miyoshi, N. Abe, Y. Tabuchi (Kyusyu Institute of Technology, Japan) 
H. Taki (Wakayama University, Japan) 
Shoujie He (VuCOMP, USA) 

 
GS22-3 Construction of the head model for the operation simulation system targets the brain aneurysm 

T. Miyagi, N. Abe (Kyushu Institute of Technology, Japan) 
Y. Kinoshita (Munakata Suikokai General Hospital, Japan) 
T. Tokuyasu (Oita National College of Technology, Japan) 
H. Taki (Wakayama University, Japan), 
Shoujie He(VuCOMP, USA) 
 

GS22-4 The construction of remote communication system between haptic-devices 
Y. Uchida, N. Abe (Kyushu Institute of Technology, Japan) 
Y. Kinoshita (Munakata Suikoukai General Hosputal, Japan) 
H. Taki (Wakayama University, Japan) 
T. Tokuyasu (Oita National College of Technology, Japan) 
Shoujie He(Vu COMP,USA) 
 

GS22-5 Construction of virtual dense elastic object from medical image data and deformation with 
haptic device 
H. Takada, N. Abe (Kyushu Institute of Technology, Japan) 
Y. Kinoshita (Munakata Suikokai General Hospital, Japan) 
H. Taki (Wakayama University, Japan) 
T. Tokuyasu (Oita National College of Technology, Japan), 
Shoujie He (VuCOMP, USA) 
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GS22-6 Stability analysis of 3D grasps by considering curvatures and torsions of contact geometry 
T. Yamada (Gifu University, Japan) 
T. Taki (Nagoya Institute of Technology) 
M. Yamada (Nagoya Institute of Technology) 
Y. Funahashi (Chukyo University) 
H. Yamamoto (Gifu Univesity) 

 
10:30~11:45 GS9 Human-machine cooperative systems  
Chair: A. Nakamura (AIST, Japan)  
 
GS9-1 Real time interpolation of haptic information using case base 

T. Toki, H. Taki, H. Miura, N. Matsuda, M. Soga (Wakayama University, Japan) 
N. Abe (Kyushu Institute of Technology, Japan) 

 
GS9-2 Recovery technique from classified errors in skill-based manipulation 

A. Nakamura, Y. Kawai (AIST, Japan) 
 

GS9-3 Development of an inheritance assist system for experienced operation skill  
by using a haptic function of PHANToM 

T. Tokuyasu, K. Yufu, T. Shuto (Oita National College of Technology, Japan) 
N. Abe (Kyushu Institute of Technology, Japan) 
A. Marui (Kyoto University, Japan) 

 
GS9-4 Automatic detection of pedestrians from stereo camera images 

K. Inumaru, J-K Tan, S. Ishikawa (Kyushu Institute of Technology, Japan) 
T. Morie (Kyushu Institute of Technology) 

 
GS9-5 Human behavior analysis with optical flow and median-filtered temporal motion segmentation 

 method 
Md. Atiqur Rahman Ahad, J.K. Tan, H. Kim, S. Ishikawa (Kyushu Institute of Technology, Japan) 
 

12:40~13:25 GS6 Control technique Ⅱ 
Chair: H. H. Lee (Waseda University)  
 
GS6-1 A method using same light sensor for detecting multiple events on window in home intruding 

crime 
A. Yamawaki,T. Katakami,Y. Kitazono,S. Serikawa (Kyushu Institute of Technology, Fukuoka, 
Japan) 

 
GS6-2 A learning control of unused energy power generation 

S. Shikasho, J.S. Shin, C-Y. Cui, H.H. Lee (Waseda University, Japan) 
 
GS6-3 Design optimization of switched reluctance motor torque controller in electric vehicles 

Y. Zhu, D. Wang, G. Zhao, D. Yang, M. Xin (Harbin Institute of Technology, China) 
T. Ito (Ube National College of Technology, Japan) 
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14:15~15:45 OS6 Computer vision and robotics 
Chair: Y. Yoshitomi (Kyoto Prefectural University, Japan) 
Co-Chair:O. Sato (Miyakonojo National College of Technology, Japan) 
 
OS6-1 An improvement of MSEPF for visual tracking 

Y. Nakagama , M. Yokomichi (Miyazaki University, Japan) 
 
OS6-2 A system for synchronizing nods of a CG character and a human using thermal Image processing 

and moving average model 
R. Kato, Y. Yoshitomi, T. Asada, M. Tabuse (Kyoto Prefectural University, Japan) 

 
OS6-3 Quadruped walking with parallel link legs 

T. Yaginuma, E. Shimizu, M. Ito (Tokyo University of Marine Science and Technology, Japan) 
J. Tahara (Japan Agency for Marine-Earth Science and Technology, Japan) 
T. Takesima (Tokyo University of Marine Science and Technology, Japan) 
 

OS6-4 Development of under water use humanoid robot 
Y. Li, E. Shimizu, M. Ito (Tokyo University of Marine Science and Technology, Japan) 
 

OS6-5 Improvement of underwater vehicle remote control environment with parallel link operation base 
K. Inabe, E. Shimizu, M. Ito (Tokyo University of Marine Science and Technology, Japan) 
J. Tahara (Japan Agency for Marine-Earth Science and Technology, Japan) 
 

OS6-6 Spinning control of basketball with robot fingers  
Y. Ohtake, M. Ito, F. Zhang (Tokyo University of Marine Science and Technology, Japan) 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 P-47



Abstract 
In this paper, we introduce two types of robots started 
to develop from the inspiration of the motion of wild 
life and at the same time aiming at practical 
applications. One is a snake-like robot. Variable 
motion of the snake-like robots is introduced and 
demonstrated their motion by the constructed 
mechanical model ACM-R3. Another is spider-like 
walking robot. Design of the construction walking 
machine which can move around on the steep slope is 
discussed and demonstrated the feasibility of the 
concept by the constructing TITAN XI, seven ton 
quadruped waking machine. 

1. Introduction 

The acquisition of useful knowledge in engineering 
from studying living things is not necessarily easy. 
Movements and shapes, etc., of living things are 
determined by a large number of factors. To extract 
the contributions of desired factors from their large-
scale system requires not only careful observations but 
also carefully planned experiments. Even should the 
contributions be clarified, direct engineering 
application is often difficult because the constitutive 
elements of living things such as the muscular and 
neural systems differ greatly from engineering 
elements which can be utilized by man. However, the 
biological inspiration is very variable and they 
sometimes visualize us brand new type of the 
machines.  
In this paper, we introduce two types of robots started 
to develop from the inspiration of the motion of wild 
life and at the same time aiming at practical 
applications. One is a snake-like robot and another is 
spider-like walking robot.  
 

2. Snake-like robot 

2.1. Research on biomechanisms of snakes 

We have been developing snake-like robot since 1972 
as Figure 1 and try to make the machine practical for 
many applications. We called the snake-like machine, 

having a slender code-like body with active bending 
function as “Active Cord Mechanism (ACM)”. The 
feature of the ACM or snake-like machine is 
versatility. The body of snake can be an “arm” when it 
holding something by coiling the body around the 
object, it can be a “leg” when it makes creeping 
motion and it can be a “trunk” when it moves from 
brunch to brunch. It is surprising that the very simple 
slender body of the snake can be transferred to 
perform such versatile motions. The feature of the 
snake-like robots will be said as follows: 
 
1. The snake can propel itself over very uneven, 

rough ground, or along winding paths by using its 
slender body, 

2. It is adapted to moving over places where the 
surface is not firm, such as marshland or sand 
dunes, because it can distribute its weight over its 
whole body, 

3. Because it normally propels itself in a 
kinematically stable posture, it is adapted to 
achieve stable movement on irregular terrain, 
such as spanning rifts or in trees. 

 
These are the characteristics derived from the specific 
feature of the snake’s slender and active body. When 
we regard the characteristics of the ACM from the 
engineering viewpoint, we can add following features: 
4. Because its body is formed from 

compartmentalized sections, it has a high level of 
redundancy and can thus form a highly reliable 
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Figure 1: ACM prototype model(1972) 
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system. For example, once a section is broken, all 
we have to do is to separate the broken section 
and the rest of the system will work. We can 
separate the body into several independent 
sections, and they can perform different tasks 
individually if necessary. In short it has the 
feature of the essence of a decentralized system. 

5. Between the joints make bending movements 
only, and endless rotational movements is not 
used. For this reason, improvements in 
airtightness are possible, and in addition, the fact 
that creeping propulsion movements are highly 
efficient in water offers the possibility of an 
amphibious mobile body. 

 
From the above, we can think of the ACM’s mode of 
movement as having the special characteristic of being 
well adapted to rough ground. From research on the 
ACM’s movement function, we can anticipate the 
development of a new shape of ‘off-the-road vehicle’, 
that can propel over all types of natural and artificial 
environment on earth.  
Until now, the engineering applications have been 

examined taking these functions as manipulator and 
locomotor’s mechanism [1]. The engineering analysis 
was especially carried out on creeping propulsion by 
the snake. It was clear that the creeping propulsion 
was based on the ratio of friction between the trunk 
direction and the direction that is orthogonal to it by 
the course. It can be said that this is similar to skating, 
and it has been proposed as “glide propulsion”. Such 
propulsion has been realized in the mechanical models 
ACM-III and ACM-R1 [2]. Moreover the next 
mechanical model ACM-R2 was meant to add a new 
degree of freedom in the pitch direction at each node, 
and to construct an ACM that realizes three-
dimensional and various functions [3]. Snake-like 
robots are also studied around the world, such as Poly 
Bot (Mark Yim et al.) [4], Sewer Robot (K. –U. 
Scholl et al.) [5], GMD-SNAKE2 (Bernhard Klaassen 
et al.) [6], snake robot by Kevin J. Dowling [7] and so 
on[12][13].  
Active Cord Mechanisms are useful for disaster relief 
such as searching for survivors of earthquakes through 
the debris of collapsed houses. With possibilities to 
approach these issues in mind, we developed the new 
Active Cord Mechanism “ACM-R3” (Figure 2) to be 
used easily by snake-like robotics researchers in 
several applications [8][10].  
In this paper, the various move methods realized by 3-
dimensional ACM are divided into three kinds, and 
are introduced. One is movement by which a Shift 
control system and one are generated by the Rolling 
control system, and another is generated by those 
compositions. 

Figure 2: ACM-R3-21 unit model  

2.2. Shift-control Category 

2.2.1. Serpentine 

Two-dimensional Serpentine Locomotion has already 
been realized (Figure 3). ACM-R3 can go ahead and  
 
backward according to the shape in the continuous 
curve of body (s-axis) by transiting an angle using 
only the yaw angle joints. It also can control its speed, 
and steer itself by adding a bias to the angle order.  

Figure 3: Serpentine movement 
 

 
Figure 4: change winding angle  

In this mode the winding angle alpha can be changed 
to the maximum of 97.4 degrees continuously. It can 
also be steered if the sum of bias angle and alpha 
angle is within the limit of 61.2 degrees for every 
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joint. Figure 4 shows ACM-R3 moving with the alpha 
angle changing continuously. 
 

2.2.2. Sinus-Lifting 

When a snake winds and progresses, it floats and 
oscillates both ends in the air, because they work as 
frictional resistance. We call this three-dimensional 
motion as Sinus-lifting [1]. This motion can be 
realized by the composition of the horizontal 
serpenoid curve around the yaw axis and the sagittal 
serpenoid curve from the bending angle around the 
pitch axis. The ratio of the wave length of serpenoid 
curves in the horizontal and the sagittal plane is 
1:2.This body-shaped curve raises the body at the 
extremities and supports itself at the center of the 
horizontal serpenoid curve [9]. ACM-R3 realizes this 
motion as shown in Figure 5.  

Figure 5: Sinus-lifting  
 

The main advantages when performing this motion 
with a snake-like robot such as ACM-R3 are the 
following. 
Firstly, in this method there are fewer units generating 
impelling force and touching the ground. This is 
especially effective when creeping on a slippery floor, 
so that wheels with a higher concentrated will not slip 
so easily. 
In addition, when moving on a surface with high 
friction, dispersion of the model as a difference from a 
theoretical value causes binding force from the 
ground, and generates large resistance forces. If two-

dimensional serpentine locomotion is carried out on 
such rough surfaces, large resistance occurs, and there 
are cases when the mechanism cannot move. By 
reducing the grounding portion sharply, these 
resistances can be minimized.  
 

2.2.3. Pedal Wave 

The locomotion of “pedal wave” without stretching 
also can be realized. A serpenoid curve is generated in 
the perpendicular direction of the s-axis, and it makes 
slow progress in the main direction by sending a 
wave, as shown in Figure 6, and Figure 7. However, 
only the grounding passive wheels are removed in 
order not to slip. It was also verified that it could steer 
by bending the joints of yaw axis.  

Figure 6: Pedal Wave  

Figure 7: Pedal Wave sequence 
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2.2.4. Side-Winding 

The snake which lives in a desert performs the Side-
Winding locomotion as a method of moving. This 
locomotion carries the body to move for side direction 
by shift control. The projection form to a run plane is 
mostly in agreement with the usual serpentine 
promotion, so it can apply the control formula of 
serpentine locomotion about yaw axes control. On the 
other hand, it is necessary to adjust perpendicular 
direction so that it may ground for every cycle. To 
apply basic angle control of pitch axes to same cycle 
sine-curve makes this form.  

Figure 8: Sinus-lifting  
 

In this locomotion with continuous sine-curve angle 
control, the body-line may ground with curve. Unless 
it generates the waveform of two or more cycles to 
whole length, it puts grounding mark only to one point 
and cannot carry out stable movement.  Furthermore, 
it has the feature which is easy to cause rocking along 
with a grounding curved surface like the state of the 
Lateral-Rolling promotion under below-mentioned 
Sinus-Lifting locomotion.  
The above problem affects a dispersion problem 
greatly in the system to which the number of 
paragraphs is restricted. Applying the waveform of 
about four cycles to the system can also realize Side-
Winding. However, as a cycle is increased, promotion 
distance also becomes small and the influence of 
dispersion also becomes quite larger. If the 
intermittent state of straight line form is wedged 
whenever it generates Side-Winding by one cycle, it 
will become unnecessary to suppress rocking, and to 
become possible to stabilize and ground, and for the 
number of cycles to full length to be also two or more 
cycles. It checked that it could stabilize and move also 
with the system by this method. 
Although the friction coefficient to sidewall was 
theoretically movable satisfactory even if it was 
uniformly high, also in the experiment which attached 
the passive wheel for glide promotion (also setting in 
the state with few friction coefficients of the direction 
of a trunk axis), it checked that the direction 
movement of the side was possible as figure 8. 
 

2.2.5. Spiral Swimming Locomotion 

Fundamentally, in shift control, since it promotes by 
crookedness, application can be done also to 
underwater movement. The ACM for underwater type 
“HELIX” is already developed, and it proved 
experimentally that underwater movement can be 
performed using the generation formula of the spiral 
form which is the special solution of a Side-Winding 
formula [11].  

 

Figure 9: Spiral locomotion(HELIX)   

2.3. Rolling-control Category 

The snake-like robot makes its s-axis to be curved on 
the ground plane, rotates in a bending direction 
around the s-axis, and then rolls at the lateral 
direction.  

2.3.1. Basically Lateral Rolling (arch type) 

In conventional research, experiments are mainly 
conducted with simple circle forms in which the point 
 

Figure 10: Lateral Rolling of 
inflection does not exist. For an Active Cord 
Mechanisms that is able to bend along its s-axis, it is 
also possible to make a part of the body bended and to 
move in this way. This is an effective motion method 
for when some joints break down. There is little load 
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in each joint, since the whole bended body is used. 
Both shapes have been realized by ACM-R3, as 
shown in Figure 10. Since the units rotate at right 
angles to the rotating direction of the passive wheels, 
they actually do not depend on attached wheels to 
perform this motion. 
 

2.3.2. Lateral Rolling (winding type) 

In the previous method, motion toward the inner side 
of the s-axis bended body is more stable than toward 
outside. For this reason, in movement on a slope, if an 
inner side is turned to the bottom of the slope, it can 
always perform stable movements. If bending angle is 
enlarged, its stability increases. However, rotating a 
straight body or a body bended in a single curvature 
are not the only options. It is possible to perform 
Lateral Rolling in the posture (in the shape “S” 
character) to which the point of inflection exists in the 
bended s-axis. When the general serpentine 
movement, which has one cycle assigned to the total 
length, is considered, the center of gravity is always 
located in the center position of the wave axis. 
Besides, in the waveform posture in any arbitrary 
phase generated in such state, experiments confirmed 
that Lateral Rolling movement to the direction of the 
side is possible, as shown in Figure 11. If it has only 
bending portion touched to a run plane steadily, it can 
advance with Lateral Rolling movement. 

Figure 11: S-character like Lateral Rolling 
 

 

2.3.3. Lateral-Walking 

The above-mentioned Lateral-Rolling is movement 
produced with the posture relation of the curve and 
run side which a trunk axis should imitate by 
performing rotation centering on a space curve held. 
However, since it has limited width unlike a space 
curve, though the system is in not a curve but a 
straight line state, it has static stability. The grounding 
paragraph has the 43mm stable domain also for ACM-
R3 used for the experiment in the main subject at the 
maximum in the trunk axis radius direction. If the 
center of gravity has been settled in a static stable 
margin domain to every angle of the circumference of 
a trunk axis, a trunk paragraph will begin static 

walking in the direction contrary to the advance 
direction of original Lateral-Rolling locomotion, 
without rotating to a run plane (figure.12). Suppose 
that this movement is called Lateral-Walking. 

Figure 12: Lateral Walking 
 

Unlike the usual Lateral-Rolling, the feature of this 
moving method is in what "grounding point keeps 
still" like Side-Winding promotion. In order that the 
above-mentioned Lateral-Rolling movement may 
progress with rotational movement to the ground like 
a wheel, it is needed to all the directions of the 
circumference of a trunk axis for grounding to be 
possible. Therefore, in a brittle run side like the sands, 
the trouble of the promotion accompanying decline in 
movement efficiency or run side collapse may happen.  
Lateral-Walking does not almost have the posture 
change under movement, and a grounding portion is 
not accompanied by rotational movement, either. If it 
is the system which has grounding capability in the 
one direction of the circumference of a trunk axis, it is 
realizable promotion movement.  
However, promotion speed becomes remarkably slow 
compared with the usual Lateral-Rolling. If both sides 
compare by movement of one cycle, although 
perimeter distance part promotion is possible at the 
maximum in Lateral-Rolling, it can promote only to 
stable domain width at the maximum in Lateral-
Walking. 

2.4. Mixture Category 

2.4.1. Lean Serpentine 

The posture of ACM-R3 in the above-mentioned “S” 
character-like Lateral Rolling is exactly the same as 
the posture in two-dimensional Serpentine 
locomotion. Therefore, it is possible to start Lateral 
Rolling operation from any position while in 
Serpentine form.  
In addition, since ACM-R3 has all the body covered 
by passive wheels, the friction ratio required for glide 
propulsion can be obtained in the direction of s-axis to 
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every side. So, if ACM-R3 started performing Lateral 
Rolling from Serpentine movement, it means that 
Serpentine movement can be resumed by the 
mechanism at any time (even after rotating a certain 
angle), as shown in Figure 13.  
Therefore, if "Serpentine Locomotion", which moves 
in the direction of s-axis, and "Lateral Rolling", which 
is propelled in the perpendicular direction of s-axis, 
are compounded, the new proposed method "Lean 
Serpentine (Serpentine Locomotion in Leaned 
Posture)" is realizable, as shown in Figure 13. 
 
This locomotion differs from the usual Serpentine 
method in the fact that both pitch and yaw axes are 
coupled at an arbitrary rate. Although there is a 
difference in the effectiveness of this propulsion 
method, the great advantage is that omni-directional 
motion is possible. With this feature, ACM-R3 can 
also perform in narrow spaces.  

Figure 13: Serpentine Locomotion in leaned 
 

2.4.2. Lean Sinus-Lifting 

The same idea of Lean Serpentine is applied to Sinus-
lifting. By combining Sinus-lifting and Lateral rolling, 
a new motion mode is obtained, called Lean Sinus-
lifting (Sinus-lifting locomotion in leaning). In this 
method, the same effects of Lean Serpentine are 
obtained, such as omni-directional movement.(Figure 
14,15). 

Figure 14: Sinus-Lift Rolling  

Figure 15: Sinus-lifting in leaning  

2.4.3. Lift Rolling 

If Sinus-Lifting posture is inverted, only the points of 
maximum amplitude touch the ground (Figure 16). 
This propulsion method can reduce useless friction, so 
that wheels are grounded in the state perpendicular to 
the advance direction and grounding points decrease 
on the whole. In other words, it gives an effect of 
moving on the ground similar to vehicles. (It can be 
realized without wheels around the body, though.) 

Figure 16: Lift Rolling  
 

3. Spider-like robot 

3.1. Research on walking machines 

We have been working on walking machine research 
since 1976. In general, walking machines are not 
practical.  Its mechanism usually weights too much 
because more numbers of actuators are required to 
drive system of the multi DOF legs than the wheeled 
or crawler vehicle and commercially available 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 6



actuators are bulky and heavy.  However, the foot of 
walking machines contacts the ground with discrete 
points and the contact points can be arbitrary selected 
according to the terrain condition, walking machines 
have such special characteristics: 
1) Walking machines can move stably over a rugged 
terrain, and can pass over fragile objects on the 
ground without touching them. 
2) Walking machines can change the direction of 
motion without slipping even if the sole contacts the 
ground with a large area. 
3) The legs can be utilized not only for motion, but 
also rest. At standstill posture, the legs become 
outriggers to hold the upper body stable even on an 
uneven ground. The upper body can be actively driven 
while the feet are fixed to the ground. 
In addition, the legs that are insect-type like a spider 
has the following characteristics: 
4) It provides high stability during both walking and 
working, as the legs are sprawled. 
5) It can provide a wide movable range for the legs on 
the ground, which facilitates terrain-adaptive walking. 
So, by carefully selecting the applications, walking 
machines will be used in practical situations. 
 
We believe that optimum numbers of the leg are four 
which is the minimum number for walking machines 
to walk statically stably. The number of the leg should 
be as small as possible because this reduces the 
number of the actuators, and total body weight 
decreases. So we have been mainly studying on 
mechanisms, gait control, sensor system of quadruped 
walking machines. 

 
A typical example of a quadruped walking machines, 
TITAN IV [14] is shown Figure.17. TITAN IV was 
exhibited at the science exhibition of Tsukuba in 
1985. 
It has made straight and turning walking on a stage 
with three steps for half a year (Figure.17). It has 
walked, in total, about 40 km. On sole of the feet are 

installed whisker sensors which identify the ground 
contact conditions and detects the obstacles such as 
the step of staircase. The body of the machine is 
maintained horizontal by using inclination sensors. 
 

3.2. Walking machine for steep slope operation 

We have been developing a quadruped walking robot 
for steep slope operation [15]. 
 In Japan, many slopes are being reinforced in order to 
construct road or railway in sites surrounded by 
mountains. These slopes need to have concrete frames 
installed and anchor/rock bolts inserted, and these 
works are performed by man. However they are large-
scale works and the conventional methods are 
inefficient and consume too much money and time. In 
addition, they are very dangerous because the workers 
may fall down. From this background, the automation 
of some steps is required. 

Construction machines with wheels or crawlers that 
drill holes for inserting rock bolts have already been 
developed and this construction method is called 
“Non-scaffold construction method”, as shown in the 
left picture of Figure.18. This construction method  
should be better than the conventional method, but 
these machines have difficulties in working on such 
an environment. The workspace of the wheeled 
machines is limited because of rugged terrain and 
crawler machines have possibilities of destroying 
concrete frames. 
Taking a different approach, we have already pointed 
out the advantages of a quadruped walking robot 
supported by tethers for this kind of works, such as 
stable motion on rugged terrain and motion on the 
slope without damaging the obstacles [16].  
So, we decided to develop a practical quadruped 
walking robot for steep slope operation, TITAN XI, 
which is intended for practical use, in order to 
improve existing construction methods. 
TITAN XI shall perform the following three 
operations:  
1. Transfer from the ground to the slope. 
2. Walk on the slope with concrete frames and 

transport the drilling machine to the work site. 

 
Figure 17: TITAN IV on staircase 

 

 
Figure.18: Conventional mechanized construction     

method on slopes 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 7



3. Control the posture of the drilling machine using 
the legs and perform drilling to install rock bolts. 

The operation on slopes using TITAN XI shall be 
performed according to the following procedure, as 
shown in Figure.19.  
1. Transported by the truck to the vicinity of the site. 
2. Use auxiliary crawlers to descend from the truck 

and travel on the level terrain to get close to the 
slope. 

3. Switch to walking when the robot is near the 
slope and transfer from the ground to the slope. 

4. Walk on the slope to transport the drilling 
machine to the work site (mainly crossings of 
concrete frames). 

5. Control the posture of the drilling machine using 
the legs and perform drilling. 

6. Repeat 4 and 5. 
 
 

 
To perform such works, TITAN XI is composed 
mainly of the following mechanism elements 
(Figure.20): 
1. A box-shaped body of 2.2×3.4×0.2 [m] 
2. 4 legs of the same characteristics 
3. Auxiliary traveling crawlers to travel on the level 

terrain 
4. Two winches to rewind auxiliary tow wire 
5. A drilling machine 
6. An engine-lift to keep the engine in a horizontal 

position. 
7.  
Based on the discussion above, we manufactured a 
prototype of TITAN XI, as shown in Figure.21. The 
specifications are shown in Table.1. 

 
To confirm the performance of TITAN XI, we have 
conducted the basic experiment of walking 
(Figure.22), tether system (Figure.23). 

 

 
Figure.20: Concept of TITAN XI 

 
Figure.19: Construction steps 

Table.1: Specification of TITAN XI 
Size [m] 4.8 x 5.0 x 2.0 

Mass [kg] 7,000 
Power [kW] 41.9 

 
Figure.21: TITAN XI 
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As shown above, mechanism of TITAN XI was 
completed. However, there are still several technical 
challenges for practical application. They include: 
1. Measure the slope and make the map using the 

optical system, and realize terrain-adaptive gait 
using the map information. 

2. Travel from the level terrain to the slope. 
3. Walk on the slope and transport the drilling 

machine to the work site (mainly crossings of 
concrete frames). 

4. Control the posture of the drilling machine by 
using the multi DOFs legs and conduct drilling 
experiment. 

We will examine these technical challenges soon and 
repeat experiments to build a machine for practical 
use. 

4. Conclusion 

We introduced two biologically inspired robots that 
we have developed. These robots will be used in wide 
application in the near future. 
Snake-like robots can go in the narrow space like the 
interspaces of rock, rubble, pipes. So they will be used 
in rescue operation, or the inspection device inside the 
machines. 
Spider-like robots can move on the rugged terrain like 
the rocky ground, construction site, staircases. So they 
will be used in off-road vehicle, robot for agriculture 
and forestly, vehicle for the construction works, and   
humanitarian demining robots. 
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Figure.22: Snapshots of standard gait of TITAN XI. 

 
Figure.23: Walking with tether on slope 
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In this plenary talk, I discuss extreme events (Xevents) created by humans, not nature. These include things like
terrorist attacks, pandemics, political revolutions and financial system meltdowns. The talk explores the types of
methodological tools needed to develop early-warning signals for such events—and what to do with such signals once
they are obtained. We also present the outlines for a new research venture at IIASA, involving an Xevents
“observatory” for development of methodology and an Xevents “simulator” to serve as a laboratory for both testing of
tools, as well as identification of Xevents that have never before occurred.
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1. Xevents in Nature and in Life

Consider the following events:
 A virulent strain of the avian virus jumps to

humans in Hong Kong, sweeps across Asia,
and ends up killing more than fifty million
people.

 A magnitude 8 earthquake centered on the
Ginza in Tokyo kills two million people
outright, with property damage mounting into
the trillions.

 Bees around the world begin dying off in
massive numbers, interfering with pollination
of plants worldwide, precipitating a global
food shortage.

 An asteroid ten kilometers wide crashes into
the Atlantic Ocean, setting off a tsunami that
destroys all life on Earth.

 Iranian terrorists set off a nuclear weapon in
Times Square during rush hour, leveling much
of Manhattan, killing a half a million people,
and permanently reducing New York City to
rubble.

 A tanker car carrying chlorine derails in Rio de
Janeiro, spilling its content and killing more
than five million Cariocas.

This list could be carried on almost indefinitely. The
point is that surprising events capable of killing
millions, if not hundreds of millions, of humans happen.
Moreover, even without huge loss of lives, capital stock
is decimated, setting back development worldwide for
decades. Not a single one of the items on the foregoing
list is impossible. And, in fact, some of them like an

asteroid impact or the spill of a deadly chemical have
already happened—many times!

Each of these events is what has come to be called
recently an “extreme” event, or Xevent for short. These
are events generally seen as deadly surprises whose
likelihood is difficult to estimate, and that can turn
society upside-down in a few years, perhaps even
minutes. Xevents come in both the “natural” and
“human-caused” variety. The asteroid strike illustrates
the former, while a terrorist-inspired nuclear blast serves
nicely for the latter.

But what really qualifies as an Xevent, anyway? I
don’t think a consensus has emerged on the question.
But two factors are certainly part of the answer: (1) an
Xevent is rare, something outside everyday experience,
and (2) the event is capable of causing massive
destruction of human life and property. In regard to the
first property, if sufficient data on the type of event
exists to enable us to apply statistical tools to estimate
the likelihood of an Xevent taking place, the distribution
describing that likelihood will be one with what are
termed “fat tails”. The default gaussian distribution so
beloved by probabilists and statisticians everywhere
simply does not apply to measure how often such events
are likely to occur. Xevents are a lot more frequent than
the normal distribution would lead us to believe.

Evolutionary biologists and geophysicists have noted
that many long-term processes are ultimately driven by
the Xevents. For instance, the theory of “punctuated”
equilibrium in evolutionary biology argues that most of
the time evolution isn’t doing much of anything. Then
along comes an Xevent, such as the Cambrian explosion
about 530 million years ago in which most major
groups of complex animals appeared over about 70-80
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million years, and the whole system is set off onto an
entirely new trajectory. There is evidence suggesting
that the same phenomenon applies in the human social
domain, as well.

Generally speaking, when we use the term “extreme
event” we think of something that’s negative or
damaging to society, as with the events mentioned
above. But this bias stems mostly from the linguistic
fact that in everyday speech the word “event” refers to
an occurrence that’s localized in space and time. In
other words, it’s something that takes a relatively short
period of time and is confined to a limited spatial
region. Hurricanes and tornadoes are good examples.
They unfold over a few hours and generally affect a
limited geographical area. With this interpretation of
what’s meant by an “event”, it’s not surprising that
almost all Xevents are negative, in that they result in
many deaths and/or do great property damage and they
do it quickly. But if we abandon such a limited
interpretation of what constitutes an event, things begin
to look rather different.

The first point to note is that events have a
characteristic unfolding time (UT), a period that
measures the time between the start of the event and
when it ends. For some events, like earthquakes, the UT
might be just a few minutes or even seconds. For other
types of events, such as a war, the UT is more likely to
be measured in years. Moreover, events are not
necessarily localized in space, either. Something like a
financial crisis or a pandemic may well encompass the
entire world.

When it comes to the effect of an event on society, we
have what might be termed an impact time (IT) over
which the event’s effects can be felt. So, for instance,
the IT of an asteroid strike may well be millennia, while
the IT of a hurricane like Katrina is probably just a few
years.

Putting these two notions together, consider the
quantity

X = 1- UT/(UT + IT)

This quantity is always between 0 and 1, which is
convenient Here are a few examples to illustrate the
basic idea of this measure:

 A Force 5 Hurricane Striking Miami Beach:
Here the X is near 1, with a short UT and a
much longer IT. So this is an Xevent.

 A Force 5 Hurricane over the Caribbean Sea:
In this case, X = 0, t since the IT is zero (there
is no societal impact, at all). Thus, it is not an

Xevent, at all.
 The Post-WWII German “Economic Miracle”:

This event might be an Xevent or not,
depending on what you mean by the event
versus its impact. Is the event the
implementation of the Marshall Plan? If so, the
UT is around 5 years, while the IT is probably
about 25 years. So the X = 5/6, which would
characterize this as a “moderate” Xevent.

 The Development of Agriculture: Best accounts
would measure the UT as about 8,000 years
ending around 2000bc. In this case, the IT is
still taking place, 4,000 years later. Then X

would then be around 1/3—and growing. I’d
characterize this as a “mild” Xevent, one that’s
developing into a major one.

The last two examples are Xevents that are by no
means negative or damaging, but just the opposite. Here
we see why the conventional interpretation that an
Xevent always refers to something negative is very
misleading. If the UT is short, the overwhelming
likelihood is that the impact on society will be
destructive for the simple reason that it’s a lot easier–
and quicker–to tear something down than to build it up
(2nd Law of Thermodynamics!). So if you insist that the
term “event” refers to an action or occurrence very
localized in time, you’re virtually forced into regarding
it as an Xevent that leads to death and destruction, not
growth and better life quality.

Of course, there will be problems with almost any
measure like X in the sense that examples can be cited
when everyday common sense says one thing while the
measure suggests something else. So I think X as
defined above should be taken as a kind of 뱑ule-of-
thumb? a starting point for deeper consideration of any
potential Xevent.

2. Fingerprints of Xevents

A careful examination of numerous natural and man-
made Xevents turns up a few distinguishing fingerprints
of such events. These include

Statistical: If there exists sufficient data to
employ extreme event statistics, the
distributions for the occurrence and magnitude
of an Xevent is generally from a family of
probability distributions, like that (stable) Levy

or (stable) Paretian distribution. These
families include the familiar gaussian
distribution as a very special case, as the
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gaussian is the only member of the family that
has a finite variance. All other members
display the fat tail property, which technically
means they have an infinite variance. Many
Xevents, though, are so rare that we have little,
if any, data upon which to bring statistical
procedures of any type to bear upon them.

We also note the ubiquity of power-law

distributions in the world of Xevents. These
distributions measure the relationship between
the frequency of an event and its magnitude.
For instance, an earthquake twice as large is
four times as rare. If this pattern holds for
earthquakes of all sizes, then the distribution is
said to “scale”. This means that there is no
typical size of earthquake in the conventional
sense of “size”.

It's now known that the distributions of a
wide variety of quantities seem to follow the
power-law form, at least in their upper tail
(Xevents). Scientific interest in power-law
relations stems partly from the ease with which
certain general classes of mechanisms generate
them. The demonstration of a power-law
relation in a collection of data can point to
specific kinds of mechanisms that might
underlie the phenomenon in question, and
often suggests a deep connection with other,
seemingly unrelated, systems

Dynamics: Systems displaying Xevents live far
from equilibrium. This means that system
variability and collective effects from the
components of the system in interaction are the
most important determinants of the behavior of
the system.

Evolutionary Processes: As noted earlier, the
Xevents shape the direction that the system’s
evolution takes. Small, incremental changes
operate for long periods of time. Then, wham,

an Xevent takes place and the whole system is
shot off onto an entirely different course.

More Effect than Cause: The commonalities of
behavior of Xevent systems is focused more on
the effect the events have on human life than
on the specific cause that gives rise to the
event. Deaths from the Xevent are large,
financial losses are large, and environmental
destruction is large.

The Mere Possibility of Disaster or Boom: In
the developing world, the very possibility of
disasters, combined with the lack of social
safety nets, limits risk taking in the society
(i.e., lack of credit due to disaster risk) and
appears to be a major contributor to poverty
traps. On the other hand, in the developed
countries, research and exploration of
“possibility space” is likely to lead to new
technological innovations that can be expected
to lead to an Xevent-generated boom leading to
“the next big thing”.

Policy Response: Society typically

underestimates the chance of an Xevent, even
those that are not so unlikely. For example,
expenditures on disaster assistance involve
investing far more in reacting to disasters than
in taking steps to prevent them. Moreover,
probabilistic tools are rarely used to support
policy decisions involving Xevents.

3. Methodological Issues

Let’s now consider a few conceptual issues that serve as
a framework for a coherent research program on
Xevents.

Anticipation: Without a doubt, the single most
important tool we could develop for dealing
with Xevents would be a systematic procedure
for early warning of a possible event. As the
saying goes, “forewarned is forearmed”, and to
have a reliable, consistent procedure for
anticipating major discontinuities like a
financial meltdown or a crash of the Internet
would be a huge step toward effectively
addressing such crises.

Forecasting: Some may argue that anticipation
and forecasting are the same thing, for all
practical purposes. But this is not the case.
Anticipation deals with early warning of the
possibility of an event occurring; forecasting
has to do with claims that an event of a certain
type and of a certain magnitude will take place
at a certain place and time with a given
likelihood. As noted earlier, the notion of
likelihood is a slippery one, especially in the
context of Xevents where we have little, or
perhaps even no, actual data upon which to
base any kind of standard probabilistic
forecast. What we need here is more like a
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“theory of surprise” than a theory of likelihood.

Trends: The majority of people operating as
“futurists” generally make the following type
of forecast: “Tomorrow will be just like today
except a little better or a little worse”. In short,
they are trend followers and simply extrapolate
whatever the current trend is into the future.
For such people, surprises never occur and
trends never change. Strangely, this kind of
trend following is almost always right. But it’s
also almost always useless as well, and you
certainly shouldn’t pay any money to a so-
called futurist for this type of forecast. What
you should be ready to pay for, though, is
information about the turning points, those
moments in time when the current trend is
rolling over and beginning to change. That type
of information is golden (and not fool’s gold,
either). Mathematically, such turning points are
called “critical” points and there is a very well
developed theory about them in the dynamical
systems literature. Oddly, though, that theory
has been very little employed for the kind of
practical questions about Xevents that concern
us here.

Modeling: Traditional mathematical modeling
a la physics will have to give way to what
Stephen Wolfram has termed “a new kind of
science”. This is a science in which computer
programs replace mathematical formalisms.
The creation of an agent-based modeling
(ABM) laboratory for testing hypotheses about
Xevents is necessarily an important component
of whatever form an Xevents initiative might
take, since we require some type of
“laboratory” to do controlled, repeatable
experiments with systems that we cannot
experiment with “in the wild”.

To summarize, here’s a telegraphic list of the types of
methodological foci a possible Xevents research activity
might comprise:

 Global catastrophes (including the human-
caused variety)

 Early-warning/horizon-scanning systems
 Extreme risk analysis and management

procedures
 Surprise, resilience and tipping points

 Methods of forecasting collective social events
and behaviors

 Computer simulation and scenario construction
as laboratories for studying Xevent

 Development of counterfactual thought
experiments in social processes

 Tools for the analysis of the fragility of critical
infrastructures
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Abstract 
Based on the concepts of RoboMusic and Modular 

Playware, we developed a system composed of modular 

playware devices, which allow any user to perform music 

in a simple, interactive manner. The key features 

exploited from the Modular Playware approach are 

modularity, flexibility, and construction, immediate 

feedback to stimulate engagement, creative exploration 

of play activities, and in some cases activity design by 

end-users (e.g. DJ’s). We exemplify the approach with 

the development of 11 rock genres and 6 pop music 

pieces for modular I-BLOCKS, which are exhibited and 

in daily use at the Rock Me exhibition and used at several 

international music events in Japan and USA. A key 

finding is that the professional music design is essential 

for the development of primitives in a musical behaviour-

based system and this professional aesthetics is necessary 

for engaging the users in the activity of assembling and 

coordinating these ‘professional’ musical primitives. The 

paper describes, explores and discusses this concept. 

 

 

Introduction 
 

In recent developments, some research has focussed on 

the development of modular robotic devices that act as 

playware. We define playware as the use of technology 

to create the kind of leisure activities we normally label 

play, i.e. intelligent hardware and software that aims at 

producing play and playful experiences among users of 

all ages and of which e.g. computer games are a sub-

genre [1, 2]. 

 

The aim of the research is to combine robotic systems, 

artificial intelligence and play culture to produce new 

products that can be used in play, sports, health, 

rehabilitation, music, architecture, art and learning. Here, 

we will focus on how we may be able to combine the 

modular playware approach [3] with the RoboMusic 

approach [4] in order to design novel, interactive music 

products that allow any user to perform and remix music 

with a professional sound quality.  

 

Modular Playware 
 

In response to the somewhat static nature of much related 

work, the Modular Playware design approach [3] was 

developed to lead to flexible, interactive play tools for 

both sensorimotor and constructive play activities as 

designed by the end-users themselves. It is our belief that 

the flexibility obtained through distributed and modular 

playware holds many advantages for developing 

engaging play as can be performed with music. The 

principles for the creation of flexible, modular play tools 

include the design of playware based upon modularity 

and flexibility, tangibility and immediate feedback to 

stimulate engagement, construction and physical 

movement, end-user activity design and inclusive games 

design. 

 

In some playware research, for allowing any user to 

create activity, we find inspiration in user-guided 

behaviour-based robotics (e.g. [5, 6]). This  approach 

was developed and applied to many robotic systems, such 

as manipulative robotic technologies, mobile and 

humanoid robots, in order to investigate how non-expert 

users could develop their own complex robot behaviours 

within very short time with no prior knowledge to the 

robot technology. The concept was initially explored 

with software components, e.g. for RoboCup Junior in 

1998 [7], and later extended with hardware components 

through the robotic building block concept that allowed 

‘programming by building’ [8], which, for instance, 

allow African school children and African hospitalised 

children with no a priori knowledge whatsoever about IT, 

robotics and technology to develop their own electronic 

artefacts [9, 10]. In the case with such a physical user-

guided behaviour-based system, according to the 

definition [5, 6], each module needs to have a physical 

expression and should be able to process and 

communicate with its surrounding environment. The 

communication with the surrounding environment can be 

through communication to neighbouring robotic modules 

and/or through sensing or actuation. The modular system 

is constructed from many such modules. 
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We build on the belief that behaviour-based systems can 

include not only the coordination of primitive behaviours 

in terms of control units, but also include coordination of 

primitive behaviours in terms of physical control units. 

We can imagine a physical module expressing a 

primitive behaviour. Thereby, the physical organisation 

of primitive behaviours made by the user will (together 

with the interaction with the environment) decide the 

overall behaviour of the system. Hence, in a similar way 

to the control of robot behaviours by the coordination of 

primitive behaviours [11, 12], we can imagine the overall 

behaviour of a robotic artefact to emerge from the 

coordination of a number of physical robotic modules 

that each represents a primitive behaviour. Here, we will 

present such modules for music creation utilising the 

concept of RoboMusic, expanding the concept to allow 

music creation through physical construction with music 

behaviour primitives. 

 

 

RoboMusic 
 

RoboMusic defines a novel genre of music [4]. In 

RoboMusic, music is composed using robotic 

instruments, music is recorded based on playing robotic 

instruments, and concerts are performed with robotic 

instruments. 

 

A robot is defined to be a programmable machine that by 

its interaction with the surrounding environment 

autonomously can perform a variety of tasks, and its 

behaviour is different from a computer program by the 

interaction with the environment through sensors and 

actuators. Hence, a robotic instrument is programmable 

instrument that by its interaction with the surrounding 

through sensors and actuators can be used for playing a 

variety of music. Through communication, robotic 

instruments can be used together to orchestra an 

ensemble. If left untouched by human (or environmental) 

interaction, the robotic instrument will behave with its 

own performance composed by the music artist. When a 

human or other environmental subject interacts with a 

robotic instrument, the instrument may change 

performance from its normal autonomous behaviour.  

 

The artistic and technological challenge of the music 

artist is to compose baseline behaviour of the robotic 

instruments and compose the behavioural response to 

interaction by human musicians. The music artist is 

transformed from a composer of static music tunes to a 

developer of robot behaviours – behaviours that are 

expressed by the robotic system as music pieces. Music 

compositions are transformed from being static to 

become dynamic; music compositions are transformed 

from being static nodes to become robotic behaviours.  

 

A RoboMusic concert is performed with robotic 

instruments, and changes the concept of live concerts by 

inviting the audience to interact with the band’s 

instruments themselves and thereby guide the live 

performance of the music themselves. The audience is 

actively engaged in the performance of the music of their 

concert, and their interaction with the robotic instruments 

guides the robotic behaviour and thereby creates a unique 

live concert performance that change from concert to 

concert depending on the behaviour of the audience. 

Each RoboMusic concert is a unique live performance. 

The music artist has composed the baseline, and the 

audience is manipulating the robotic instruments to allow 

the robotic behaviour to change, and thereby the music 

tune to diverge. For the audience, the concert form has 

changed from passive listening to active participation in 

playing the concert. 

 

In RoboMusic, the design challenge is to create primitive 

robotic behaviours and to coordinate these primitive 

behaviours in order for the music piece to emerge as the 

coordination of primitive behaviours. Thereby, a music 

composition emerge from the way the composer, 

musicians or audience interact with the robotic 

instruments that provide the primitive behaviours.  

 

Each robotic instrument is used to trigger a particular 

primitive behaviour dependent on the interaction with the 

instrument(s). In RoboMusic, the primitive behaviours 

can be anything from a volume or a cut-off to a small 

sequence of tones. The music composer designs the way 

in which the primitive behaviours that are triggered 

should interact with each other.  

 

Hence, as is the case when designing behaviour-based 

robots such as mobile robots (e.g. [11, 12]), the robot 

designer (in this case the music composer) designs the 

primitive behaviours and the coordination scheme. And, 

as is the case with user-guided behaviour based robotics 

[5, 6], if non-expert users (e.g. live concert audience) are 

supposed to manipulate and become creative with the 

systems, it is crucial that the designer (music composer) 

creates primitives on a fairly high abstraction level that 

allows the non-expert user to understand and have 

positive feedback from the human-robot interaction 

within a very short time frame. 

 

For the first RoboMusic concert by Funkstar De Luxe in 

2006, instruments used to play the music included 

interactive tiles that measure touch, rolling pins that 

measure rotational acceleration, and light&sound 
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cylinders that measure distance (of a person/hand). Such 

features as pressure, rotational acceleration and distance 

were used to trigger primitive behaviours which include 

variations in resonance, cut-off, volume and pan of 

musical tracks in the musical composition (see Figure 1 

and 2 for the concert set-up).  

 

  
 

Figure 1. Left: Two Tiles and a RollingPin used as robotic 

instruments. Right: The RoboMusic live concert set-up, with 

Funkstar De Luxe and his control station in the center, and the 

robotic instruments on the left and right side of the stage. 

 

 
Figure 2. The concert set-up for RoboMusic. In a similar way, 

we developed the cubes to communicate to a MIDI Control Box 

(MCB) which is connected to MIDI Device, which in this case 

is a PC running Ableton Live. 

 

 

Modular I-BLOCKS for RoboMusic 
 

Using the modular building blocks, I-BLOCKS, as the 

technologic platform, we create a RoboMusic scenario 

where a user can experiment freely with music using a set 

of pre-composed looped musical pieces. The I-BLOCKS 

is our user-configurable modular robotic platform 

developed and tested through several prototype and 

application generations [10, 13, 14, 15].  For the 

RoboMusic application presented here, the user identifies 

the functionality and behaviour of the I-BLOCKS 

through musical feedback when rotating, attaching and 

detaching the I-BLOCKS (see Figure 3). 

 
Figure 3. Children creating music with the cubic I-BLOCKS. 

 

The current generation I-BLOCKS consists of cubic 

modules (see Figure 4) that can communicate with each 

other when physically connected. Each cube can 

communicate with up to four of its six possible 

neighbours and is fully self-contained with respect to 

power, connectors and processing. At the edges of the 

four communicating sides of a cube are four RGB LEDs, 

which can light up in many different colours. The I-

BLOCKS communicate locally via infrared light, and can 

be internally expanded to support global wireless radio 

communication (XBEE) as well, in order to facilitate 

‘structure to structure’ or ‘structure to device’ 

communication.  

 

 
Figure 4. An explained visualization of the I-BLOCK. 

 

Each I-BLOCK makes use of a 3D accelerometer to 

detect its orientation with respect to gravity. This makes 

it able to detect, for instance, which side is facing down.  

 

The I-BLOCKS connect to each other’s faces using 

magnets, allowing for uni-sex connection at 90-degree 

angles. At the electronic centre of each I-BLOCK is the 

Atmel ATMEGA1280 8-bit microcontroller, which takes 

care of all processing including peripheral device 
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communications etc. The I-BLOCKS’ hardware is 

encapsulated by black polyurethane (PUR) shell that has 

a soft rubber-like feel, with hard plastic plate lids in top 

and bottom in which charge plugs, programming 

connectors, sensors and actuators are integrated.  

 

The I-BLOCKS are meant as a general platform for 

exploring physical programming – or “programming by 

building”. The construction with I-BLOCKS results not 

only in the development of a physical structure, but also 

in the development of a functionality of that physical 

structure. This functionality or emergent behaviour is a 

product of user interaction, the sensor inputs, the actuator 

outputs, the communication and the processing of the 

individual I-BLOCKS [15].   

 

Summary of the cubic I-BLOCKS: 

 

• PUR (Polyurethane) Shell (9x9x9 cms) 

• Magnetic connectors 

• ATmega1280 microcontroller 

• 4 communication channels (IR light) 

• Opportunity for expansion, e.g. display, XBee or 

USB and various sensors. 

• 4 RGB LEDs 

• 3-axis accelerometer 

 

The music created by the user is computed and played 

back on a PC, using the Ableton Live© music software 

as a playback unit responding to MIDI messages coming 

from the I-BLOCKS. In order to allow the I-BLOCKS to 

“talk MIDI” to a PC we designed and built a socalled 

“MIDI Box” that converts serial wireless data coming 

from an XBEE-enabled I-BLOCK into MIDI signals (see 

Figure 2 and 5). By using wireless technology we allow 

users to manipulate the I-BLOCKS freely just like 

conventional building blocks. 

 

 
Figure 5. Music setup with I-BLOCKS, MIDI-box and PC. 

 

The pieces of music that was made here were all 

constructed using these rules: There are five or six 

predefined instruments or groups of instruments, varying 

in type according to genre, and within each piece of 

music there are up to six variations per instrument type, 

and there can be an unspecified number of different 

instruments.  

In this application each coloured I-BLOCK represents an 

instrument or group of instruments. The individual I-

BLOCKS orientation - which side is facing down - 

determines the variation of that specific instrument. The 

I-BLOCK LEDs change colour depending on their 

orientation, in order to make it possible for the user to 

remember and activate specific variations.  

 

The musical setup can be seen from Figure 5. Note the 

black XBEE-enabled I-BLOCK, which communicates 

wirelessly with the MIDI Box. When instrument blocks 

are connected to this, music starts playing depending on 

the actual I-BLOCK’s colour and orientation. The music 

is loop-based, meaning that when active, each variation 

of each instrument is playing for a certain time and then 

repeating itself over and over until it is finally 

deactivated when the user removes the current instrument 

I-BLOCK from the structure or shifts its orientation. 

 

 

Music development  
 

In the development of the musical content we chose to 

make two overall categories of music: 

 

1) Songs that are inspired by and which represent certain 

historic periods of popular music in order to give the user 

an insight into a specific style or genre of music. 

2) Songs that are made by famous Danish artists and then 

modified to fit this concept allowing  the user to “remix” 

these songs. 

 

We made 11 different songs representing non-classical 

music from the 1950’s (rockabilly rock ‘n’ roll) and up 

untill the 1990’s (Grunge). These 11 styles of music are 

chosen from their ability to show various forms of 

musical expression both in regard to instrumental and 

vocal performance as well as in regard to composition, 

production and recording methods that were used through 

the last sixty years.  

 

The musical content is composed, arranged and recorded 

following careful study and analysis of each musical 

style and its characteristics, making the songs fit into 

these characteristics as well as possible. We have tried to 

record each music piece in the same way as the 

corresponding musical style was originally recorded (e.g. 

Rockabilly is recorded in mono and with very few 

microphones in order to create that specific sound). 

When composing, recording and mixing the music, we 

have studied the original productions closely. For 

instance, we have strived to make our Reggae track 
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sound like an original Bob Marley tune but with new 

melodies and lyrics. 

 

These extraordinary efforts regarding the musical quality 

was done to ensure that the user experience to interact 

with music and not with technology. We see the 

technology used as a means that allows for the any user 

to gain access to music as a kind of “material”, with 

which the user can mould directly in the authentic, 

timbral substance [16]. By the use of the modular 

playware concept contained in the I-BLOCKS, music 

becomes a physical, moldable object, much like 

modeling-wax – flexible and manageable in the hands of 

the user. Because music is so much more than a simple 

series of notes, the “material” that is put to the user’s 

disposal consequently must comprise the elements, which 

make up the different musical styles. When manipulating 

the I-BLOCKS, the user is not altering notes, but all parts 

of the musical sounds as a musician is doing when 

playing. It is obvious, we believe, that the musical 

“material” is composed with the craftsmanship and 

aesthetical feeling of a skilled musician.  

 

The second part (famous Danish pop songs) is 

characterized by a modern HiFi music production. The 

challenge in converting these songs into tracks usable in 

this musical setup has been to make new drum, guitar, 

bass, etc. tracks that fit the original tune and at the same 

time being so diverse and varied that it was possible for 

the user  to create a remix that sounds different without 

being “untrue” to the original song. The creation of these 

tracks for allowing appropriate and aesthetical appealing 

combinations clearly demands professional remix skills. 

 

Recording methods 

To record and mix the music we use Logic Pro 8 

(multitrack recording software). We record both “real” 

instruments such as drum, bass, guitars, keyboards and 

software instruments which emulate e.g. grand pianos, 

old analog synthesisers, drums etc. In order to recreate 

music from different periods of time in music history, it 

is extremely important that the musicians who record the 

tracks have a deeper understanding of the different styles, 

which has been build up over years by listening and 

consciously or unconsciously analyzing the tiny 

differences in feel and approach towards playing the 

music. This professional competency is crucial for 

making the small musical parts (primitives) fit well 

together (coordinate) to a musical piece of high quality in 

all the potential combinations.  

 

All songs are made as relatively short loops (16-32 bars) 

that are made to go on and on until the user chooses to 

stop the song. In every song there are drums, basses, 

guitars, keyboards and vocals (there are exceptions for 

these groups of instruments if a specific style of music 

e.g. does not have guitars in it). At the end of the 

recording/mixing process all the files are imported into 

Ableton Live (version 8.0) – software that is specialized 

in handling loops. The I-BLOCKS control the tracks in 

Ableton Live. 

 

Everything has to fit together 

There are five I-BLOCKS representing five different 

instruments (drums, bass, guitar, keyboards and vocals) 

and one “master” blocks that works as an “on/off button”. 

When the master is connected to one or more of the I-

BLOCK instruments, they play a certain figure 

(melody/rhythm/chords/riff). Every I-BLOCK has six 

sides. Each side represents one figure. In order to choose 

another figure, the user simply turns the I-BLOCK. That 

means that every one of the 30 different tracks which 

each song has (5*6=30) has to fit each other in every 

possible combination, and at the same time every figure 

has to sound good and be interesting to the user if it plays 

alone. The key to this challenge was to make real quality 

recordings on every single track and create a certain role 

for every instrument-group in which one can create very 

distinguishable figures, which have an explicit response 

when changing figures. However, at the same time the 

figures should be created to not making the musical 

whole too “full” and unclear when all five cubes are on 

and playing. To make cube responses distinguishable, it 

also becomes very important to “clean up” excess 

frequencies, for example so the bottom part of the guitar 

does not interfere with the bass. 

 

 

Tests 

 
The RoboMusic concept may provide both a means for 

everyday users to develop their own musical pieces by 

coordinating the musical primitives, and a means for 

professional musicians to perform at concerts with 

physical, interactive musical objects. The two uses can 

even be combined by allowing the audience to interact 

with the musical primitives in professional live 

performances as interplay with the professional 

musician(s). 

    
Everyday user play: RockMe 

The above-mentioned 11 different songs in the historic 

category are implemented as the main part of the  

exhibition “Rock Me” at The Danish Rockmuseum, 

which is under construction in vicinity of the famous 

annual  rock festival at Roskilde, Denmark, (Europe’s 

oldest and largest rock festival). The exhibition consists 
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of three music stations, two equipped with headphones to 

allow visitors to explore rock genres in groups of two 

(see Figure 6), and one equipped with loudspeakers and a 

stage where visitors can perform for each other.  

 

The main finding from the first half year of the exhibition 

is that the I-BLOCKS music concept works very well for 

the visitors, who use them in a relatively short period. 

The concept is easily understood and grasped, because it 

is based on the principle of building blocks and because 

any change in the physical construction results in clear 

audible changes. In spite of the fact that the connection 

between building blocks and music is new and unknown 

to the visitors, they accept this new “material” and 

immediately start manipulating, building, and 

experimenting, which to us is an important proof of 

concept regarding modular playware and physical user 

interaction. Not surprisingly, the performance 

opportunity is mainly used by kids and young people, 

who come in groups, for instance school classes. 

 

 
Figure 6. Visitors playing music with the cubic I-BLOCKS at 

the RockMe exhibition, Roskilde, Denmark. 

 
Professional live performance 

The cubic I-BLOCKS were used for live RoboMusic 

performances at a number of occasions. For DJ and dance 

music, we performed together with Funkstar De Luxe at 

the Winter Music Conference, Miami, March 2009, 

which is one of the world’s largest DJ and dance music 

events [17]. For the opening of the RockMe exhibition, a 

famous Danish pop musician, Simon Kvamm of Nephew, 

and a famous Danish rap musician, L.O.C., performed a 

battling session where each of them performed each 

other’s music using the cubes (see Figure 7). Also, live 

rock music performances were made during the robot 

festival RoboDays in Odense, Denmark, September 

2009, and at Japan Robot Festival in Toyama, Japan, 

September 2009. 

 

In all live performances, the professional musicians were 

able to utilise the RoboMusic concept in a natural way 

with the cubes to make an appropriate live performance. 

The RoboMusic performances would last only around 30 

minutes, and thereby in some cases appear only as a part 

of a longer concert. The professional musicians seemed 

to receive a very positive response from the audience. 

Main challenges for the professional musicians were in 

all cases (i) to remember that cubes can only connect on 

four of the six sides (IR communication is only on four 

sides), (ii) the timing for attaching and detaching cubes at 

the exact beat timing, and (iii) to know/remember what 

musical effect results from turning a cube.    

 

 
Figure 7. Professional pop musician, Simon Kvamm of the 

Danish pop music group Nephew, performing live with the I-

BLOCKS in Roskilde, Denmark, July 2009.  

 

 

Discussion and Conclusion 
 

The challenge of understanding what musical effect 

results from interaction is general to the RoboMusic 

concept, and appears in both everyday user play and 

professional live performances. This challenge is 

particular clear with the I-BLOCK cubes, but also 

general to other RoboMusic instruments. Indeed, 

transparency of functionality is a general challenge for 

most tangible interface design, and part of a modular 

playware design [3]. The mapping between the physical 

affordances of the objects with the digital components 

(different kinds of output and feedback) is a design and 

technological challenge. 

 

This challenge becomes particular evident with the 

RoboMusic concept in which the user combines three 

senses to understand the functionality: auditory, visual 

and touch. Here, the user has to match the visual sense to 

the auditory result. We believe that there is a lot to learn 

for tangible interface design from understanding such 
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relationships between different sensory modalities and 

from understanding the cognitive challenges which are 

involved.  

 

For the user interaction (e.g. in user-guided behaviour-

based systems), the RoboMusic experiments also 

highlight the challenge of understanding how to design 

the primitives at the most appropriate granularity level. 

An interesting research topic appears to be to gain 

knowledge about whether the same granularity level of 

primitives is the most appropriate for all user groups, and 

how the granularity level relates to transparency of 

functionality. In the case of RoboMusic, it is further 

necessary to design the primitives (music components), 

so that the coordination is aesthetical appealing while at 

the same time the design provides the necessary freedom 

to the user to become creative. We find it essential to put 

focus on professional design of primitive behaviours and 

coordination of primitive behaviours for the specific 

application field (e.g. music, soccer, physiotherapy, 

cognitive rehabilitation). In this case of RoboMusic, this 

is done by the professional music composers who designs 

the musical tracks (primitives) and tries to ensure that the 

tracks can mix (coordinate) in an aesthetical appealing 

form (i.e. the music composer becomes a designer of 

primitive behaviours for a behaviour-based system [4].) 

 

The RoboMusic concept is general to many different 

implementations of musical primitives, coordination 

mechanisms and designs of ‘instruments’. Here, we 

exemplified with the cubic I-BLOCKS as an instance of 

modular playware for RoboMusic, and the cubic I-

BLOCKS showed good potential in a number of informal 

tests. Whereas this paper by intention provides the 

general concept description of RoboMusic with modular 

playware, future publications will report on more formal 

testing with the cubic I-BLOCKS, and hopefully other 

researchers may utilise the general concept for 

investigating other implementations and experiments.  
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Abstract 
We present the design philosophy, the implementation 
and various applications of XML-based genetic pro-
gramming (GP) framework (XGP). The key feature of 
XGP is the distinct representation of genetic programs as 
DOM-parse trees featuring corresponding flat XML-text. 
XGP contributes to the achievement of (i) fast prototyp-
ing of GP by using the standard built-in API of 
DOM-parsers for manipulating the genetic programs, (ii) 
human-readability and modifiability of the genetic rep-
resentations (iii) generic support for the representation of 
grammar of strongly-typed GP using W3C-standardized 
XML-schema; and (iv) inherent inter-machine migrat-
ability of the text-based genetic representation (i.e., the 
XML text) in the distributed implementations of GP. 

 

Keywords: genetic programming, strongly-typed genetic 
programming, genetic representation, XML, DOM. 

1 Motivation 
Developing controllers of mobile autonomous robots 

is often performed as a sequence of simulated off-line 
design (phylogenetic learning) of the robot’s software 
model followed by on-line adaptation (ontogenetic 
learning) on the physical robot situated in real environ-
ment. Justification to incorporate off-line software simu-
lation into the process of robots controller design comes 
from the facts that verification of robot behavior on 
physical robots is extremely time consuming and often 
dangerous for the robot and surrounding environment. 
These arguments in favor of software simulation of con-
troller as a process, which precedes the physical design 
and online learning on real robot become even more 
relevant within the context of recently emerged trends in 
robotics such as investigating the social behavior, the role 
and value of communication in emergent coherence, co-
operation and collaboration in the robots’ societies situ-
ated in inherently competitive or cooperative environ-
ments. Simulating robot controllers as software agents 
and focusing on the model of their relevant features is 
viewed as a promising way to address the above men-
tioned shortcomings of direct verification of behavior on 
physical robots. 

GP, which we propose as an approach for offline 
learning implies that the agent’s code is automatically 
designed by computer system via simulated evolution 
employing selection and survival of the fittest in a way 

similar to the evolution of species in the nature. While 
for many tasks handcrafting the agent code can be seen 
as natural approach, it might be unfeasible for most of 
real-world problems due to their typically enormous 
complexity. Moreover, in many problems the challenge is 
to develop a solution, which is competitive or even better 
than human-designed one. Such a solution might be well 
beyond the abilities of human to handcraft it.  

The software model of the evolvable robot’s control-
ler should fulfill the basic requirements of being adequate, 
fast running, and quickly developed. Considering the 
adequacy of the model as beyond the scope of this 
document, we intend to highlight the issues related to the 
efficiency of the system (in terms of reduced developing- 
and execution time) for evolving agent’s behavior. The 
typically slow developing time of GP stems from the 
highly specific semantics of main attributes of GP (rep-
resentation, initial population, genetic operations and 
fitness evaluation) and the lack of generic support to 
these attributes in 3G algorithmic languages and corre-
sponding software engineering standards. Developing 
time of GP can be significantly reduced incorporating 
commodity-off-the-shelf software components and stan-
dards in software engineering of GP. The runtime of GP 
can be reduced as a cumulative result of reduced compu-
tational effort (the amount of individuals that should be 
processed in order to obtain a solution with specified 
probability) and increased computational performance 
(the amount of individuals evaluated per unit of time). 

The objective of our research is to develop a genetic 
representation of the evolvable autonomous agents, 
which based on commodity-off-the-shelf software com-
ponents and widely adopted industrial standards, would 
facilitate the achievement of easy and quick development 
phase of GP and would contribute to the achievement of 
better computational effort. The long-term aim is to em-
ploy such a representation in our research on the emer-
gence and the survival value of social behavior and 
communication in multi-agent systems. 

The remaining of the document is organized as fol-
lows. Section 2 introduces GP as algorithmic paradigm 
for offline learning of behavior of predator agents in 
predator-prey multi-agent systems (MAS). It also elabo-
rates the proposed approach of representing evolvable 
agents (genetic programs) as DOM-parsing trees and 
discusses its design-time and runtime-related implica-
tions. Section 3 presents the result of verification of our 
approach on predator-prey pursuit problem. Conclusion 
is drawn in Section 4.  
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2 Approach 
2.1 Algorithmic Paradigm 

We consider a set of stimulus-response rules as a 
natural way to model the reactive behavior of autono-
mous agents which in general can be evolved using artifi-
cial neural networks, genetic algorithms, and GP.  GP is 
a domain-independent problem solving approach in 
which a population of computer programs (individuals) is 
evolved to solve problems [2]. The simulated evolution 
in GP is based on the Darwinian principle of reproduc-
tion and survival of the fittest. In GP individuals are rep-
resented as parsing trees whose nodes are functions, vari-
ables or constants. The nodes that have sub-trees are 
non-terminals - they represent functions where the 
sub-trees represent the arguments to function of that node. 
Variables and constants are terminals – they take no ar-
guments and they always are leaves in the parsing tree. 
The set of terminals for evolving agent’s behavior in 
predator-prey MAS [3] includes the relevant stimuli such 
as perceptions (e.g. distance and visible angle to various 
objects in the world), its own state, etc.; and the response 
(actions) which the agent is able to perform. The most 
relevant functions (non-terminals) are the arithmetical 
and logical operators (>, <, =, +, - , etc.), and the IF-THEN 
function, establishing the relationship between certain 
stimulus and corresponding response. A sample stimu-
lus-response rule is shown in Figure 1. It expresses a 
reactive behavior of turning to the bearing (angle) of the 
peer agent (Peer_a) plus 10 (degrees) as a result of 
stimulus of distance to that agent (Peer_d) being less 
than 20 (mm). A parsing tree of rule, depicted in Figure 1 
is shown in Figure 2. 

 
     IF (Peer_d<20) THEN Turn(Peer_a+10) 

Figure 1. Sample stimulus-response rule governing the agent 
behavior.  

 
 
 
 
 
Figure 2. Sample stimulus-response rule represented as a pars-
ing tree in GP.  

 
Parsing-tree representation and its flat equivalents 

(LISP S-expression, postfix or prefix notations) are typi-
cally maintained and manipulated by GP-systems in a 
customized way. Therefore, an eventual tailoring of the 
available general purpose GP-systems for the task of 
evolving autonomous agents would be a time consuming 
approach. Design of GP-system from scratch would be 
(if not the only feasible) at least faster and more flexible 
way, providing that the implementation of main attributes 
of GP is based on widely adopted industrial standards 
and off-the-shelf technologies. 

 
2.2 Genetic Representation 

Inspired by flexibility and recently emerged wide-
spread adoption of document object model (DOM) and 

extensible markup language (XML), we propose an ap-
proach of representing genetic program as a 
DOM-parsing tree featuring corresponding flat XML text. 
Our additional inspiration comes from the fact that de-
spite of the reported use of DOM/XML for representing 
computer architectures, source codes, and agents’ com-
munication languages we are not aware about any at-
tempts to employ this technology for representing ev-
olvable structures such as genetic programs in generic, 
standard, and portable way. Our approach implies per-
forming genetic operations on DOM-parsing tree using 
off-the shelf, platform- and language neutral 
DOM-parsers, and using XML-text representation as a 
format, feasible for migration among the computational 
nodes in eventual distributed GP.  

The DOM-parsing tree of the sample rule considered 
earlier (Figure 1) looks in exactly the same way as pars-
ing tree in canonical representation of genetic programs 
(Figure 2). However the flat representation of the rule is 
XML (Figure 3), rather than LISP S-expression. 
 

<GP> 
  <IF-THEN> 
    <LE> 
      <PERC>Peer_d</PERC> 
      <PERC>20</PERC> 
    </LE> 
    <TURN> 
      <PLUS> 
        <PERC>Peer_a</PERC> 
        <PERC>10</PERC> 
      </PLUS> 
    </TURN> 
  </IF-THEN> 
</GP> 

Figure 3. XML representation of stimulus-response rule in GP. 

2.3 Design-time Implications 
In contrast to the typical approaches to manipulate 

parsing trees using custom code and representations, the 
proposed XML-based genetic programming (XGP) offers 
benefits of requiring minimum programming efforts and 
allowing developers to use the software platform, devel-
oping language, and/or programming paradigm which 
better fits the aims of concrete implementation of GP. 
These benefits are result of: 
• Use of API of DOM-parsers: parsing tree of genetic 

program is manipulated using built-in API of 
DOM-parsers, 

• Platform neutrality of parsers: DOM-parsers are avail-
able for virtually any of widely used software plat-
forms (e.g., as Java classes), facilitating the portability 
of GP across different software platforms, 

• Language neutrality of parsers: DOM-parsers are also 
available as language-neutral components (e.g. Micro-
soft COM), offering the same programming model of 
parsing trees regardless of the language employed to 
develop the code of GP that manipulates them, and 

• Paradigm neutrality of parsers: DOM-parsers are 
available for programming paradigms, such as data-
base stored procedures, web-client and web-server-side 
scripts, etc.  

 
2.4 Run-time Implications 

The potential strength of GP to automatically evolve 
a set of stimulus-response rules featuring arbitrary com-
plexity without the need to a priory specify the extent of 

IF-THEN

Peer_d 20 

10 Peer_a 

< Turn 

+ 
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such complexity might imply an enormous computational 
effort caused by the need to discover a huge search space 
while looking for optimal solution to the problem. A 
well-known way to limit the search space, and conse-
quently, to reduce the computational effort of GP is to 
impose a restriction on the syntax of evolved genetic 
programs based on their a priory known, domain specific 
semantics. The approach is known as strongly typed ge-
netic programming (STGP) and its advantage over ca-
nonical GP in achieving better computational effort is 
well proven. Our objective is in XGP to realize a generic 
support of STGP.  

Considering the same sample rule as shown in Figure 
3, and multimodality of perception information, it is no-
ticeable that all nodes (i.e. both the functions and their 
operands) are associated with data types such as distance 
(Peer_d, 20), angle (Peer_a, 10), Boolean (Peer_d<20), 
etc. An eventual arbitrary creation or modification of 
such genetic program semantically would make little 
sense: e.g. it is unfeasible to maintain a rule with stimu-
lus-related part featuring  arithmetical expression in-
volving operands of different data types (e.g. distance, 
angle and Booleans) at least because physically they are 
of different dimensions. In addition, there is clear possi-
bility in maintaining introns if such an expression com-
pares perception variable with constant beyond the range 
of corresponding sensor (e.g. Peer_d>1000, in case that 
sensor range is 400). Analogically, the semantics of ac-
tion Turn() implies a parameter of corresponding data 
type - an angle. However data types are not explicitly 
specified in considered so far DOM/XML representation 
of genetic programs in XGP, and consequently, not evi-
dent for the routines that create and alter it. To address 
the issue, in XGP we explicitly introduced the notion of 
type (in a way similar to STGP) represented as XML-tag 
for all the entities the genetic programs are composed of. 
In addition, we established a set of rules (i.e. grammar) 
describing the allowed relationship between types in se-
mantically meaningful genetic program. Routines that 
create and alter genetic programs (e.g. creation of initial 
population and mutation) refer to the type of entity they 
are going to currently alter and impose the corresponding 
constraints to the sub-tree structures or values being gen-
erated. In crossover only nodes (with corresponding 
sub-trees) of the same type can be swapped.  

In XGP we represent the grammar of STGP as a XML 
schema [1][2], which is an official World Wide Web 
Consortium (W3C) recommended, standard way to 
define the relationship among the entities in 
XML-document (i.e. genetic program). Since the syntax 
of schema conforms to the XML-standard, the routines 
those create and alter the parsing tree of genetic program 
access the schema via API of DOM-parsers in a way, 
identical to the way of accessing DOM/XML-based 
representation of genetic program.  

We developed a set of formal rules for translating a 
BNF-defined grammar of STGP into corresponding 
XML-schema. Without touching the details of such rules, 
we present the resulting fragment of XML-schema 
(Figure 4) that corresponds to stimulus-related part of 
sample rule illustrated in Figure 3. Notice the definition 

of the sensory abilities – the morphology of the agent: the 
kind of perception information (Wall_d, Peer_d) and 
the range of corresponding sensor (0..400). In a similar 
way XML schema defines the response abilities (actions) 
of the agents. Considering the communication as 
response for the speaker and stimulus for listener, the 
XML-schema offers a generic way to define the 
communication abilities of the agent. The section of 
XML-representation of strongly typed genetic program 
created applying the same fragment of XML schema is 
shown in Figure 5.  

 
<xs:complexType name="IF-THEN"><xs:sequence>   
  <xs:element name="COND-THEN" type="COND-THEN" />  
  <xs:element name="THEN" type="THEN" />   
</xs:sequence></xs:complexType> 
<xs:complexType name="COND-THEN"> 
  <xs:choice> 
  <xs:element name="COND_TDist" type="COND_TDist" />  
  ... 
</xs:choice></xs:complexType> 
<xs:complexType name="COND_TDist"> 
  <xs:sequence> 
  <xs:element name="VAR_TDist" type="VAR_TDist" />  
  <xs:element name="OPER_TDist" type="OPER_TDist" />  
  <xs:element name="CONST_TDist" type="CONST_TDist" />  
</xs:sequence></xs:complexType> 
<xs:simpleType name="VAR_TDist"> 
  <xs:restriction base="xs:string"> 
  <xs:enumeration value="Wall_d" />  
  <xs:enumeration value="Peer_d" />  
</xs:restriction></xs:simpleType> 
<xs:simpleType name="OPER_TDist"> 
  <xs:restriction base="xs:string"> 
  <xs:enumeration value="GE" />  
  <xs:enumeration value="LE" />  
</xs:restriction></xs:simpleType> 
<xs:simpleType name="CONST_TDist"> 
  <xs:restriction base="xs:integer"> 
  <xs:minInclusive value="0" />  
  <xs:maxInclusive value="400" />  
</xs:restriction></xs:simpleType> 

Figure 4. XML schema of XGP, defining the grammar 
corresponding to the stimulus-related part of rule shown in 
Figure 1 and Figure 2.  

 
<GP> 
  <IF-THEN> 
    <COND-THEN> 
      <COND_TDist> 
        <VAR_TDist>Peer_d</VAR_TDist>  
        <OPER_TDist>LE</OPER_TDist>  
        <CONST_TDist>20</CONST_TDist>  
      </COND_TDist> 
    </COND-THEN> 
    <THEN> 
    ... 
    </THEN> 
  </IF-THEN> 
</GP> 

Figure 5. XML-representation of strongly typed genetic pro-
gram, created applying the fragment of XML schema shown in 
Figure 4. 

3 Verification 
In order to verify the feasibility of XGP and its de-

sign- and run-time implication we implemented a proto-
type of GP system for offline phylogenetic learning of 
agents in predator-prey pursuit problem. The problem 
comprises four predators (agents) whose goals are to 
capture a prey by surrounding it on all sides in a world 
(Figure 6) [3]. XGP runs on Windows OS system and 
employs Microsoft DOM parser – MSXML4.0. Consid-
ering the elaboration of the issues related to the emer-
gence of surrounding behavior as irrelevant to the aims 
of this document and focusing on the verification of pro-
posed approach as technology for representing genetic 
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programs, we would like to summarize the result as fol-
lows: 
• Developing the prototype of XGP is significantly alle-

viated by use of DOM-parser. We measured about few 
[men x days] of development efforts (without consid-
ering the development of user interface), and 

• XML schema in XGP offers generic way to impose the 
semantics constraints of genetic programs represented 
as DOM-parsing trees. The resulting computational 
effort for considered instance of predator-prey problem 
is relatively low and is in order of several thousands 
evaluations of genetic programs. 

 

 

 

 

 

 

 

Figure 6. Snapshot of XML, employed for evolution of predator 
agents in predator-prey MAS 
 
We observed similar design-, and run-rime implications 
of XGP, also applied for the evolution of snake-like robot 
(Figure 7)  [4], Sony’s Aibo quadruped robot (Figure 8), 
and computer-controlled scale car [5]. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7. XGP applied for evolution of locomotion gaits of 
simulated snake-like robot. 

4 Conclusion 

We presented the result of our work on the role of 
genetic representation in facilitating quick design of effi-
ciently running offline phylogenetic learning via GP. We 
proposed an XML-based genetic programming featuring 
a portable representation of evolvable agents (genetic 
programs) based on widely adopted DOM/XML standard. 

The manipulation of genetic programs implies the use of 
build-in API of off-the-shelf DOM-parsers. The approach 
features significant reduction of time consumption of 
usually slow process of software engineering of GP. In 
addition it offers a generic way to facilitate the reduction 
of computational effort via limitation of search space of 
GP by handling of only semantically correct genetic pro-
grams. Consistent with the concept of strongly typed GP, 
an approach of using W3C-recommended standard XML 
schema is developed as a generic way to represent and 
impose the grammar rules. The ideas laid in the founda-
tion of the proposed approach are verified on the imple-
mentation of genetic programming for evolving social 
behavior of agents in predator prey pursuit problem. Due 
to the domain neutrality of GP, the approach can be ap-
plied for quick developing of efficiently running GP in 
various problem domains. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. XGP applied for evolution of postures of the model of 
Sony’s Aibo quadruped robot. 
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Abstract: As a promising research field after the turn of the new century, Default Mode Network (abbreviated as DMN) 
of the brain shows the strong potential of a new breakthrough to neuroscience, which emphasizes the baseline of the 
brain’s activities when the brain is awake but without any external input signal to it. This study is highlighted recently 
and expected to provide keys to understanding the mental disorders. This paper consists of following two sections: (1) 
A brief tutorial on the DMN is presented with necessary fundamental knowledge of neuroscience on the brain. (2) A 
framework of network informatics for DMN is proposed based on network dynamics; models of information networks 
are discussed by bridging the gap between the level of regions and the level of neurons of the brain; and major issues 
on analyzing the DMN by brain imaging technologies are discussed as well. In a word, one of the inspirations from 
DMN is how spontaneous collective behavior is emerged within an autonomous system, which is crucial to 
systematically understand the brain’s function and exploring new design principles of autonomous robotics to 
demonstrate complex life-like behaviors in engineering. 
 
Keywords: Default Mode Network, Neuroscience, Brain’s Function. 

 
 

I. INTRODUCTION 

As one of most mysterious phenomena, the human’s 
intelligence from the brain is always an important theme 
for sciences, in which the psychological aspect of the 
human’s behaviors has a relative long history. With the 
advances in brain imaging technologies such as fMRI, 
MEG, PET, NIRS, EEG and others, nowadays the 
images constructed by the signals of the brain’s 
activities with certain degree of the spatial and temporal 
resolution are obtained. Consequently, it becomes 
feasible to quantitatively analyze the informatics 
network mechanism for the brain’s function. 

It is well known that autonomy exists in the nervous 
systems such as autonomous sympathetic and 
parasympathetic nervous systems. In the artificial life 
community, the brain as a complex system is one of the 
kernel contents of the study on innovating new core 
design principles of autonomous robot systems inspired 
by artificial life, where the informatics network is 
expected to play an inevitable role. 

II. BASIS OF NEUROSCIENCE 

1. The Levels of Neuroscience 
By means of neuroscience, the brain is studied at the 

cognitive, functional, (functionally-specified) sub-
systems, cellular and molecular level in terms of 
reductionism. Here the sub-systems refer to those 
nervous systems such as sensory, motor and regulatory 
systems. 

2. Quantitative Analysis of Neuron Interactions 
The quantitative analysis of neuron activities can be 

carried out at the level of the regions of the brain and 
used as the reference for modeling the dynamics of the 
neurons and their interactions. Here one of the methods 
for modeling the dynamics of neuron activities is the 
nonlinear differential equations under the condition of 
the mean field theory. Column-centered model is an 
important method to bridge the gap between the regions 
and neurons and shows high efficiency in analyzing the 
dynamics mechanism of the signaling processes among 
interacted neurons. In order to understand how the 
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interactions of neurons contribute to the dynamical 
behavior of the neural signaling leading to systematical 
modeling of nervous system, systematically modeling 
for computational neuroscience is necessary and 
imperative. 

3. Integrating Dynamics and Signal Processing 
By integrating the methodology of systems biology 

and principle of computational neuroscience, the neuron 
interaction mechanism can be inferred by using the 
correlation degree of the time series signals observed by 
brain imaging technologies. As an example of 
quantitative analysis on the above mentioned dynamical 
signaling process, blind identification is expected to be 
used to identify the structure the network that consists 
of the neurons where correlated signaling processes are 
based on the self-oscillation phenomenon. In order to 
systematically understanding the underlying dynamics 
of the interacted neuron activities, the methodology of 
complex science is helpful when the signaling network 
of the brain is modeled in terms of complex systems.  

4. DMN as an Instance for Brain Science 
Default Model Network (abbreviated as DMN) [1~5] 

is an instance of complex systems. Both in nature and in 
engineering, various types of complex systems have 
been observed. In order to explore new information 
processing paradigm to understand unknown 
mechanism in brains, it is necessary to know what the 
brain is doing when it has no input signals when the 
brain is modeled as a system. This status is the baseline 
of the brain, which plays an important role on 
observation and analysis of the brain in nonlinear 
dynamics. In the eyes of complex systems, DMN 
provides us important information on the baseline state 
of the brain, which is a promising field of neuroscience. 

II. BASIS OF DEFAULT MODE NETWORK 

1. Concept of DMN 
Default Mode Network is a network of signals 

within the brain when the system of the brain has no 
input. In informatics DMN is formulated as graph in 
topology G = <V, E> where V is the set of the vertexes 
and E is the set of the edges. The vertex refers to the 
location of the regions of the brain, which is known in 
anatomy. The value of the vertex refers to the signals 
obtained from brain imaging, e.g., fMRI. The edge 
refers to the relationship among the vertexes, i.e., the 
functionally connection and structural interaction 
among regions. Here, functional connection means that 

the regions cooperate for certain functions of the brain; 
structural interaction means that the signals of the nodes 
located at specific regions of the brain are included in a 
function in nonlinear dynamics so that some of these 
signals influence other signals or all of these influence 
each other. The weight of the edges can be assigned by 
the value of the functional connectivity measure 
between the two nodes linked by the edge. 

DMN is active under the condition of the resting state 
of the brain. In order to describe the corresponding 
dynamics of DMN, a dynamical graph is given as 
follows: G = <V, E, Q> where Q is a function to 
describe the dynamics of the signaling process for the 
variables corresponding to the vertexes. The general 
form of Q is given as follows: 
 

d/dt X1 = f1 (X1, X2, …, Xn)  
d/dt X2 = f2 (X1, X2, …, Xn)  

            … 
d/dt Xn = fn (X1, X2, …, Xn)  

 
where X1, X2, …, Xn are the variables that correspond 

to the vertexes, f1(.), f2(.), …, fn(.) are the functions to 
describe the underlying dynamics. In computational 
neuroscience, one of the tasks is to identify these 
function based on the data of the variables. The 
information processing mechanism of DMN looks like 
the operating system of a computer or a network in 
metaphor. It is clear that the dynamics mechanism of 
DMN is one of the kernel topics in computational 
neuroscience. 

2. Significance of DMN Study in Medicine 
One of the direct applications of DMN research may 

be the medicine although there is still a long way to go, 
owing to the fact that DMN is related to the states of 
brains when diseases such as autism, schizophrenia and 
Alzheimer’s disease occur [1]. 

3. DMN as a Topological Graph 
In anatomy, the areas where DMN is located include: 

vMPFC – Ventral medial prefrontal cortex; PCC/Rsp – 
posterior cingulated/retosplenial cortex; IPL – Inferior 
parietal lobule; LTC – Lateral temporal cortex; dMPFC 
– dorsal medial prefrontal cortex; HF+ Hippocampal 
formation. 

With the reference of the anatomical locations, a 
topological representation is summarized in [1], which 
is an undirected graph consisting of the set of nodes 
{IPL(R and L types of IPL), PCC/Rsp, vMPFC, 
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dMPFC(negative), PHC(R,L types of PHC), HF (R and 
L types of HF), LTC (L and R types of LTC)} and links 
whose length is given according to the correlation 
measurement. Here dMPFC(negative) refers to that the 
signal of dMPFC is anti-correlated with the one of the 
medial temporal lobe subsystem [2]. This topological 
network shows an interesting feature – the structure of 
hubs in network structure and sub-systems in system 
structure.  

 
Fig. 1 The Identification Algorithm 

 

III. NETWORK IFNORMATICS FOR DMN 

1. Building Blocks of the DMN Dynamics 
Multiple nodes and links for interaction among these 

nodes are the basis for networking. On the nonlinear 
dynamics, feedforward and feedback are two key 
factors. The node should be assigned with the signals 
constrained by nonlinear dynamics. The nonlinear 
dynamics here should be temporal and/or spatial. 
Considering an autonomous distributed (decentralized) 
system that consists of elements of information 
processing (e.g., agent in autonomous multi-agent 
systems), the local rules are defined and assigned to the 
elements, and no central control exists. The interaction 
among these autonomous components (elements) gives 
rise to the collective behavior, which reflects the 
emergence from the network with nonlinear dynamics.  

2. The network informatics framework for DMN 
The framework of network informatics for DMN is 

suggested as follows: 
(1) The basic data structure for dynamical networks:  

We can adopt the representation of dynamical 
networks as graph in topology and/or dynamical graph 
to describe the underlying network structure and 

corresponding dynamics mechanism for the signaling 
processes. 
(2) Discrete Models: 

Discrete mathematical models including automata are 
possible to describe the autonomy of the underlying 
network under the condition of the abstraction.    
(3) Nonlinear Dynamics: 

Considering the characteristics of the distributed 
system where each node is formalized by certain local 
rules and the interactions among these nodes give rise to 
the collective behaviors, a generalization of the entire 
network as a system is necessary. In principle, the 
Generalization takes the following form: 
 
d/dt[Xi(t+1)]= - αXi(t) + nonlinearity + n (noise)  (1) 
 
where i=0,1.,…, n-1 refers to the index of the node 
within the network. The study on the nonlinear 
dynamics aspect of DMN covers a broad scope from 
multiple disciplinary fields, e.g., stability and robustness 
are two issues to evaluate the performance of the system 
of DMN where the related parametric specificity is 
quantitatively analyzed. It will be also an interesting 
topic to investigate whether or not the chaos and/or 
bifurcation exist in DMN. In Fig.1, an identification 
algorithm is given in brief. 
(4) Cognitive science aspect of the DMN 
  According to the relation between self-reference and 
DMN, the Bayesian model can be expected to model the 
function by using logical operation in computer science 
where the stochastic models and logic programming 
will be integrated. 
(5) DMN-Inspired Routing for Computer Networks 
  Considering the dynamics mechanism of DMN and 
computer networks, a DMN-inspired routing algorithm 
for overlay networks in the field of computer networks 
is proposed as follows:  
 
Algorithm (in the pseudo code) 
  initialization ()  
  WHILE NOT (V≠∅)   

// multiple path for multiple input and output // 
do  

   { 
   select (i,j) 

// select any two nodes i and j (i≠j) for a path from i 
to j //  

V  V/{node(i), node(j)} 
l = i 
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WHILE NOT (node (j) is reached) 
   { 

single_path_generation  
   // start from node i // 
   calculate_correlation (node(l), node(l+1)) 
   // return {correlation (node(l), node(l+1))} //   

neighbor_find(l,(correlation 
(node(l),node(l+1))<Tc))  
   // select node (l) with correlation (flow (node(l), 

node(l+1))  
that satisfies certain threshold //  

// return (node (l+1)) // 
   path (l, l+1) 

weight_of_path (l,l+1)  capacity (path (l, l+1)) 
for l' = 0 to Ml-1 
  // l' is the node in the set of V except i, j, l (l≠i) 

and l+1 // 
  { 

weight of link (l, l')  
// set by Monte Carlo method // 
// l' ∉ path (l,l+1) //  

  path_set' (l')  path_set ⋃ {path (l')} 
  V'= V'⋃ {l'} 
  } 
  return (matrix (l,l')) // the size of the matrix is Ml

×Ml // 
path_set  path_set ⋃ path (l,l+1) 

l++   
}    
path_set'  path_set ⋃ path_set' (l') 

  modeling_the_dynamics (V')   
  // to estimate the signal of node (j) according to the 

path_set' //     
calcaulte_difference(correlation(path_set),correlation(
path_set')) 

// return diff(correlation(path_set), correlation(path_set'
)) // 

diff_v  diff (correlation(path_set), 
correlation(path_set')) 

  if diff_v > Td 
  { 
  reconfigure() 
   // the kernel operation is  

path_set  path_set' //   
  }  
  routing_by_path (path_set) 
} 

Fig. 2 An algorithm of routing 
 

Here the anti-correlated signal (time series) in DMN 
gives us the hint to select multiple routes that the related 
flows are with the complementary quantities. The total 
quantity of the traffic in the multiple routes is 
considered in this case. Normally in the transport layer, 
the knowledge of TCP dynamics can be used to design 
congestion window control and rate control. But in the 
case the existing route fails, the above-mentioned 
algorithm will be applied. 

VI. CONCLUSION 

The basis and the framework of DMN are presented 
in this paper, and a brief picture of DMN is made in the 
eyes of network informatics. As one of the examples of 
biologically inspired networking, a DMN-inspired 
routing algorithm is proposed, from which robustness is 
expected to be obtained. 
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Abstract 
In this conceptual paper, we describe and define the 

range of possible applications and the technical contours 

of a robotic system to be worn on the body for playful 

interactions. Earlier work on Modular Robotic Wearable, 

MRW, described how, by using modular robotics for 

creating wearable, it is possible to obtain a flexible 

wearable processing system, where freely inter-

changeable input/output modules can be positioned on 

the body suit in accordance with the task at hand. Here, 

we drive the attention on early prototypes to show the 

potentialities of such an approach, and focus on depicting 

possible application in the electronic games domain. 

Indeed, the Modular Robotic Wearable is an example of 

modular playware, which can create playful interactions 

for many application domains, including electronic 

games.  

 

 

Modular Robotic Wearable and Gaming 
 

The Modular Robotic Wearable (MRW) technology [1] 

is an attempt to build a ubiquitous gaming interface 

strictly keeping in mind the early future of computer 

game design and game play. It considers the research and 

development of tangible narratives and live role-playing 

games, as well as interactive narrative experiences 

moving away from traditional media to fully embrace the 

physical surrounding. The MRW technology is designed 

for ubiquity, sensitivity, and tangibility, and it enhances 

electronic devices interfaces to bring them in a real-

world/real-body context through the use of multiple 

sensors detecting posture, gesture, physical and body 

parameters, location, proximity, direction, etc.  

 

The basic idea underlying the MRW systems is to move 

the games interaction out of the usual “push the button”, 

“click here” or the “move the stick” routine, to reach a 

body-game interrelation experience which should be in 

part conscious and, in part, unconscious or automated. 

Therefore, the challenge is to design a general gaming 

interface that focuses on the player's body interaction 

with real world, and possibly a social environment. 

Indeed, we believe that the player can be easily identified 

as a specific and unique character/personality which can 

be measured, quantified, and formalized, through body 

actions and interactions, in order to play his/her 

specific/personalized role. (An example of categorization 

of players on playgrounds is provided in [2].) 

 

Through the use of the MRW technology, a large set of 

games can be conceived as a body-to-body set-up, hence 

without any intervening external hardware or software. 

That is because once certain MRW modules are worn, 

they transform the user into a “physical agent” in the 

world as well as between other physical agents. 

Therefore, we can hypothesize any behavior based (e.g. 

flocking) or ambient related (i.e. physical parameter 

chasing) game. 

  

 

Physical game interfaces 

 
For decades, the arcade game industry has developed 

physical game interfaces. In the 1990’s, Konami 

developed the BEMANI (BeatMania) series of music 

games (e.g. Physical DJ games) and Namco developed 

the famous Taiko no Tatsujin drum game, where the 

player has to physically hit the drum with two large 

drumsticks based upon the colored circles that appear on 

the graphical monitor encoded to follow the drum beat. 

This physical game structure was developed in a very 

similar form into numerous physical music interaction 

games such as GuitarFreaks, Guitar Hero, Drumania, 

Dance Dance Revolution, etc. Also, the arcade game 

industry developed physical game interfaces for shooter 

games (e.g. guns) and sports games (e.g. skies, sports 

cars). Such arcade game machines are typically 

expensive, with the cost in the order of 10.000 USD, but 

over the last decade, cheaper versions have penetrated 
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into the consumer game market. Sony developed the Eye-

toys with a camera detecting physical motions for 

creating a home use physical interaction to games, and 

also early examples include simple guns for shooter 

games and simple steering wheels for racing car games. 

Simple dancing mats were developed for Disney games 

and dancing games, and later electronic plastic guitars 

were made for Guitar Hero and similar music games 

duplicating the arcade games.  

 

It is clear that Nintendo revolutionized the game console 

market with the launch of the Nintendo Wii, which has 

sold a volume of approximately 70 million. Wii's hand-

held game controller embeds a 3-axis accelerometer and 

IR sensor to measure motion, using an infra-red light 

reference to calibrate the motion relative to a fixed 

source. With the Nintendo Wii, physical game interaction 

has positioned itself as a very important part of a large 

part of gaming. 

 

In parallel to this development for home use of physical 

game interfaces, there has been a development of 

physical game interfaces for fitness and health, also 

known as exergames (exercise games). Numerous 

exergames are developed. The different kinds of sensory 

exercise bikes with interface to screen based games is a 

simple example (e.g. [3]), and numerous other physical 

exercise interfaces were developed for screen based 

games, e.g. Trazer and Dance Dance Revolution for 

health and fitness purposes. Also, Wii Fit was developed 

as a physical exergame interface to screen based games. 

However, many exergames are also developed to be 

stand alone physical games without graphical game 

interfaces on a screen, in order to facilitate the set-up and 

versatility of use. These physical exergame products 

include LightSpace, tWall, skywall, DigiWall, 

sportstrainer, Makoto, etc. In these cases, the set-up is 

fixed for the user. In contrast, as an exergame, Modular 

Robotic Tiles provide the opportunity to have a flexible 

set-up which can easily be set up by any user within a 

minute [4, 5].    

 

Another category of physical game interfaces are 

technology enhanced playgrounds such as the Smart-Us 

from Lappset, and the ICON from KOMPAN. In these 

cases, playgrounds are enhanced with sensors, typically 

touch sensors, and the playgrounds will react dependent 

on the children’s physical movements on the playground. 

Smart-Us is mainly screen based, so that the feedback on 

the physical interaction happens graphically on a screen, 

whereas ICON avoids the screen and provides sound and 

colored light feedback from items placed on the 

traditional playground equipment itself. 

 

Also, physical user interfaces have been developed for 

mobile games. For instance Bleecker and Brinson [6] 

used a tablet PC and 3–axis orientation sensor to allow 

the players to observe the entire game scene by 

physically moving their bodies in a full 360 degree circle. 

Other handheld consoles with tilt sensors such as i-Phone 

and Nintendo Game Boy Advance are used for physical 

interactions to control screen based games (on the small 

handheld console screen). Further, augmented reality 

games, such as augmenting traditional toys with RFID 

tags (e.g. by Miglino et al. and numerous products on the 

market), may allow the toy object to react dependent on 

where the player physically move it (on top of RFID tag 

readers).  

 

Other mobile games with physical body interaction 

include location based games, both on a small scale 

indoor with tracking systems using IR, cameras, etc., and 

on a larger scale outdoor using GPS and mobile phone 

signals. Outdoor location based games often demand the 

players to move around physically, e.g. in the city space, 

while having mobile phones or other handheld devices 

with small screens tracked through GPS signals. An 

example of a contextualized location based game, 

Visions of Sara, is developed by Ejsing-Duun and 

DJEEO [7]. The indoor systems are often bulky and 

demand the set-up of an infrastructure, careful 

calibration, etc. For instance, this is often the case when 

using camera-projector systems (e.g. [8]), though the 

camera-projector systems can provide for interesting 

physical interaction and displays such as the systems 

from Snibbe Interactive (e.g. exhibited at MoMa). A 

number of projects have made set-ups to track 3D 

gestures, and for instance Payne et. al. [9] tested how 3D 

gestures affect usability and "fun" for screen based game 

user interfaces. 

 

The physical game interfaces may also provide social 

interaction over distance, where users interact physically 

at one location to manipulate signals (the game) at 

another location. For instance, Mueller et al. showed how 

physical ball game activities were transferred over 

distance to a user at another location as overlayed video 

conferencing [10]. Such haptic interfaces for social 

interaction over distance can take many forms. For 

instance, in 2001, the New York Hall of Science arranged 

a tug-of-war between two teams of children 13 miles 

apart from each. 

 

When designing for a playful human physical interaction, 

it is of course important to consider what category of 

physical interaction is intended. For instance, some 

physical game interfaces may not withstand strong 

physical actions, whereas others may be designed for 
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forceful, strong interactions with the body, such as 

required in many sports activities [11]. As a guideline for 

the design of interactive device(s), it is important to 

design the interactive device(s) with the physical activity 

and use in mind.  

 

 

MRW Definition and Characteristics 

 

Modular Robotic Wearable (MRW) was defined [1] as a 

robotic system composed of interactive robotic modules 

which are worn on the body.  

 

• By wearable we intend that the system has to be 

worn on the body and interact with the body as part 

of the surrounding environment of the system.  

• By a robotic module we intend an entity with a 

physical expression which is able to process and 

communicate with its surroundings. The 

communication can be directed towards 

neighbouring modules and/or via sensory input and 

actuation output to the surroundings (i.e. interactive 

robotic modules). A modular robotic system is 

constructed from many such robotic modules.  

 

Modular Robotic Wearable combines the wearable with 

the modular robotics and exploits the intersection of this 

combination. This, in combination with the design 

guidelines for modular playware [12], provides an 

opportunity to obtain a flexible wearable processing 

system, where input/output modules (robotic modules) 

are freely interchangeable and freely can be positioned on 

the body suit in accordance with the task at hand. As with 

any modular robotic system, the design of the individual 

module is crucial for the performance of the modular 

robotic wearable. Design issues include attachment 

mechanism, communication method, size, form, material, 

and energy as well as the definition of processing, input 

and output capabilities. An example of MRW is 

presented with the Fatherboard (Fig. 1) [1, 13]. 

 

MRW advantages can be summarized as: 

− lightweight, small physical device size; 

− lightweight operating system which demands 

fewer resources; 

− good battery life; 

− near instant on/off; 

− modular, both in configuration and run time use; 

− distributed, so components can be worn all over 

the body for greater comfort; 

− customizable; 

− cable free, where possible 

 

MRW aims to be a set of networked intelligent modules 

for the body-state, motion and feeling capture, in virtual 

and real realities. For example the enhancement powered 

by affect sensitive action/feeling can be easily applied to 

software like chats, e-games, iPhone, and etc. in order to 

reinforce and intensify own feelings, and reproduce and 

simulate the emotions felt by the partner (either virtual or 

real) during wired or wireless communication. Such an 

implemented system can considerably enhance 

emotionally immersive experience providing feelings of 

co-presence and intensifies our emotions through the 

senses.  This is both for basic and complex emotion.  

 

We are now experimenting with textile bands, and 

considering the use of different tools which might be 

applied to special body parts like fingers, eyes, etc. (see 

[1,13] for details). This is because we believe that e.g. a 

field like personalized long-term healthcare monitoring 

will become fundamental to improve medicine's 

capabilities for diagnosing and correctly treating diseases 

at an early stage, therefore the production of wearable 

wireless sensor networks for health monitoring such as 

those provided by the MRW system might be essential.  

 

Indeed, a crucial role might be played by textile-based 

electronic sensors, especially if for monitoring and 

measuring healthcare parameters. These include ECG 

active electrodes; capacitance sensors for respiration 

monitoring; modular wireless sensor node system into 

several health monitoring clothing applications.  

 

 
 

Figure 1. The Fatherboard – one of our first examples of a 

Modular Robotic Wearable (MRW), see [1, 13]. 
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Interfacing MRW to games and play 
 

Studying MRW may provide a fundamental 

understanding of how humans and autonomous machine 

agents can operate efficiently as teams to accomplish 

mission objectives and share in tasks in a way that the 

differing abilities of the humans and machines are used to 

best advantage. This sharing and interactions can happen 

with immersive 3D VR techniques, games, etc. on one 

side, and reactive physical material on the other side, e.g. 

augmented reality object (RFID) and special robots / 

automated machines that perform complex tasks with 

certain impact. In both cases, we can study the interaction 

as a play scenario. 

 

For such studies, we can utilise one of the major 

advantages of MRW systems, namely the possibility to 

interface it with existing commercial devices like games 

and other products. When doing so, we must consider 

that a MWR device is both multifaceted and multi-modal, 

since it might serve a software with almost any kind of 

information coming from almost any part of the body. 

Being multi-connected to electronic artefacts means, 

besides controlling a large part of the physical-to-virtual 

representation of the body, to speed the dialog with any 

software and to, eventually, open to unconscious 

reactions.  Thus enhancing the interfacing to a much 

higher level of human-machine interrelation and pushing 

the game to a much higher emotional level.        

 

Once certain MRW modules are worn, they transform the 

user into a “physical agent” in the world, as well as a 

physical agent between other physical agents. Therefore, 

with MRW we can hypothesize any behavior based (e.g. 

flocking) or ambient related (i.e. physical parameter 

chasing) game. 

 

MRW modules are realized in such a way that they can 

interact via wireless connection with both a specific 

hardware (e.g., Bluetooth, XBee) or amongst each other 

(e.g. Xbee). In this way, modules positioned on 

strategical places of the body, say the hands, the feet, the 

heart, and so on can communicate their acceleration, 3D 

position and state to virtual/real companion/adversary 

both in software and real games extending the physical 

capabilities of the players. One interesting point of such a 

tool is that the modules, being in most cases plug-and-

play and easily applicable can be replaced and substituted 

quickly or, vice-versa, can be switched from one player's 

costume to another player’s costume, right away. This 

may increase the game(s) dynamic and favor the 

exchange of roles amongst players. In this sense, such 

modules can provide the player with an immediate 

feedback (e.g. through lights, vibrations and sounds) 

enhancing the personal experience to a personal and 

'believable' level. 

  

Further, since some modules are built in order to perceive 

and measure ambient circumstances and parameters (i.e. 

proximity, distance, temperature, humidity, light, etc.) 

they enlarge considerably the feeling of the player of 

being immerse into the world, and the idea of using the 

physical world as part of the game. Hence, such modules 

might result very significant when trying to conceive 

immersion and engagement in games and tend to arise 

the feeling of location-dependent actions/reaction. Being 

lightweight and wearable, MRW based games might 

easily be played everywhere – especially when not 

incorporating external devices.  

 

Finally, some of the modules, e.g. for the Fatherboard 

(see Fig. 1 and [1, 13] for details), were conceived for 

aesthetic purposes (i.e. lights, sounds, etc.) and were 

thought as for being activated either by the host agent 

(i.e. the player wearing the specific module) and the 

client agent (i.e. the other player/s). Such a conception, 

besides increasing the elegance of the game and the 

aesthetic of interaction power of “seduction” of the 

games, sometimes raise them to a “magic” level -- it is 

the “magic” makes the difference when differentiating 

games and beautiful games. Despite of that, of course, 

such aesthetics-modules besides being for the “fantasy” 

might still be realistic and functional with the MRW 

approach. 
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The predicate ‘L’ is such a seven-place predicate that 
is given by expression (1). 

 
L(ω1, ω2, ω3, ω4, ω5, ω6, ω7) (1) 

Expression (1) is a well-formed formula (i.e. wff) 
called ‘Atomic locus formula’ if and only if the 
conditions below are satisfied. A well-formed formula 
consisting of atomic formulas and logical connectives is 
called simply ‘Locus formula’. 

(a) ω1 is a matter term (variable or constant) 
(b) ω2 is a matter term 
(c) ω3 is a value or a matter term 
(d) ω4 is a value or a matter term 
(e) ω5 is an attribute term 
(f) ω6 is a pattern term 
(g) ω7 is a standard (or matter) term 

2. Semantics of Lmd 
The domain-specific ity in the syntax and semantics 

of Lmd is exclusively related to atomic locus formulas 
and the essential part of its semantics is subject to their 
interpretation controlled by the family of domain-
specific constants, namely, Attributes, Values, Patterns 
and Standards intended to correspond well with natural 
or artificial sensory systems. 

So far, about 50 attributes (e.g. Color, Volume, 
Taste) related to the physical world have been extracted 
exclusively from Japanese and English words. The 
values for each attribute (e.g. Red, Small, Sour) are to 
be arranged so as to form a structure “Attribute Space”, 
so called. 

Correspondingly, six categories of standards (i.e. 
Rigid, Species, Proportional, Individual, Purposive and 
Declarative Standards) have been found that are 
assumed necessary for representing values of each 
attribute. In general, the attribute values represented by 
words (e.g. Dark, Large, Bitter) are relative to certain 
standards. These standards are to be utilized exclusively 
for coping with vagueness and controlling granularity of 
attribute values.  

As for the pattern term, two constants have been 
hypothetically provided, that is, Gt (i.e. Temporal event) 
and Gs (Spatial event) indicating temporal and spatial 
change in an attribute, respectively. 

III. DEFINED CONSTANTS 

1. Tempological connective and Empty event 
The deductive system employs ‘tempo-logical 

connectives (TLCs)’ with which to represent both 
temporal and logical relations between two loci over 
certain time -intervals. The definition of a tempo-logical 
connective Ci is given by D1, where τi, χ and C refer to 
one of purely  temporal relations indexed by an integer 
‘i’, a locus, and an ordinary binary logical connective 
such as the conjunction ‘∧’, respectively. The suffix ‘i’ 
(-6≤ i  ≤6) indicate 13 types of 1-D topological relation 
(i.e. 0: EQUALS; +1: MEETS; -1: MET-BY; +2: STARTS; -2: 
STARTED-BY; +3: DURING; -3: CONTAINS; +4: FINISHES; -

4: FINISHED-BY; +5: BEFORE; -5: AFTER; +6: OVERLAPS; 
-6: OVERLAPPED-BY [5]). The TLCs used most 
frequently are ‘SAND (∧0)’ and ‘CAND (∧1)’, standing 
for ‘Simultaneous AND’ and ‘Consecutive AND’ and 
conventionally symbolized as ‘Π’ and ‘•’, respectively. 

In order for explicit indication of absolute time 
elapsing, ‘Empty Event’ denoted by ‘ε’ is introduced as 
D2 with the attribute ‘Time Point (A34)’ and the 
Standard of absolute time ‘KTa’, where R and ∆  denote 
the total sets of real numbers and absolute time intervals , 
respectively. (Usually people can know only a certain  
relative time point by a clock that is seldom exact and 
that is to be denoted by another Standard in the Lmd.) 
According to this scheme, the suppressed absolute time-
interval [ta, tb] of a locus χ can be indicated as (2). 

 
D2. 
 

ε([ti,tj])⇔(∃x,y,g)L(x,y, ti,tj,A34,g,KTa) 
where  
[ti,tj]∈∆={[t1, t2] | t1<t2 (t1, t2∈R)} 

 
χΠε([ta,tb]) 

 
(2) 

2. Mental Operations 
People can transform their mental images in several 

ways such as mental rotation [6].  Here are introduced 
two kinds of such mental operations, namely, 
‘reversing’ and ‘duplicating’.  

For example, people can easily imagine the reversal 
of an event just like ‘rise’ versus ‘sink’. This mental 
operation is here denoted as a meta-function ‘R’ and 
recursively defined as D3, where χi stands for a 
perceptual locus. The reversed values pR and qR depend 
on the properties of the attribute values p and q. 

 
D3. (χ1•χ2)R⇔χ2

R•χ1
R 

(χ1Πχ2)R ⇔ χ1
R Πχ2

R 
LR(x,y,p,q,a,g,k) ⇔ L(x,y,qR,pR,a,g,k) 

For another example, people can easily imagine the 
repetition of an event just like ‘visit twice’ versus ‘visit 
once’. This operation is also a meta-function recursively 
defined as D4, where ‘n’ is an integer representing the 
frequency of a locus formula χ. 

 
D4. χn ⇔ χ            (n=1) 

χn ⇔ χ•χn-1    (n>1) 

3. Natural Concepts 
All the natural concepts of physical or metaphysical 

matters and their relations are to be defined in 
association with specific  loci in specific attribute spaces 
formalized by the four types of individual constant 
stated above. These concepts can be introduced as non-
logical constants, namely, predicate constants (e.g. carry, 
snow) or matter constants (e.g. Tokyo, Tom) and 
defined in context of locus formulas as follows. 

D1.  χ1 Ci χ2 ⇔ (χ1 C χ2) ∧  τi(χ1, χ2) 
where 
τ-i(χ2, χ1) ≡ τi(χ1, χ2) 
(∀i∈{0,±1,±2,±3,±4,±5, ±6}) 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 35



The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 36



 

 

L(…,ωi,_,ωj,…)⇔(∃ω)L(…,ωi,ω,ωj,…) (12) 
χ*⇔(∀[p,q]) χ Π ε([p,q]) (13) 

L(…,ωi,φ,ωj,…)⇔~(∃p)L(…,ωi,p,ωj,…) (14) 
As easily understood, matter concepts include 

miscellaneous spatiotemporal relations (i.e. events) among 
matters usually referred by verbs, prepositions or so. 
Therefore, a matter concept is usually much more complicated 
than an event concept in definition. By the way, a noun 
originated or derived from a verb is to be conceptualized so as 
to include the verb concept. For example, the concept of 
‘conveyance’ is to be introduced as (15). 

 
(λz)conveyance(z) 

⇔(λz)conveyance+(z)∧conveyance ++(z) 
(λz) conveyance +(z) 

⇔(λz)L*(φ,z,φ,φ,A32,Gt,φ)∧% 
(λz)conveyance++(z)⇔(λz)(∃x,y) 

L(_,{x,y},z,z,A01,Gt,_)Πconvey(x,y) 

 
 
 
 
 

(15) 

It is well known that people perceive more than 
reality, for example, ‘Gestalt’ so called in psychology. 
A psychological matter here is not a real matter but a 
product of human mental functions, including Gestalt 
and abstract matters such as ‘society’, ‘information’, etc. 
in a broad sense. 

For example, Fig.2 concerns the perception of the 
formation of multiple objects, where FAO (Focus of 
Attention of Observer) runs along an imaginary object 
so called ‘Imaginary Space Region (ISR)’. This spatial 
event can be verbalized as S3 using the preposition 
‘between’ and formulated as (16) or (17), corresponding 
also to such concepts as ‘row’, ‘line-up’, etc. Employing 
ISRs and the 9-intersection model [7] all the topological 
relations between two objects can be formulated in such 
expressions as (18) or (19) for S4, and (20) for S5, 
where ‘In’, ‘Cont’ and ‘Dis’ are the values ‘inside’, 
‘contains’ and ‘disjoint’ of the attribute ‘Topology 
(A44)’ with the standard ‘9-intersection model (K9IM)’, 
respectively. Practically, these topological values are 
given as 3×3 matrices with each element equal to 0 or 1 
and therefore, for example, ‘In’ and ‘Cont’ are 
transpositional matrices each other. 

 
(S3) The square is between the triangle and the circle. 
 

(∃x1,x2,x3,y,p,q)(L(_,y,x1,x2,A12,Gs,_)Π 
L(_,y,p,p,A13,Gs,_))•(L(_,y,x2,x3,A12,Gs,_)Π 
L(_,y,q,q,A13,Gs,_))∧ISR(y)∧p=q ∧triangle(
x1)∧square(x2)∧circle(x3) 
 

 
 
 

(16) 

(∃x1,x2,x3,y,p)(L(_,y,x1,x2,A12,Gs,_)• 
L(_,y,x2,x3,A12,Gs,_))ΠL(_,y,p,p,A13,Gs,_)∧  
ISR(y)∧ triangle(x1)∧square(x2) ∧circle(x3) 
 

 
 

(17) 

(S4) Tom is in the room. 
 

(∃x,y)L(Tom,x,y,Tom,A12,Gs,_)Π 
L(Tom,x,In,In,A44,Gt,K9IM) 
 ∧ISR(x) ∧room(y) 

 
 

(18) 

 
(∃x,y)L(Tom,x,Tom,y,A12,Gs,_)Π 

L(Tom,x,Cont,Cont,A44,Gt,K9IM) 
 ∧ISR(x) ∧room(y) 

 

 
 

(19) 

(S5) Tom exits the room. 
 

(∃x,y,p,q)L(Tom,Tom,p,q,A12,Gt,_)Π 
L(Tom,x,y,Tom,A12,Gs,_)Π 
L(Tom,x,In,Dis,A44,Gt,K9IM)∧ISR(x)∧  
room(y) ∧p≠q 

 
 
 

(20) 
 

 
 

Fig.2. Row as spatial event. 

IV. CONCLUSION 

The fundamentals of the formal system were 
presented based on MIDST. The expressive power of 
the formal language Lmd was demonstrated with 
linguis tic or pictorial manifestations throughout this 
paper. Its most remarkable point in comparison with 
other KRLs resides in that it can provide natural 
concepts such as carry, snow, etc. with precise semantic 
definitions that are normalized by atomic locus formulas 
and visualized as loci in attribute spaces in both 
temporal and spatial extents (i.e. temporal and spatial 
events), which leads to good computability and intuitive 
readability of Lmd expressions. 

To be continued to another paper of ours [8] for this 
session. 
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 (a)   (b) 
Fig.1. Arbitrariness in locus articulation due to standards: 

Standard k1 (a) is finer than k2 (b). 

2. Perception of Time 
A perceptual locus can be formulated with atomic 

locus formulas and temporal conjunctions such as 
SAND (∧0 or Π) and CAND (∧1 o r •). This is not 
necessarily the case for a conceptual locus 
corresponding to such a generalized mental image or 
knowledge piece. For example, people usually interpret 
the construction ‘B happens before A happens’ as a 
general causality, namely, as ‘If A  happens, B happens 
in advance’. Whereas this should be formulated with 
logical connectives other than conjunctions also 
involved, D1  [1] is exclusively for perceptual loci so far 
as it is  because there is  no interpreting a negated locus 
formula as a locus with a unique time-interval 
necessary to determine a unique temporal relation τi. 

Considering such a definition as ‘A⊃B ⇔ ~A∨B 
(.≡.~(A∧~B))’ in standard logic, it is not unnatural to 
assume the identity of a locus formula with its negative 
in absolute time -interval, that is, negation-freeness of 
absolute time passing under a locus referred to by its 
suppressed absolute time -interval. Therefore, in order to 
make D1 valid also for conceptual loci, we introduce a 
meta-function δ defined by D5  and its related postulates 
P7 and P8 as follows, where δ is to extract the 
suppressed absolute interval of a locus formula χ. 

 
D5. δ(χ)=[ta,tb](∈∆) 

where χΠε([ta,tb]). 
 

P7. δ(~α)=δ(α) 
where α is an atomic locus formula. 
 

P8. δ(χ)=[tmin, tmax] 
where tmin and tmax  are respectively the 

minimum and the maximum time -point 
included in the absolute time-intervals of the 
atomic locus formulas, either positive or 
negative, within χ. 
 

These postulates lead to T1 (Theorem of absoluteness 
of time passing (or negation-freeness of absolute time 
passing)) below. This theorem can read that absolute 
time passes during an objective event whether it may be 
perceived subjectively as χ or as ~χ. 
 

T1. δ(~χ)=δ(χ) 
 

 (Proof) 

According to P5 and P6, the time -interval of 
each atomic locus formula involved in χ is 
negation-free and therefore so is for [tmin, tmax ] of 
δ(χ).  [Q.E.D.] 
 
The counterpart of the contrapositive in standard 

logic (i.e. A⊃B.≡.~B⊃~A) is given as T2  (Tempo-
logical Contrapositive) whose rough proof is as follows 
immediately below, where the left hand of ‘:’ refers to 
the theses (e.g., PL is a subset of those in pure predicate 
logic) employed at the process indicated by the 
conventional meta-symbol ‘→’ or ‘↔’ for entailment 
(left-to-right or bi-directional). 

 
T2. χ1⊃iχ2.≡.~χ2⊃-i~χ1 

 
(Proof) 

D1: χ1⊃iχ2 ↔ (χ1⊃χ2)∧τi(χ1,χ2)  
    PL:      ↔ (~χ2⊃~χ1)∧τi(χ1,χ2) 
    T1:      ↔ (~χ2⊃~χ1)∧τi(~χ1,~χ2) 
    D1:      ↔ (~χ2⊃~χ1)∧τ-i(~χ2,~χ1) 
    D1:      ↔ ~χ2 ⊃-i ~χ1            [Q.E.D.] 
 
Therefore, S1 and S2 are proved to be paraphrases 

each other by employing T2 while S3 and S4 are proved 
so by the definition of tempological conjunctions (i.e. 
∧i). 

(S1) It gets cloudy before it rains.  
=If it rains, it gets cloudy in advance. 
(≡Raining⊃-5 Getting_Cloudy) 

(S2) It does not rain after it does not get cloudy. 
       =Unless it gets cloudy, it does not rain later. 
        (≡~Getting_Cloudy ⊃5 ~Raining) 

(S3) It got cloudy before it rained. 
(≡Raining∧-5Getting_Cloudy) 

(S4) It rained after it got cloudy. 
(≡Getting_Cloudy∧5Raining) 

3. Reversibility of Spatial Event 
As already mentioned in [1], all loci in attribute 

spaces are assumed to correspond one to one with 
movements or, more generally, temporal events of the 
FAO. Therefore, the Lmd  expression of an event is 
compared to a movie film recorded through a floating 
camera because it is necessarily grounded in FAO’s 
movement over the event. And this is why S5and S6 can 
refer to the same scene in spite of their appearances , 
where what ‘sinks’ or ‘rises’ is the FAO as illustrated in 
Fig.2 and whose conceptual descriptions are given as 
(1) and (2), respectively, where ‘A13’, ‘↑’ and ‘↓’ refer 
to the attribute ‘Direction’ and its values ‘upward’ and 
‘downward’, respectively. 

(S5) The path sinks to the brook. 
(S6) The path rises from the brook. 

 

(∃y,z,p)L(_,y,p,z,A12,Gs,_)Π 
L(_,y,↓,↓,A13,Gs,_)∧path(y)∧brook(z)∧z≠p 

 

 
(1) 

(∃y,z,p)L(_,y,z,p,A12,Gs,_)Π 
L(_,y,↑,↑,A13,Gs,_)∧path(y)∧brook(z)∧  z≠p 

 
(2) 
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This part is the pattern common to both the Cps to be 
unified. This is called ‘Unification Handle (Uh)’ and 
when missing, the Cps are to be combined simply with 
‘∧’. Therefore the sentences S9, S10 and S11 are 
interpreted as (9), (10) and (11), respectively. The 
underlined parts of these formulas are the results of 
PAT operations. The expression (12) is the Cp of the 
adjective ‘long’ implying ‘there is some value greater 
than some standard of ‘Length (A02)’ which is often 
simplified as (12’). 

 
(S9) The train runs through the tunnel. 

(∃x,y,p1,z,p3,k,p4,k0)(L(x,y,p1,z,A12,Gt,k)• 
L(x,y,z,p3,A12,Gt,k))ΠL(x,y,p4,p4,A13,Gt,k0) 

 ∧p1≠z ∧z≠p3∧ train(y) ∧ tunnel(z) 

 
 

(9) 
 
 (S10) The path runs through the forest. 

(∃x,y,p1,z,p3,k,p4,k0)(L(x,y,p1,z,A12,Gs,k)• 
L(x,y,z,p3,A12,Gs,k))ΠL(x,y,p4,p4,A13,Gs,k0) 

∧p1≠z ∧z≠p3 ∧path(y) ∧forest(z) 

 
 

(10) 
 
(S11) The path through the forest is long. 

(∃x,y,p1,z,p3,x1,k,q,k1,p4,k0) 
(L(x,y,p1,z,A12,Gs,k)•L(x,y,z,p3,A12,Gs,k)) 

ΠL(x,y,p4,p4,A13,Gs,k0) ∧L(x1,y,q,q,A02,Gt,k1) 
∧p1≠z ∧z≠p3 ∧  q>k1 ∧path(y) ∧forest(z) 

 
 
 

(11) 
(∃x1,y1,q,k1)L(x1,y1,q,q,A02,Gt,k1)∧q>k1 (12) 
(∃x1,y1,k1)L(x1,y1,Long,Long,A02,Gt,k1) (12’) 

 
For simplicity, we have recently employed such a 

format for text meaning representation as shown in 
Table 1, so called, ‘Discourse Image Tree (DIT)’. This 
table represents the meaning of S12 where all the 
formulas are expressed in Polish notation. In general, 
the leaves of a DIT consist of atomic locus formulas, 
labeled as  ‘Ln’, and connectives such as CANDs and 
SANDs. Table 2 shows the DIT for S13. 

 
Table 1*. Discourse Image Tree of S12 

 

 

 

 

 

 

 

 

 
 

 

 

* P1=(∃x,y,k)L(x,y,Tokyo,Osaka,A12,Gs,k)∧road(y) 
P2=(∃x,k1)L(x,P1,west,west,A13,Gs,k1) 
 
 

 

 

 

 

 

 

 

 

 

 
 
 
A DIT can realize hierarchical representation and 

computation of text meaning consisting of five levels of 
image: 1) Locus level image, 2) Phrase level image, 3) 
Clause level image, 4) Sentence level image and 5) 
Discourse level image and thereby can cope with 
higher-order meaning representation as shown just 
below Table 1. 

(S12) The road runs west from Tokyo to Osaka. It is 
very long. 

(S13) Tom carries the red book very fast to Osaka 
after he reaches Tokyo. Then, where is the 
book?  

IV. CONCLUSION 

Most of computations on Lmd are simply for unifying 
(or identifying) atomic loci and for evaluating 
arithmetic expressions such as ‘p=q’, and therefore we 
believe that our formalism can reduce the computational 
complexities of the traditional ones when applied to the 
same kinds of problems described here. Moreover, 
recent employment of DITs has enabled us to program 
in procedural languages and thereby remarkably 
reduced computational complexity for Lmd expressions 
while the earlier version of IMAGES -M was 
programmed in PROLOG and therefore inefficient in 
computation. This advantage of ours comes from the 
meaning representation scheme normalized by atomic 
locus formulas, which has come to facilitate higher-
order representation and computation as shown in 
Tables 1 and 2. 

Our future work will include further elaboration of 
the deductive system, improvement of DIT processing 
algorithms and establishment of learning facilities for 
automatic acquisition of word concepts from sensory 
data and more powerful interfaces for human-system 
communication by natural language under real 
environments. 
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Table2. Discourse Image Tree of S13 

D1=•S1S2 

S1=•C2C 1 S2=C3 

C 1=ΠΠP1P2P3 C 2=P4 C 3=P5 

P1=ΠΠL1L2 P2=L3 P3=L4 P4=L5 P5=L6 

L1 L2 L3 L4 L5 L6 

tom tom x1 x2 he x3 
tom book book P1 he book 
q1 q1 red very.fast  q2 ?q 
OSK OSK red very.fast  TKY ?q 
A12 A12 A32 A16 A12 A12 
Gt Gt Gt Gt Gt Gt 
k1 k1 k2 k3 k1 k1 
 

Discourse Image  D1=∧ S1S2 

Sentence Image  S1=C1 S2=C2 

Clause Image  C 1=ΠP1P2 C 2=P3 

Phrase Image  P1=L1 P2=L2 P3=L3 

Locus Image  L1 L2 L3 

Causer x x x1 
Attr_Carrier road P1 it  
IntVal Tokyo west very. long 
FinVal Osaka west very. long 
Attribute A12 A13 A02 
Event Type Gs Gs Gt 
Standard k k1 k2 
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Abstract: This paper describes a study on a humanoid robot that moves objects on the requests of its users. The robot 
understands commands in a multimodal language which combines spoken messages and two types of hand gestures. 
All of the ten novice users directed the robot using gestures when they were asked to spontaneously direct the robot to 
move objects after learning the language for a short period of time. The success rate of multimodal commands was over 
90 % and the users completed their tasks without trouble. They thought that gestures were more preferable than and as 
easy as verbal phrases to inform the robot action parameters such as direction, angle, step, width, and height. The 
results of the study show that the language is fairly easy for non-experts to learn and can be more effective for directing 
humanoids to move objects by sophisticating the language and our gesture detector. 
 
Keywords: humanoid, multimodal, command language speech, gesture  

 
 

I. INTRODUCTION 

In recent years, various humanoid robots have been 
developed for the purpose of realizing robots which 
work for humans in homes, offices, hospitals, etc. 
Humanoids have advantages for a multi-purpose robot 
which helps people. As they look like humans and their 
structures are similar to us, it is easier for us to 
communicate with them and for them to work in our 
environments. On the other hand, because they have at 
least 15 degrees of freedom, it is difficult to operate 
them with a conventional interface device. Thus, 
humanoids in the future need certain autonomy and a 
new kind of intuitive user interface. 

The authors have been developing a multimodal 
command language for home robot users which 
combines speech, gestures, body touches, and key press 
actions [1] and conducting studies on robots including 
humanoids [2] that can be directed in the language. The 
results of these studies show that the language can be 
useful for realizing cost-effective home-use robots for 
various purposes. This study focuses on combining 
speech and hand gestures in order to direct humanoids 
to move objects such as boxes and chairs. 

II. MULTIMODAL LANGUAGE 

The multimodal command language is based on the 
Japanese language and two types of hand gestures. It is 
a set of multimodal commands which consist of a 
spoken message and a hand gesture. The language is 

defined by a grammar for spoken messages and a set of 
gesture events, which enables Japanese speakers to 
command a humanoid in a fairly natural way to pick up 
and place objects such as boxes, take steps forward and 
backward, turn left and right, step aside, and push and 
pull chairs. Table 1 shows actions that can be 
commanded in the language. 

The grammar for spoken messages defines a set of 
spoken commands including words to specify an action. 
Thus, one can command a humanoid robot by giving a 
spoken command without a gesture in the language.  

A single hand waving gesture generates a gesture 
event containing three parameter values: direction, 
amplitude, and count values (see Table 2). Single hand 
gesture events substitute spoken phrases to convey 
action parameter values such as step, direction, and 
angle values in Table 1. For instance, a single hand 
movement to the right means “to the right” for action 
types sidestep, turn, and slide. Table 3 shows the 
mapping of the amplitude and count values of gesture 
events to the step and angle values of actions. 

A both hand gesture event occurs when a user moves 
the hands simultaneously up and down. It contains two 
parameter values, distance and count, and conveys 
action parameter values, width and height (Tables 1 and 
2). The distance value of a both hand gesture specifies 
the size of an object, small, medium (the distance 
between the shoulders of the robot itself), or large, to be 
picked up. The count of a both hand gesture conveys 
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one of four height values: the floor, the knees (of the 
robot), the table, and the hips. 

Table 4 shows how hand gestures substitute verbal 
phrases of spoken action commands and constitutes 
multimodal commands. As one may notice, multimodal 
commands include a word or phrase that specifies an 
action type and a gesture event for one or more action 
parameters. The commands can include verbal phrases 
for one or more action parameter values as well, which 
always override parameter values in gesture events.   

 
 Table 1. Actions to move objects 

 Parameters Examples
moveforward step mf_3steps

movebackward step mb_2steps

turn direction, 
angle 

turn_l_30deg
turn_r_much

sidestep direction, 
step 

sstep_r_2steps
sstep_l_short

pickup width, 
height 

pu_30cm_20cm
pu_small_table

place height place_table

    push/pull height 
step 

push_h_2steps
pull_l_3steps

     slide 
height 
step 

direction 
slide_h_3steps_r

 
Table 2. Gesture events 

 Parameters Examples

Single hand 
direction 
amplitude 

count

sh_l_long_3 
sh_r_short_2 

Both hand distance 
count

bh_me_4 
bh_short_2

 

Table 3. Mapping of amplitude and count 
amp.   count 1 2 3 
short one step 

15 deg. 4 steps 
60 deg. 

6 steps 
90 deg. long two steps 

30 deg. 
 

Table 4. Multimodal and spoken commands 
Spoken command Multimodal command

Take 3 steps! sh_l_long_1 + Walk!
Pick the medium-size   
object from the table! 

bh_medium_3 + 
Pick (that) up! 

Turn right by 15 degrees! sh_r_short_1 + Turn!
Place it on the floor! bh_short_1 + Place it!
Slide that left at the height 
of your hips by 4 steps! 

sh_l_short_2 + Slide it at
the height of your hips!

 

III. USER EVALUATION METHOD 

1. Simulated humanoid that moves objects 
We developed a 23-DOF simulated humanoid robot 

(Fig. 1) using a humanoid model on Webots [3] robot 
simulator. The robot can execute action commands of 
our multimodal language (Table 1) to move boxes and 
chairs in simulated environments.  

The humanoid can interpret multimodal commands 
using a multi-agent command understanding system [2] 
on top of OAA [4], which include an OpenCV based 
hand gesture detector using a web camera we developed 
by ourselves and a grammar based speech recognition 
system (Julius4.1.1) [5].  

 
 
 
 
 
 
 
 
Fig.1. Simulated humanoid that moves objects 

 

 

Fig.2. A page of the leaflet 
 

size/width

height

small

hipstable knees floor
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2. User evaluation 
Our humanoid robot was evaluated with ten students 

of Fukuoka Institute of Technology, who had never 
commanded our robot in the multimodal language.  

At the beginning of each user evaluation session, we 
explained the user how to command the humanoid by 
speech alone using a leaflet illustrating spoken and 
multimodal commands (Fig. 2) within five minutes. 
Then, we demonstrated how to use gestures in the 
language and gave the user time to practice and learn to 
use them. Finally, we took ten minutes to teach the user 
multimodal commands combining gestures and speech. 

After the demonstrations and practice, we gave the 
user the first task to estimate speech and gesture 
recognition rates and command success rates (Task1). 
The user read out 23 spoken commands printed in a 
sheet of paper, made 15 hand gestures as instructed, and 
gave 20 multimodal commands. The user had to use 
gestures given only spoken phrases specifying action 
parameter values in order to give the 20 multimodal 
commands. After this first task, the user was allowed to 
practice multimodal commands for ten minutes in order 
to learn to command the robot successfully without 
misrecognition and human errors. At this point, the user 
gave 13 spoken and 15 multimodal commands 
instructed in another sheet of paper in the same manner 
as Task1 (Task2). 

The third task given to the user was to achieve three 
goals commanding the robot in the language: 

1. Moving a medium-size box on a table down in a 
specified area on the floor 

2. Move a box down to the floor (without 
information about its size and height) 

3. Operate the robot following oral instructions 
The user was allowed to consult the leaflet. 
After Task3, the user was given the same task as 

Task1 to demonstrate how well commands and gestures 
by the user work. Finally, the user was asked how easy 
it was to specify action parameter values by speech and 
using hand gestures in 7 point scales from very difficult 
(1) to very easy (7). 

IV. RESULTS 

Tables 5-7 show speech recognition rates, gesture 
recognition rates, and command success rates, 
respectively, in each task. Gesture error rates for each 
action parameter in multimodal commands are shown in 
Table 8. The average ratings of the users about how easy 
to specify action parameters are shown in Table 9.  

Eight of the ten users answered that they preferred 
multimodal commands to spoken commands. In fact, all 
of the commands given in Task3 were multimodal 
commands including both a hand gesture and a spoken 
message. 

In Task3, all the users achieved each goal within 
three minutes. Six of them commanded the robot 
without consulting the leaflet. In total, 211 multimodal 
commands were given and there were two false alarms 
by the speech recognizer. Some single hand long 
gestures were misrecognized as the hand went out of the 
camera view. 

Table 5. Speech recognition rates 
Task1 Task2 Task3 Task4

Spoken 92.2 % 88.5 % - 96.9 %
Multimodal 97.5 % 98.7 % 96.7 % 99.0 %

 

Table 6. The Gesture recognition rates 
Task1 Task2 Task3 Task4

Gesture 95.2 % - - 98.0 %
Multimodal 93.0 % 98.0 % 93.4 % 99.0 %

 

Table 7. Command success rates 
Task1 Task2 Task3 Task4

Spoken 93.0 % 90.0 % - 97.4 %
Multimodal 92.0 % 96.7 % 90.1 % 98.0 %

 
Table 8. Gesture error rates for action parameters 

 Task1 Task2 Task3 Task4 
direction 0.0 % 0.0 % 4.4 % 0.0 %

angle 2.5 % 3.3 % 5.5 % 0.0 %
step 10.0 % 0.0 % 10.7 % 1.4 %

width 8.0 % 2.5 % 3.1 % 0.0 %
height 0.0 % 1.7 % 1.5 % 1.1 %

 
Table 9. Average user ratings (7 point scale) 

Speech Gesture
direction 6.3 6.5
angle 5.4 5.6
step 5.8 5.6
width 6.0 5.8
height 6.0 5.7

 

V. DISCUSSION 

The multimodal language can be effective for the 
purpose of commanding humanoids to move objects by 
sophisticating the language and our gesture detector. 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 44



First, novice users were able to achieve given goals in 
Task3 without troubles. Secondly, over 90 % of the 
multimodal commands were successful (Table 7) in 
spite of the fact that some gestures were misrecognized 
when the hand went out of sight. Besides, the success 
rate of multimodal commands in Task4 was about 98%, 
which is higher than the success rate of spoken 
commands in the same task. The results of Task4 show 
that a novice user can successfully direct humanoids to 
move objects by speech and using gestures within a 
short period of time. 

The speech recognition rates of multimodal 
commands are higher than the rates of spoken 
commands (Table 5) because most of spoken messages 
in multimodal commands include only a word or phrase 
to specify an action type. Novice users need a little 
practice commanding in the spoken language since 
some actions with two or three parameters are difficult 
even for Japanese speakers to command by speech 
alone. They also have to adapt to the speech recognizer, 
speak clearly, and use the microphone properly.  

The results in Table 6 show that novice users can 
successfully use the two types of gestures with some 
practice. The recognition rates in Task4 imply that the 
users were better and better at using gestures. Some 
gestures were unsuccessful in Task3 probably because 
the users had to concentrate on looking at the humanoid 
on the computer screen and sometimes they failed to 
move their hands properly. The users had to move their 
hands a lot due to the limitations of our gesture detector. 
A better gesture detector using a stereo vision which can 
precisely detect subtle movements would make the 
language easier to learn. 

Novice users need more experiences in order to 
successfully and quickly achieve goals in various 
situations as the success rate of multimodal commands 
in Task3 was lower than the rates of Task2 and Task4 
(Table7) due to the lower recognition rates (Tables 5 
and 6). In Task3, the users were not given printed words 
for action parameter values or action types; they had to 
find the right gestures for parameter values and the right 
words to inform the robot action types. In addition, 
some single hand gestures failed because the hand went 
out of the camera view. 

Tables 8 and 9 indicate that it was slightly more 
difficult to specify step and angle values using single 
hand gestures than to specify values of the other 
parameters. There are some possible reasons for this. 

First, the mapping in Table 3 was not very natural and 
required the users some effort to learn it. Second, the 
long gestures were physically difficult and not very 
natural because they had to move their hand 
horizontally about 50cm; in Task3, long gestures failed 
for this reason. Designing a better mapping and 
allowing shorter gestures may help users. Another 
solution is allowing users to cue the robot using a 
simple gesture whenever they want to stop it. 

VI. CONCLUSION 

This paper described the results of a study on a 
humanoid robot that can be directed by its users in a 
multimodal language to moves objects. Ten novice users 
successfully directed the robot in multimodal 
commands to achieve given goals. The success rate of 
multimodal commands was over 90 % and the users 
thought that gestures were more preferable than and as 
easy as verbal phrases to inform the robot action 
parameters to move objects. The results of the study 
show that the language can be easier for non-experts to 
learn and effective for directing humanoids. 
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Abstract: The technique of face authentication is needed which can be used also by cases , such as  make-up face or 
illumination change. The past technique based on 2-D color image showed low authentication rate, in the case of a 
photography environmental variation or makeup. We proposed a technique of face authentication based on 3-D face 
image. In order to solve the above problem, we used the 3D image measurement technique to acquire 3D fac
e image and used 3D face image to perform face recognition. In this paper, the 3-D face image measurements are 
explained. First, I explained the application to the direction detection of the 3-D face. after that. Finally, I explained 
the application to the 3-D face authentication for security or an access control. 
 
Keywords: 3-d shape measurement, range image, face detection, face authentication 

 
 

I. INTRODUCTION 

There is a variety of measurement techniques 
proposed so far. First, stereo vision technique, which is 
a method to calculate 3-D coordinates in accordance 
with the principle of the triangulation by way of taking 
a picture of the measurement object from plural 
directions with camera. But it is difficult for detection 
automation on the curved surface and the very confined 
edge on account of its necessity to detect the 
correspondence point from two or more images. 
Therefore, the method called pattern light projection [1] 
has been prevailing in the case of requirement to 
measure 3-D shapes in a high sensitivity. Aiming at the 
measurement object, the ability of decomposition 
should be improved for the addition of features actively 
by projecting the pattern light with some features from 
the projector. The method of Pattern projection has been 
classified fully into various techniques, depending on 
the variety of light. The space encoding pattern 
projection method [1] used stripes pattern of 
monochrome binary added a binary code to the 
measurement object with increasing the pitch of light 
and shade in time sequencing order. In a word, n bit of 
binary code are  allocated in each area of the 
measurement object by the stripes pattern projection as 
often as n times. However, it is beyond handling 
dynamic scene for the time problem and the increase of 
times of pattern projection so as to do a high 
decomposition. The density inclination pattern 
projection method and the color pattern projection 
method are used multilevel intensity-modulated 

projection pattern [2]. Owing to the color distribution 
and reflectivity on the surface of the target object, a lot 
of projection angle information is obtained by single 
filming theoretically. The pattern feature after projection 
has been changed, which would result in the difficulty 
about the detection of steady projection angle 
information, and finally its reliability can't be secured. 

We proposed the practicable 3-D image 
measurement system based on optimal intensity-
modulation projection technique [3]. It is used as a 
technique for stabilizing multilevel intensity-modulated 
projection pattern stripes and extracting them. Stripes 
detection accuracy can be improved by optimally 
combining the order of stripes strength of the projected 
pattern with the strength difference between stripes to 
the maximum. Thus, for the measurement object that is 
hard to keep motionless, like human being, it is possible 
to attain a high-speed, highly accurate measurement by 
using 3-D image measurement system proposed here. In 
this text, I aimed to demonstrate the application 
example applied to the probable, man-machine interface 
and the security field because of its usage of practicable 
3-D image measurement system. 
 

II. 3-D SHAPE MEASUREMENT 

A method of triangulation was the radical principle 
of 3-D image measurement based on the pattern light 
projection. The pattern light was projected from the 
projector to the measurement object, and it took a 
picture of the appearance from a different angle with the 
camera. Do as formula 1 to calculate the depth distance 
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of measurement point from projection angle of pattern 
stripes and stripe coordinate on the observation image. 

 
βα tantan +

b
z＝                 (1) 

Here, z was a depth distance of the measurement 
point; b was a base length (the distance between source 
of light and the center of lens of camera ); a was stripes 
projection angle; ß was an observation angle degree; b 
was known among these; ß was computable by stripes 
coordinates on the observation image. 

When the strength modulation pattern light was used 
as shown in Fig 1, stripes projection angle could be 
calculated by a single piece of picture theoretically. 
However, influenced by the surface color of the 
measurement object and reflection, the intensity value 
of the projection stripes in the observation image 
changed and the correspondence to the projection angle 
collapsed. There was an optimum strength combination 
pattern light projection method to solve such a problem. 
It was a technique to optimize projection pattern and to 
seek for regulation of variations in intensity at a 
maximum about intensity difference of projection 
between adjacent stripes.  

In a set of stripes addresses { }N,,2,1 Κ , when the 
intensity order of the address { }Npi ,,2,1 Κ∈ , the 
projection light intensity of the stripes strength order 
was defined as the following magnitude correlations. 

 maxmin 21
IIIII

Nppp ≤≤≤≤≤ Λ       (2) 

Here, ipI is  the projection light intensity of stripe 
address, minI  and maxI are minimum value and 
maximum value of the projection light intensity 
respectively. The function was defined when the 
projection light intensity difference of the stripes 
strength distribution combination ( )NIII Κ,, 21 was at 
the maximum, evaluation function ( )NIIId Κ,, 21  was 
also at the maximum. 

 ( ) ∑ ∑
+= =

−−=
N

Mi

M

j
jiijN IIkIIId

1 1
21 ,, Κ     (3) 

Here, kj was a weight factor.  M was width of the 
filter on which evaluation function has been set . As the 
relation of formula 2, when ( )NIIId Κ,, 21  was at the 
maximum, ( )Npppd Κ,, 21  amounted to the same 
thing. Thus, it can be said that ( )Npppd Κ,, 21  seek 
combination   ( )Nppp Κ,, 21  at the maximum as its 
optimum combination. Projection pattern shown in Fig 
2 was replaced by the stripes order of projection pattern 
in Fig 1.  We knew that the strength difference between 
adjacent stripes has been increasing as graph. As a result, 
stripes projection angle should be computable 
accurately as long as the strength change rule was 
maintained even if the error margin was included in the 
detection of stripes projection light intensity. 

 

III. APPLICATIONS 

1. Face Detection 

Face detection is to detect the direction that human 
is facing. As the computer can automatically do face 
detection, it can be used to find out something deserved 
to be paid attention to and to be under watch without 
looking the other way during travels . Man's face does 
movement by rotating from top to bottom of the neck 
right and left. Therefore, to understand the direction of 
the face accurately, 3-D information on the face is 
needed. This time, 3-D image of the face can be 
acquired by using 3-D shape measurement proposes it. 
2-D color information and 3-D shape information are 
included in 3-D image. First of all, we extracted the face 
organs such as both eyes and noses by using 2-D color 
information, and then calculated the inclination angle in 
the frontal direction by using 3-D position relation of 
the face organs. 
 

Fig.2. Optimal intensity modulated pattern Fig.1. Intensity modulated pattern 
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Fig.3. 3D-shape measurement result  

(a) Color image (b) Range image (c) 3DCG 

2. Face Authentication 

2-D image was to take a picture of the object with 
the digital camera  and record information on the shade, 
brightness, and vividness, etc. While 3-D image 
recorded information on a three-dimensional size, 
position, and shape what the object originally has, 
which was useful for the depth change and the curved 
surface inspection. That was difficult  for 2-D image to 
analyze.  

Face recognition used traditional 2-D image made it 
easy to come about misidentification as a result of 
influences like face position, expression, make-up, and 
lighting environment, etc. For the factors stated above, 
it can be expected that robust recognition should be 
practicable by using 3-D face image. Now, 3-D face 
image can be acquired by using 3-D image 
measurement system proposed here. It corresponded to 
the variation of face by generating the distance image 
vector from face on all sides by way of 3-D image and 
studying each person’s range image through subspace 
method [4]. 

The range image sample for study was showed in 
the sets of the image vector.  Here, m was a product of 
width and the height of the range image, n  was the 
number of range image samples. 

When L was projected to the partial space, the basis 
vector in which the error of mean square was minimized 
was calculated by the KL conversion. As an unknown 
range image vector was projected to the partial space, if 
it were a same person, the projection vector length 
should grow. Therefore, certification should be done by 
requesting the projection vector length to a partial space 
as a degree of similarity with the registration character. 
 

IV. RESULTS AND DISCUSSION 

Various objects were measured by using 3-D image 
measurement systems which was used the optimal 
intensity-modulation projection technique. Fig 3(a) was 
a color image of the measurement object taken with 
camera. Fig 3(b) was a range image expressed by light 
and shade from the projector. It was clear that 3-D 
coordinates were calculated in each pixel. Fig 3(c) was 
an expression of 3-D shape of the object with 3DCG.  
From the outcome of experiment, we have known that 
the measurement concerning 3-D shape of the target 
object can be done in a high sensitivity from the 
counting system that mounted the optimal intensity-
modulation projection technique. Moreover, single-
projection could shorten the processing time and the 
measurement to the dynamic object like human should 
be practicable. Comparing the size of a columnar object 
with the depth distance of the measurement result , 
measurement accuracy was evaluated, which resulted in 
about 0.3mm of the average error margin and 0.8mm or 
so of the maximum error margin. 

The sample data used to experiment on face 
recognition was 3-D image of 15 subjects who acquired 
it by using 3-D shape measurement system. The 
direction of the face was changed from the front, the 
right, and upward. 3-D image of the frontal face was 
assumed to be registration data, and the range image for 
125 kinds of faces was generated for the design of a 
partial space. Unknown input data was collated with the 
registration data 1 to 1, and the occurrence rate of 
similarity degree was calculated respectively in person 
among classes. Fig 4 showed the distribution of the 
frequencies of similarity degree. A large value was 
taken when it was a person himself, and if it were others, 
it should be taken  a small value. The threshold to 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 48



distinguish one person himself from the others was 
assumed to be a parameter, and misidentification 
certificate rate FRR and FAR were calculated 
respectively. The result was shown in ROC curve of Fig 
5. From frequency distribution of similarity degree in 
Fig 4, the case that similarity degree in the others’ group 
was high. It was thought that a common feature with 
others was extracted by designing a partial space, and 
the difference between one people himself with the 
others was vague. Moreover, because the change for the 
face of the learning pattern was set within 20 degrees in 
the turning angle, it was difficult to correspond to the 
change for a face.  

However, because it had possibility of extracting the 
same feature among different people when the turning 
angle degree of the learning pattern was raised and the 
number of distance images was increased, it was 
necessary to improve the method of designing a partial 
space. It differed from the subspace method that used 
the color image as another cause, and personal 
characteristics were valued in the area where the depth 
change in the face surface shape was intense in the 
subspace method that used the range image. It was 
thought that personal characteristics had decreased on 
the other hand though the worry that ambient light and 
the make -up influenced disappeared because the range 
image is separated from the feature of color information 
based on the color strength difference like eyes, 
eyebrows, and the skins.  

 

V. CONCLUSION 

The practical use of 3-D image measurement was 
anticipated in the manufactory field. In my study, I 
aimed to introduce practical 3-D image measurement 
system with the use of possible and optimum strength 

modulation pattern light projection method to carry out 
a high-speed, high sensitivity measurement. Moreover, 
as an application of measurement system, with the use 
of face detection and recognition, I am looking forward 
to demonstrate the correspondence to 3-D movement so 
as to compensate something troublesome like make-up 
and lighting for 2-D image. In the present study, it 
proposed the technique for generating the regularized 
distance image from 3-D face measurement data as 
feature data used for the collation processing. As a 
result, because the feature data separated from color 
information on the face was obtained, the attestation 
technique for not receiving the influence of outside 
ambient light was able to be achieved. Moreover, an 
invariable attestation became a position variation with 
possible by the constant generation of the distance 
image of the size of the face that did not depend on the 
position of the measurement apparatus with the person 
and the face registration by the nose top coordinates of 
the range image. In the present study, the subspace 
method of the range image was applied to the problem 
of the change for the face of multiple degrees of 
freedom. 
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Abstract: 3D image measurement based on pattern light projection can be roughly classified into two groups, 
binarization type and non-binarization type, from projection pattern intensity and color distribution 
characteristic. Binarization type is a method of using binarizationalized projection and image, but there are 
some difficult problems such as the necessity to do the multi-projection so as to detect information of the 
projection patterns, much time spent on measurement manipulation as well as the correspondence to the move 
objects. Non-binarization type is a method of using the non-binarizationalized projection pattern, monochrome 
image or color image. The technique has been in great anticipation of practicability with the popularization of 
digital camera and projector recently with reason that it may get much more information with single projection 
through binarizationalized measurement and calculate the high sensitivity 3D information. But the technique is 
premised on the situation that it must get reflex pattern image with essential number of slit and intensity 
distribution, that is to say, the ideal observation pattern image so as to secure the sensitivity and accuracy of 
measurement. So, as for the target object without specification on the surface reflectance and distribution of 
surface color, the measurement would encounter several problems such as deficiency of the volume of 
information on the reflex projection patterns, uncertainty of the target measurement sensitivity as well as the 
troublesome of measurement manipulation. In order to solve the problems presented above, I propose Fast 
Fourier transform (FFT) technique on one initial observation image in my study. Furthermore, I strove for 3D 
image detection by using one initial  observation image by single pattern light projection through merging the 
technique of monochrome projection-color analysis (MPCA) with the optimal intensity modulated projection 
(OIMP) together, which resulted in the high speed and high accuracy of 3D image observation. 
 
Keywords: Pattern Projection, Frequency Domain, Monochrome-projection, Color-analysis. 

 
 

I. INTRODUCTION 

Figure 1 showed the projection pattern used a 
measurement technique, saying, intensity modulation 
pattern projection measurement technique. Intensity 
modulation pattern projection technique was that adding 
the intensity modulation which had been made 
correspondence between stripes location information 
and the intensity information to projection patterns and 
doing 3D measurement by using their correspondence 
between the stripes intensity value of the projection 
pattern and the stripes intensity value of the observation 
pattern image. But taking discontinuance between 
stripes of the projection pattern into account, it’s 
possible to make a steady measurement to resist noise 
with comparison to analogue technique such as the 
density inclination pattern etc. If the intensity 
modulation pattern with N pieces of stripes was 
projected and stripes address were to be detected from 
the observation pattern image correctly, the depth 
measurement sensitivity equivalent to slit optical 

projection as often as N times should be obtained by 
single measurement. 

 
The traditional intensity modulation pattern 

projection technique was chiefly projected to the grey 
intensity modulation pattern and utilized image analysis 
technique through grey scale input, but it has been 
proved to be difficult to obtain reflection pattern with 
necessary measurement range in the case of measuring 
objects with multiple color distribution. Owing to its 
necessity to correct slit pattern by taking more than 2 
photos so as to get wide measurement image of the 

Fig.1. Intensity modulat
ion pattern 

Fig.2. Pattern projection 
measurement system 
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intensity range, the measurement was always costly and 
hard to deal with the moving object. In the present study, 
the observation pattern image with a wide and ideal 
stripes intensity distribution of the intensity range was 
automatically acquired by using the monochrome 
projection color analysis technology, furthermore , as to 
the synthesized observation pattern image, the influence 
of the measurement outcome  due to the measurement 
condition, such as surface reflectance of the target 
object, was reduced by the Fourier transform in the 
frequency domain. Because of the possibility to detect 
stripes address by sharpening slit patterns, the problems 
mentioned above were solved, which would result in the 
reduction of the cost and improvement of the 
measurement accuracy. 

 

II. ALGORITHM 

Figure 2 was a composition of typical pattern 
projection measurement system. The projection pattern 
been output by the computer was projected to the 
measurement object from the projector, camera was 
used to take a picture of the projected pattern reflected 
to the measurement object as an observation pattern 
image, finally, the information stored in the camera was 
input to the computer. Next, the directions of the stripes 
of projection pattern were detected from the observation 
pattern image which had been input, and then 3D shape 
of the object was restored based on the principle of the 
triangulation. The following contained processing of 
each step was stated simply. 

Step1: Projecting intensity modulation pattern to 
measurement object. 

Step2: Taking a picture of the image and using it as 
the initial observation pattern image. 

Step3：Doing color analysis  of the initial observation 
image and synthesizing the image for the measurement 
based on the color channel for the measurement. The 
color channel that reflection intensity value was 
stronger than the others was extracted every pixel from 
input image and used it as the channel for the 
measurement. The influence caused by other color 
components and the surface reflectance in the same part 
of the measurement object were reduced by 
synthesizing single  channel image for calculation with a 
channel for the measurement of each pixel.  

Step4: Extracting measurement object from the 
image for measurement and deleting the noise with 
threshold extraction method.  

Step5: Confirming the influence of surface 
reflectance. If there were no influence, Step 6 should be 
omitted and jumped to step 7 directly. 

Step6: Correcting the influence of the surface 
reflectance of the measurement object from the image 
for the measurement with the object of detecting stripes 
address in high accuracy and sharpening stripes pattern 
for the measurement. To reduce the influence on the 
measurement result according to the measurement 
condition of the surface reflectance etc. of this object, it 
proposed the Fourier transform technique of the image 
in the frequency domain in the present study. In the 
following Chapter 3, I described the technique and 
principle. 

Step7：Extracting slit pattern address in the light of a  
linear relation of each stripes intensity value from the 
corrected image for measurement because the intensity 
value of each stripes pattern was decided by majority 
according to the intensity value of each pixel of each 
stripes pattern. 

Step8：Calculating the 3D space world coordinates 
based on the detected stripes address. The calculation of 
three dimension shape by using the principle of the 
triangulation was omitted in this thesis . 
  

III. PRINCIPLE AND METHOD 

1. Problem of reflectivity reduction  

About the intensity modulation pattern projection 
measurement, it was ideal that the relation between the 
intensity of the reflection pattern stripes obtained from 
the input image and a pattern stripes degree were a one-
to-one correspondence in order to obtain three 
dimension shape with accuracy. However, the 
measurement object was multiple color distribution, and 
it was difficult to obtain such an ideal relation when it 
had reflectivity taken with a versatile digital camera. 
Generally, the gray projection pattern was projected to 
the measurement object with a variety of color 
distribution, information obtained from the reflection 
pattern image was only brightness, coordinates, color 
information on the measurement object decreased and 
the measurement range confused became narrow. 

2. Space area correction method 

For the projected pattern intensity ),( yxP , if pixel 
intensity ),( jiI  in the image was always (1), the 
correction method of traditional reflectivity should be 
ideal. 
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1:1),(:),( =jiIyxP         (1) 
Actually, Surface reflection element ),( yxO  of the 

object can be actually contained, and intensity of each 
pixel in the reflection pattern image that hit the object 
be shown as follows. 

),(),(),( yxOyxPjiI nl ×=        (2) 
At this time, because the surface reflection element 

had its influences in (2), stripes degree n  of 
),( yxP

n
can not be detected. Then, we projected 

projection pattern with uniform intensity ),( yxPf
 to 

the same measurement scene, the relation of (3) was 
obtained.  

),(),(),( yxOyxPjiI ff ×=         (3) 
The following relation was obtained from (2) and (3). 

(4) 
That is  to say, the image for the calculation with the 

projection light stripes intensity distribution and linear 
correspondence was obtained by the dividing 
calculation correction. With correction method, steady 
stripes pattern for measurement could be obtained, but 
confronting the fact, which meant its difficulty to deal 
with the moving object, furthermore, the necessity to 
have two pieces of observation image made the 
measurement cost expensive. 

3. Frequency area correction method 

Rather than delete surface reflectivity from each 
pixel, my study aimed to obtain measureable stripes 
pattern in the power spectrum within the frequency area 
of the whole image by using single observation image. 

 
 

Here, Figure 3 showed the synthesized image for 
measurement, while Figure 4 was power spectrum of 
the measurement image. According to Figure 3 and 
Figure 4, it was clear that a power spectrum image with 
a characteristic of the periodic light and shade pattern 
like the synthetic measurement image had the repetitive 

brightness edge. For instance, against the engine 
arranged in the vertical direction of the power spectrum 
image, it was composed in the horizontal direction on 
the original measurement image. If a strong edge 
existed for a power spectrum image's diagonal 
depending the length edge, to lean to the right, and to 
come, it should be comprehended to arrange stripes 
pattern in each edge and the direction (for left diagonal 
horizontal direction) in which it goes directly in an 
original measured imagery. But, when the patterns in all 
directions confused in the measurement image, the 
frequency image scattered everywhere, so the power 
spectrum was. At this time, it meant that the bright 
places and low frequency existed so many in the center 
of the power spectrum, in reverse, high patterns of the 
frequency existed in the far, direct component lied in the 
center. 

The method of the present study was that extracting 
stripe pattern from the initial observation image, 
synthesizing the image for the measurement. And, 
stripes pattern was converted into a power spectrum 
image from this composited image, and then, stripe 
pattern was sharpened in the light of the extraction of 
the frequency of stripes pattern for the measurement in 
the power spectrum of the composite image, finally, 
measurement image reflectivity was corrected. The 
extraction method of stripes pattern was done by setting 
the threshold in a power spectrum image. In addition, 
when stripes pattern for the measurement was a curve, 
which made   the edge of the corresponding power 
spectrum was not clear,  the number of low frequencies 
was extracted by using the nether Butterworth filter 
another time  as an auxiliary means after the power 
spectrum of stripes pattern was extracted from the 
threshold, stripes pattern was sharpened at last.  

(5) 
Here, ),( jiH  was coefficient of the filter, p  was 

the distances from each pixel to the image center in a 
power spectrum image (The unit: pixel). 
 

IV. OUTCOME OF AN EXPERIMENT 

The experiment was done in the spaciousness 
environment where the lighting was erased. The 
experiment system was composed of the liquid crystal 
projector, the CCD color camera, and the computer,  an 
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Fig.3. Synthesized 
measurement image 

Fig.4. Power-spectrum 
of image for 
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ideal stripes number of the projection pattern was set to 
20. 

 

 
 

 
 
 

Stripes pattern after the calibration of Figure 1 was 
projected from an algorithm above-mentioned Chapter 2 
to the measurement object of Figure 5, it took a picture, 
and an initial image of Figure 6 was obtained. The 
measurement image of Figure 3 was compounded by 
using color analysis, because the intensity range of the 
measurement image which had been compounded 
became narrower on the one hand, the intensity 
distribution was not linear on the other, the accuracy of 
detecting stripes address was obtained. Figure 7 showed 
the intensity distribution of the composite image, we 
can find something influential came from the surface 
reflectance (Stripes enclosed in a red line were not 
linear, and the intensity range narrows down greatly, 
too). So as to decrease influence, we sought for the 
composite power spectrum image through Fourier 

transform (refer to Figure 4), extracted power spectrum 
of the stripes pattern in it, conversed to Fourier and did 
image correction. Figure 8 showed the image of a power 
spectrum of the extraction. Figure 9 showed the 
measurement image which had been corrected. Figure 
10 showed the intensity distribution of measurement 
image which had been corrected. We have known that 
the stripes intensity distribution at this  time was almost 
distributed in a linear target, intensity range became 
wider. 
 

V. CONCLUSION 

In the present study, it proposed three dimension 
measurement technique of the object with multiple color 
distribution by using Fourier transform technique from 
one initial observation image. According to the 
characteristic of the measurement system, the intensity 
modulation pattern calibrated was projected to the 
object with the multiple color distribution, and color 
information in the reflection pattern image filmed was 
analyzed, And then, the image for measurement was 
compounded, finally, the wide range intensity 
distribution stripes with projection pattern stripes degree 
and linear correspondence can be obtained by the 
intensity correction of the measurement image. Thus, it 
was possible to utilize effectively image information 
and resulted in a high efficiency and accurate 
measurement. 

The further study of the validity concerning the 
technique proposed here in the case of the objects with 
multi-materials and its system practicability would be 
mentioned as the assignment in the future. 
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Abstract: Recently, immense multimedia information has come to be exchanged on the Internet, where 3DCG, 
video, image, sound, and text are involved in various circumstances with terminal devices, networks and users 
different in their competences and performances. This fact may easily lead to ‘digital divide’ so called unless 
any special support is given to the weaker. We have already proposed a new concept of ‘universal 
multimedia access’ intended to narrow the digital divide by providing appropriate multimedia expressions 
according to users’ (mental and physical) abilities, computer facilities, and network environments. In this 
paper, we discuss a software framework for our new concept and its implementation. 
 
Keywords: Multimedia system, Switching functions, Monitoring functions, Multimedia transmission protocol. 

 
 

I. INTRODUCTION 

Recently, immense amount of multimedia 
information has come to be exchanged on the Internet, 
where 3DCG, video, image, sound, and text are 
involved in various circumstances with terminal devices 
and networks, and users different in their competences 
and performances. This fact may easily lead to the so-
called ‘digital divide’ unless any special support is 
given to the weaker users. 

A universal design concept is proposed to support 
handicapped people in their social activities [1]. In the 
computer science field, the universal web [2] has been 
proposed to develop this concept. However, this does 
not support changes in the contents, the media and the 
quality of service (QoS) function to use the devices and 
network environments to their full capacity. On the 
other hand, many studies on the QoS function have 
proposed optimizing the video quality for priorities 
areas at users’ requests [3]. These studies focused on the 
performances of devices and network environments, but 
not on the users’ abilities or equipments. Of course, 
there were also several studies on ‘universal multimedia 
access (UMA)’ but they could not narrow the digital 
divide because they concerned ‘content switching’ only 
[4]. 

In consideration of this fact, we have already 
proposed a new concept of UMA [5, 6] intended to 
narrow the digital divide by providing appropriate 
multimedia expressions according to users’ (mental and 

physical) abilities, computer facilities and network 
environments. In this paper, we discuss a software 
framework for our new concept and its implementation.  

 

II. UNIVERSAL MULTIMEDIA ACCESS 

The digital divide is caused by the differences in 
users’ personal competences, computer facilities, and 
network environments. Therefore, multimedia 
information is necessarily accompanied by the need to 
switch the user interface, the media and the QoS 
parameters, thus reflecting these differences. Here, we 
present a new approach to UMA for handicapped 
people to help them to use their devices and network 
environments to their full capacity. Our purpose is 
exclusively to develop a new mechanism for 
appropriately switching user interfaces, media and QoS 
parameters based on a concept such as that shown in 
Fig.1.  

 

III. SWITCHING FUNCTIONS 
UMA means to selectively provide three kinds 

of switching function (SF), namely, user interface 
switching (UIS), media switching (MS), and QoS s
w i t c h i n g  ( Q S ) . Fig.2 shows these switching 
functions working as follows: 
(SF1) UIS: switch to the user interface s  (UI) 
appropriate f o r  users ’  competences and display 
devices, 
(SF2) MS: switch to the media which is 
appropriate for users’ competences, performances of 
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terminal devices and networks, 
(SF3) QS: control the media qualities so that they 

are appropriate for users’ competences and terminal 
devices.  

These functions are applied in ascending order (from 
SF1 to SF3) when starting to use multimedia 
information or in descending order when it is being used. 
 

1. User Interface Switching 
UIS sets up the following items. 

(U1) A writing style which is appropriate for the users’ 
language ability, 
(U2) The UI type and annotation option which are 
appropriate for users’ computer skill, 
(U3) The media size, font size, number of media, and 
number of characters which are appropriate for the size 
of the display device. 

In addition, the I/O function is reflected by the 
users’ disability. 

 

2. Media Switching 
MS switches to the appropriate media according to 

predetermined priorities after determining usable media 
types and the QoS parameters. The numbers and types 
of media are selected by UIS. The media and their 
quality are limited by the performances both of terminal 
devices and networks. When MS could not continue to 
play a medium because of an overload of CPU or 
network, MS is switched to UIS to reduce this load. 

 

3. QoS Switching 
QS controls the media size and media rate with QoS 

parameters to measure the performances of both 
terminal devices and networks. The QoS parameter 
‘Size’ means: 

(S1) Video – Give priority to frame sizes 
(S2) Audio – Give priority to sampling resolution 

and stereo sound 
(S3) Image - Give priority to size of image 
(S4) Text – Enlarge characters 
 
The QoS parameter ‘Rate’ means: 
(R1) Video – Give priority to frame rates 
(R2) Audio – Give priority to sampling rates 
(R3) Image - Give priority to display timing 
(R4) Text – Take priority over any other medium 
 

IV. Monitoring Functions 
The SF is selectively provided by the managem

ent system and receives several types of message 
from 4 monitoring modules and the network 
interface (NI) as shown in Fig.3. These modules 
monitor the following items to send/receive event 
messages as shown in Tab.1. 
 

 
Fig.1. Universal multimedia access 

 
Fig. 2. Switching functions 

 
Fig. 3. Configuration of Management System 
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(M1) CPU Monitor: give the CPU load average to 

the Event Monitor for checking the CPU load factor. 
(M2) Power Monitor: give the power consumption 

to the Event Monitor for reviewing the power resources. 
(M3) Network Monitor: give a throughput to collect 

packet loss rates and the round trip time (RTT) using 
the real time transmission control protocol (RTCP). 

(M4) Event Monitor: request to each SF according 
to the events from other monitoring modules and user’s 
operations. 

In addition, the QS receives the message and the 
media data from the NI. 

 

V. Transmission Protocols 

The management system keeps synchronizing a 
master media with some slave media as shown in Fig.4. 
These synchronizations are caused both within and 
among multimedia contents by the network time 
protocol (NTP) according to the common time line. A 
transmission protocol has 4 layers constructed on real 
time transmission protocol (RTP) and RTCP to use 
multimedia contents for supporting three types of SF 
and to keep these synchronizations. Figure 5 shows this 
transmission protocol and their layers to be achieved as 
follows: 

(L1) Multimedia Transmission Protocol: media 
combination, inter-media synchronization, 

(L2) Media Transmission Protocol: media exchange, 
intra-media synchronization, 

(L3) Frame Transmission Protocol: frame rate 
control, 

(L4) Packet Transmission Protocol: packet rate 
control, congestion control. 

A multimedia contents is provided with a starting 
phase and a switching phase as shown in Fig.4 and 
Fig.5, respectively.  

In the starting phase, the UIS is applied to UI 
according to the command ‘Request(Action)’ from the 
event monitor after receiving users’ information and 
computer specification as shown in Fig.6. Also, the MS 
and the QS are performed to provide appropriate media 
and media qualities synchronized by the ‘Request(…)’ 
from the event monitor, respectively. 

In the switching phase, each SF is performed 
according to user’s request for parameter change 
‘Request(Change_**)’ and media quality change 
‘Notice(Change)’, a notification of overflow and 

underflow ‘Notice(Over) from monitoring functions as 
shown in Fig.7. Also, each SF returns ‘Accept(…)’ or 
‘Refuse(…)’  to apply these request. 

 
Table. 1. Types of Event Message 

 

 
Fig. 4. Mechanism for multimedia synchronization 

 

 
Fig. 5. Transmission protocol 

 

 
Fig. 6. Event sequence at starting phase 
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VI. Implementation 

A prototype system has been developed as a client-
server system in C++, Win32API and WinSock2, which 
supports a multi-thread to enable playing several remote 
media simultaneously. But, the current system hasn’t 
supported the SF yet. The client software and the server 
software are configured such modules as shown in Fig.8 
and Fig.9, respectively. A snapshot is the client software 
recommended for kids using notebook PCs as shown in 
Fig.10.  

 

VII. CONCLUSION 

In this paper, we discussed a software framework for 
our new concept and its implementation. Currently, we 
are implementing switching functions for providing 
appropriate multimedia expressions according to users’ 
(mental and physical) abilities, computer facilities and 
network environments. In the future, we will evaluate 
our software framework, define rules for each switching 
function and develop a multimedia markup language for 
UMA. 
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Fig. 7. Event sequence at switching phase 

 

 
Fig. 8. Module configuration for client software 

 

 
Fig. 9. Module configuration for server software 

 

 
Fig. 10. Prototype system for kids using a notebook PC 
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Abstract: This paper presents evaluations of an immunity-based anomaly detection method with dynamic updating of 

profiles. Our experiments showed that the updating of both self and nonself profiles markedly decreased both the false 

alarm and missed alarm rates in masquerader detection. In computer worm detection, all the random-scanning worms 

and simulated metaserver worm examined were detected. The detection accuracy of the simulated passive worm was 

markedly improved. 
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I. INTRODUCTION 

Many anomaly detection methods [1] are restricted 

to the reference of a single user profile. One drawback 

of these methods is that many false alarms arise when 

valid users carry out new operations that they have 

never performed previously. To improve their detection 

accuracy, we have proposed a new immunity-based 

anomaly detection method with multiple agents based 

on the specificity and diversity of the immune system 

[2]. Our approach makes use of multiple profiles rather 

than a single profile, which leads to an improvement in 

detection accuracy.  

In addition, we incorporated a new framework of 

dynamically updating of profiles with test sequences 

(i.e., not training sequences) into our immunity-based 

anomaly detection method. The updating of both self 

and nonself profiles markedly decreased both the false 

alarm and missed alarm rates in internal masquerader 

detection [3]. However, the detection accuracy of 

external masqueraders and computer worms was not 

evaluated. 

In this paper, we made a slight change in profile 

construction to escape assignment overflow. In 

experiments, we evaluated the extent to which profile 

updating improved the detection accuracy of external 

masqueraders and computer worms. 

II. RELATED WORKS 

Artificial immune systems for computer security can 

be divided roughly into three types [4]: hybrid 

approaches combined with multiple conventional 

detection methods [5], approaches inspired by the 

mechanism of negative selection in the thymus [6], and 

approaches motivated by the danger theory [7].  

Our system is related to those using the second 

approach. The difference in intrusion detection between 

our method and those reported previously is the 

reference information used for detection. Previous 

systems referred only to nonself information, while our 

method refers to both self and nonself information. This 

reference to self information contributes to a reduction 

in false alarms. 

III. IMMUNITY-BASED ANOMALY DETECTION 

1. Definitions of “self” and “nonself” 

The heart of the immune system is the ability to 

distinguish between “self” (i.e., the body’s own 

molecules, cells, and tissues) and “nonself” (i.e., foreign 

substances, such as viruses and bacteria). Similarly, 

operation sequences executed by a user on his/her own 

account are defined as “self,” and all other sequences 

are defined as “nonself.” For example, if one user 

executes commands on his/her own account, the 

command sequence is “self.” If another user executes 

commands on someone else’s account, the command 

sequence is “nonself.” Such a user is defined as a 

masquerader or an intruder, regardless of whether the 

user’s actions are malicious. 

In an immunity-based anomaly detection system, 

operation sequences for each user in the training data 

belong absolutely to “self.” The operation sequences are 

used to construct a profile for each user. The profile 

yields the probability that the operation sequence 

belongs to “self.” Based on this probability, the system 
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classifies the operation sequence as either belonging or 

not belonging to “self.” 

2. Generation of agents 

An immune cell has a unique receptor with high 

affinity for specific antigens. Similarly, our 

immunity-based system generates a user-specific agent 

for every user, i.e., every account. An agent has a unique 

profile, representing the probability that the operation 

sequence is performed by the original user. The 

probability is expressed by a score, which is derived 

from the detection method, i.e., HMM, IPAM, the Bayes 

1-step Markov method, etc. We chose the HMM method, 

because previous studies indicated that it performs well 

[2]. The parameters of the HMM are given by 

𝜆 =   𝜋, 𝐴, 𝐵  and 𝑉 , where 𝜋  is the initial state 

distribution, 𝐴  is the state-transition probability 

distribution, 𝐵 is the operation probability distribution, 

and 𝑉  is the operation table that assigns a unique 

number to each operation in training data composed of 

operation sequences obtained previously from each 

original user. The size of the operation table 𝑉  is 

limited to 𝑀𝑚𝑎𝑥  to avoid assignment overflow, where 

𝑀𝑚𝑎𝑥  is specified by a system administrator. The 

parameters 𝜋, 𝐴, 𝐵 are estimated from the training data, 

as described [2]. The parameter 𝑉 is determined by 

operations in training data. 

The agent can compute the likelihood 𝑃(𝑂|𝜆) of 

the sequence 𝑂  with the profile 𝜆.  The likelihood 

𝑃(𝑂|𝜆) represents the probability that the sequence 𝑂 

was performed by the original user corresponding to the 

agent, i.e., the profile 𝜆. The agent would compute a 

high likelihood, i.e., a high score, only for the sequences 

of the original user corresponding to the agent. 

3. Adaptive discrimination of self and nonself 

Our immunity-based system has a user-specific 

agent for every account. Each agent monitors operations 

on its own account until the length of the operation 

sequence reaches 𝐿, where 𝐿 is specified by a system 

administrator. The agent of the account on which the 

length of the sequence reaches 𝐿 is activated. 

The activated agent shares the sequence with all the 

other agents. All agents compute their own score of the 

sequence. The activated agent computes the effective 

threshold, 𝑀𝑖𝑛 +   𝑀𝑎𝑥 –  𝑀𝑖𝑛 ×  𝑇ℎ , where 𝑀𝑖𝑛  is 

the minimum score of all scores, 𝑀𝑎𝑥 is the maximum 

score of all scores, and 𝑇ℎ is the percentage difference 

between 𝑀𝑖𝑛 and 𝑀𝑎𝑥. 𝑇ℎ is specified by a system 

administrator. The activated agent compares its own 

score, 𝑋, with the effective threshold, 𝑌. If 𝑋 ≥ 𝑌, the 

activated agent classifies the sequence as normal, i.e., 

self. Otherwise, the agent classifies the sequence as 

abnormal, i.e., nonself. Exceptionally, provided that 𝑋 

is equal to the computational minimum value of 

𝑃 𝑂 𝜆) , the sequence is regarded as abnormal. 

Conversely, the sequence is regarded as normal if 𝑋 is 

equal to the computational maximum value of 𝑃(𝑂| 𝜆). 

If the activated agent classifies the sequence as self, 

it updates its own profile (i.e., a self profile). If not, the 

agent that computed the maximum score of all agents 

updates its own profile (i.e., a nonself profile) and the 

activated agent raises an alarm to a system administrator. 

These profiles are newly estimated from the sequence 

just examined and all the sequences trained previously. 

Note that the size of the operation table 𝑉 is limited to 

𝑀𝑚𝑎𝑥  specified by a system administrator. Once the 

size of 𝑉  reaches 𝑀𝑚𝑎𝑥 , the least frequently used 

operation is replaced with a new one. 

Finally, the activated agent returns to a normal state 

and continues to monitor operations on its own account. 

IV. EXPERIMENTS AND DISCUSSIONS 

1. Masquerader detection 

As experimental data, we used network traffic 

captured from 12 users for about one month. These data 

are identical to those used in our previous study [8]. 

This experiment uses web traffic extracted from the data, 

as web traffic accounts for the majority of network 

traffic. The web traffic of each user contained more than 

3,000 requests. The first 500 requests for each user are 

training data to allow construction of a profile. The next 

1,000 requests are test data to evaluate the detection 

accuracy. The test for the sequence is performed every 

100 requests. All the profiles that are to be updated are 

updated synchronously by incrementing the sequence 

number. Anomalous behavior is simulated by testing 

one user’s request sequence against another user’s 

profile. 

The number of hidden states of the HMM is set to 1 

due to the lowest computational cost and the best 

accuracy of other states [8]. The HMM parameter is 

equal to 𝜆 =   1, 1, 𝐵 , where 𝐵 is equal to a relative 

frequency distribution of operations in training data. 

The metrics of detection accuracy are based on the 

false alarm rate, i.e., false positive rate, and missed 

alarm rate, i.e., false negative rate. In general, there is a 

trade-off between the false alarm rate and the missed 

alarm rate. The relationship between these rates can be 

described visually by a receiver operating characteristic 

(ROC) curve, which is a parametric curve generated by 
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varying the threshold 𝑇ℎ  from 0% to 100%, and 

computing these rates at each threshold 𝑇ℎ. In this 

experiment, each ROC curve consists of 101 points for 

simplicity. Each point corresponds to one threshold 

from 𝑇ℎ = 0 to 𝑇ℎ = 1.0. In addition, the area under 

the ROC curve (AUC) is computed as a scalar measure 

for ROC analysis. The AUC enables quantitative 

comparison of multiple ROC curves. In this experiment, 

the AUC may be much larger than the exact AUC due to 

thinning out plots. 

We evaluated the detection accuracy of the profile 

updating. Figure 1 shows ROC curves of internal and 

external masquerader detection for the method without 

updating any profiles, with updating only the self 

profiles, with updating only the nonself profiles, and 

with updating both profiles. In each ROC curve, 6 

internal users were chosen randomly from among the 

total of 12 users, with all the others being the external 

users. Each point on the ROC curve is an average over 

100 combinations. The statistics of the AUCs for 100 

combinations of internal and external users were 

examined and the statistical significance of differences 

was analyzed by ANOVA with Dunnett’s test for 

multiple comparisons. 

In Figure 1(a), the method with updating both 

profiles indicated the best detection accuracy of all 

curves. The mean AUC of the method with updating 

both profiles was 0.026, which was significantly lower 

(P < 0.001) than that of the method without updating 

any profiles (0.072). This statistical significance seemed 

to be dependent mainly on the updating of the self 

profiles, as the updating of only the self profiles 

decreased the false alarm rate, whereas the updating of 

only the nonself profiles slightly increased the missed 

alarm rate. It should be noted that the updating of both 

profiles achieved a missed alarm rate of 34.37% without 

false alarms at the threshold 43.43%. 

Similar to Figure 1(a), Figure 1(b) indicated that the 

method with updating both profiles outperformed all the 

other methods. The mean AUC of the method with 

updating both profiles was 0.108, significantly lower (P 

< 0.001) than that of the method without updating any 

profiles (0.150). This statistical significance is due to 

the updating of both the self and nonself profiles. The 

updating of the self profiles decreased the number of 

false alarms, and the updating of the nonself profiles 

decreased the number of missed alarms. It should be 

noted that the updating of both profiles achieved a 

missed alarm rate of 50.13% without false alarms at the 

threshold 43.43%. 

2. Worm detection 

Computer worms are divided into five types of 

target discovery: random-scanning, hit-list, metaserver, 

topological, and passive worms [9].  

A. Random-scanning worms 

We evaluated four random-scanning worms in the 

wild: CodeRedv2, CodeRedII, Slammer, and 

Blaster. These worms attempt to infect randomly 

selected computers. As with our previous study [8], 

there were no missed alarms without false alarms on 

any of the accounts for all the worms examined in all 

methods. 

B. Hit-list worms 

A hit-list worm attempts to infect computers of 

target lists pre-generated by an attacker or its author. 

  

(a) Internal masquerader detection (b) External masquerader detection 

Fig. 1. ROC curves of internal and external masquerader detection for the method without updating any profiles, with upda

ting only the self profiles, with updating only the nonself profiles, and with updating both profiles. 
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The hit-list includes IP addresses of vulnerable servers 

or always-connected IP addresses. All the methods seem 

to detect these worms if the hit-list does not include IP 

addresses of the operation table. Otherwise, for example, 

an attacker can randomly insert many IP addresses of 

popular websites into the hit-list at the expense of 

high-speed spreading. In that case, our method could 

not detect these worms because IP addresses of popular 

websites are likely to coincide with those of the 

operation table. 

C. Metaserver worms 

A metaserver worm obtains a target list from a 

metaserver that keeps a list of active servers and 

attempts to infect computers on these lists. The Santy 

worm is a metaserver worm, which attempts to 

propagate to IP addresses in the search results provided 

by GoogleTM (www.google.com). 

All the methods detected the simulated metaserver 

worm [8] because these worms have difficulty guessing 

IP addresses on the operation table. 

D. Topological worms 

A topological worm obtains a target list from the 

devices of the infected computer. For example, the 

worm obtains targets from peer-to-peer software in an 

infected computer and attempts to infect all peers. This 

worm may escape all methods, because the traffic 

pattern of this worm may appear normal and the peers 

may be included in the operation table. An alternative 

method would be needed to prevent topological worms 

from spreading. 

E. Passive worms 

The passive worm, which either waits for target 

computers to visit or follows user’s requests into target 

computers, is more difficult for an anomaly detection 

system to detect, because its behavior is similar to that 

of the user. 

The evaluation results of a simulated passive worm 

[8] were almost the same as those in Fig. 1. The mean 

AUC of the method with updating both profiles was 

0.029, which was significantly lower (P < 0.001) than 

that of the method without updating any profiles (0.121). 

The mean difference between the method with updating 

both profiles and without updating any profiles was 

larger than that of the internal masquerader detection. 

Briefly, profile updating markedly improved the 

detection accuracy of the simulated passive worm. 

V. CONCLUSIONS 

We have made a change in our immunity-based 

anomaly detection method to escape assignment 

overflow in the operation table, and we evaluated and 

discussed the extent to which profile updating improves 

the detection accuracy of external masqueraders and 

computer worms. 

Experimentally, we showed that the updating of both 

profiles markedly decreased both the false alarm rate 

and the missed alarm rate in masquerader detection. In 

worm detection, all the random-scanning worms and the 

simulated metaserver worm examined were detected. 

The detection accuracy of the simulated passive worm 

was markedly improved. Detection of topological 

worms may require an alternative method to investigate 

inbound traffic in order to detect exploit codes and/or 

shellcodes. 
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Abstract: Frequency-hopping (FH) is a well-known spread-spectrum method of transmitting radio signals by hopping 
frequency channels along a predefined hopping sequence known to both transmitter and receiver. Although FH is 
resistant to jamming by external malicious nodes which have no knowledge of the sequence, it is of no effect against at
tacks by internal compromised nodes which know the sequence. In this paper, we propose a secure creation scheme of 
the hopping sequence for mobile wireless sensor networks. The proposed scheme is based on the idea of a 
statistical en-route filtering (SEF). SEF exploits collective decision-making by multiple detecting nodes in the de
nse deployment of large sensor networks. We evaluate the performance of our scheme thorough simulations. 
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I. INTRODUCTION 

Wireless sensor networks (WSNs) have lately drawn 
considerable attention because of the popularization of 
sensors that are smaller, cheaper, and intelligent [1]. 
These sensors are equipped with one or more sensors, a 
processor, memory and a power supply. They can also 
communicate with each other to form network with 
wireless interfaces. WSNs have many applications such 
as environment monitoring and target tracking. A type 
of WSN is a mobile wireless sensor network where 
sensor nodes have the ability to move such as robots. 
For example, researches on mobile WSNs are 
Robomote [2], Emulab [3] and ZebraNet [4]. 
Challenges in mobile WSNs include deployment, 
localization, self-organization, navigation, coverage, 
and energy maintenance. A difference between static 
and mobile WSNs is routing, that is, dynamic routing is 
used in a mobile WSN unlike a static WSN using fixed 
routing or flooding. 

The issue of security in WSNs must be addressed 
because WSNs may be deployed in potentially adverse 
or hostile environment. Adversaries can inject jamming 
which may cause not only false alarms but also the 
depletion of the limited energy of sensor nodes. 
Frequency-hopping (FH) is a well-known spread-
spectrum method of transmitting radio signals by 
rapidly changing the frequency channel, using a 
predefined hopping sequence known to both transmitter 
and receiver [5, 6]. Although FH is resistant to jamming 
by external malicious nodes which have no knowledge 

of the sequence, it is of no effect against attacks by 
internal compromised nodes which know the sequence. 
Since the computation and storage constraints of low-
end sensor nodes make complex cryptography-based 
mechanisms for hopping sequence creation infeasible, it 
is necessary to create the sequence securely and simply. 

In this paper, we propose a secure creation scheme 
of the hopping sequence for mobile wireless sensor 
networks. The proposed scheme is based on the idea of 
a statistical en-route filtering (SEF) [7]. In SEF, 
assuming that the same event can be detected by 
multiple nodes, forwarding nodes along the way to base 
station can statistically detect false reports en-route. 
SEF has achieved the early detection of false data 
reports with low computation and communication 
overhead. We evaluate the performance of our scheme 
thorough simulations.  

The rest of the paper is organized as follows: In 
Section II, we describe the frequency-hopping and the 
statistical en-route filtering in detail. Section III presents 
our secure creation scheme of the hopping sequence for 
mobile wireless sensor networks. In Section IV, we 
evaluate the performance of our scheme thorough 
simulations. Section V concludes the paper. 

II. RELATED WORKS 

1. Frequency-hopping (FH) [5, 6] 
FH is the periodic changing of the frequency 

channel of a transmitted radio signal according to a 
predefined hopping sequence (pattern) known to both 
transmitter and receiver. FH is highly resistant to 
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narrowband interference and intercept compared with a 
fixed-frequency transmission. FH is actually used for 
IEEE 802.11-1997 and Bluetooth [8, 9]. 

In FH, hopping occurs over a frequency band which 
includes M frequency channels. Figure 1 illustrates the 
example of frequency-hopping sequence with 16 
frequency channels. The time interval between hops is 
called the slot. The number of frequency channels for 
IEEE 802.11 and Bluetooth in the 2.4 GHz ISM 
frequency band is 14 and 79, respectively.  

 

 
Fig.1. Example of frequency-hopping sequence 
 
Normally the procedure of FH is as follows: 
1. The transmitter sends a request via a 

predefined frequency channel. 
2. The receiver sends a number, known as a seed. 
3. The transmitter uses the seed as a variable in a 

predefined algorithm, which calculates the 
hopping sequence that must be used. 

4. The transmitter sends a synchronization signal 
via the first frequency in the calculated 
sequence, thus acknowledging to the receiver it 
has correctly calculated the sequence. 

5. The communication begins at the same point in 
time, and both the transmitter and the receiver 
change their frequencies along the sequence. 

The sequence must be created securely and simply. 

2. Statistical en-route filtering (SEF) [7] 
SEF can probabilistically filter out false reports en-

route. SEF exploits collective decision-making by 
multiple detecting nodes and collective false detection 
by multiple forwarding nodes in the dense deployment 
of large sensor networks. 

SEF consists of three major components: 1) key 
assignment and report generation, 2) en-route filtering, 
and 3) base station verification. The process of key 
assignment and report generation is as follows: 

1. The base station (sink) maintains a global key 
pool of N keys{

2. Before each sensor node is deployed, it stores 
randomly chosen k (k < m) keys from a 
randomly selected partition in the key pool. 

3. When an event appears, multiple surrounding 
nodes can detect the event and a cluster head 
(center-of-stimulus node) is elected to generate 
the event report. Note that SEF assume that the 
same event can be detected by multiple nodes. 

4. Each of the detecting nodes generates a keyed 
message authentication code (MAC) Mi using 
the event report (for example, the location, the 
time, and the type of event) and randomly 
selected Ki, one of its k stored keys. 

5. The cluster head collects all the MACs from 
detecting nodes and attaches randomly chosen 
T MACs to the report. This set of multiple 
MACs acts as the proof that the report is 
legitimate. 

In en-route filtering, when the cluster head forwards 
the event report with multiple MACs toward the base 
station, intermediate forwarding nodes verify the 
correctness of the MACs probabilistically and drop 
those with forged MACs en-route. 

Due to the statistical nature of the detection 
mechanism, a few bogus reports with invalid MACs 
may escape en-route filtering and reach the base station. 
In base station verification, the base station further 
verifies the correctness of each MAC and eliminates 
false reports that elude en-route filtering. 

III. PROPOSED SCHEME 

We propose a secure creation scheme of the hopping 
sequence based on the SEF for mobile WSNs. The basic 
idea is to use multiple MACs generated by detecting 
nodes as a seed of the hopping sequence. In addition, 
although original SEF is applied for static WSNs, 
mobile WSNs require dynamic routing to search and 
find pathways to the base station. Therefore, in the 
proposed scheme, SEF is carried out in routing phase. 
Step 4 and 5 in the process of key assignment and report 
generation is changed as follows: 

4'. Each of the detecting nodes generates a keyed 
MAC Mi using only the time of detection and 
randomly selected Ki. The total event report 
can be securely sent using FH after routing 
phase. 

}10, −≤≤ NiKi , divided into 
n non-overlapping partitions. Each partition has 
m keys. 

5'. The cluster head collects all the MACs from 
detecting nodes and attaches randomly chosen 
T MACs and the time of detection to RREQ 
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(Route Request) packet. The cluster head 
broadcasts RREQ packets to find route to the 
base station. 

En-route filtering and base station verification, 
which function in the same way as original SEF, are 
carried out for the MACs in RREQ packets. After the 
base station verification, when the RREQ packet has 
valid MACs, the following process is additionally 
performed: 

1. The base station sends RREP (Route Reply) 
packet back to the cluster head along the found 
route. 

2. The cluster head and the intermediate 
forwarding nodes which can receive the RREP 
packet calculate the hopping sequence using 
the valid MACs as the seed in a predefined 
algorithm. 

3. Both the transmitter and the receiver change 
their frequencies along the sequence, and the 
total event report is securely sent to the base 
station. 

Figure 2 illustrates our secure creation scheme of the 
hopping sequence based on the SEF for mobile WSNs. 

 

 
Fig.2. Secure creation scheme of the hopping sequen

ce based on the SEF for mobile WSNs. 
 

IV. SIMULATION RESULTS 

We evaluate the performance of our scheme using 
network simulator NS2 [10]. We use a field size of 
1000mX1000m, where 50 normal nodes and 1 
malicious node are randomly located. Each node can 
move according to random waypoint model [11] with 
the speed randomly selected from 1m/s to 10m/s. In 
simulations, there are 5 event reports which must be 
sent to the base station by normal cluster heads. The 
speed of the packet is 4 packets per second, and the size 
of the packet is 512 bytes. 

Like original SEF, we use a global key pool of 1000 
keys, divided into 10 partitions, with 100 keys in each 

partition. Each node has 50 keys. Since the malicious 
node generates only incomplete multiple MACs using 
the time of false detection and its 50 stored keys, it send 
a forged event report to the base station along a invalid 
hopping sequence calculated by the incomplete MACs. 
As to the other simulation conditions, the maximum 
number of frequency channels is 14 like IEEE 802.11 in 
the 2.4 GHz ISM frequency band, and dynamic source 
routing (DSR) [12] is applied for mobile WSNs. 

Figure 3 shows the packet delivery rate of event 
reports from normal cluster heads and the malicious 
node changing the number of frequency channels. The 
results of 1 channel correspond to the case without FH. 
When FH is not used, 97% packets of event reports 
from normal cluster heads can reach the base station, 
and 96% packets of the forged report from the malicious 
node can also reach. However, as the number of 
frequency channels increases, although the packet 
delivery rate from normal cluster heads slightly 
decreases, the delivery rate from the malicious node 
dramatically drops down. When the number of 
frequency channels is 14, only 13% packets of the 
forged report from the malicious node can reach. 
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Fig.3. Simulation Results 

 

V. CONCLUSION 

This paper proposed a secure creation scheme of the 
hopping sequence for mobile wireless sensor networks 
based on the statistical en-route filtering. The 
effectiveness of our scheme is demonstrated thorough 
simulations. 
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Abstract: Space weather can be predicted using data from satellites. For example, condition of high-energy electron is 
vital in providing warnings to spacecraft operations. We investigate an adaptive predictor based on intelligent 
information processing. Adaptive and learning performances have been focused in the investigation. The predictor can 
forecast the conditions of high-energy electrons. The predictor was tested with the normal and abnormal test data. Our 
model succeeded in forecasting the high-energy electron flux 24 hours ahead. 
 
Keywords: sensor network, adaptive information processing, space weather, dynamic relational network. 

 
 

I. Introduction 

Satellites are important social infrastructures. There are 
high-energy electrons at Geostationary Earth Orbit 
(GEO). High-energy electrons penetrate circuits and 
cables deeply and cause deep dielectric charging. There 
are reports that the spacecrafts anomalies at GEO are 
associated with enhancement in high-energy electron 
fluxes. For example, the Intelsat K spacecraft at GEO 
lost altitude control due to the failure of the momentum 
wheel control circuitry on January 20, 1994. The 
analysis of specialists revealed that the spacecraft 
anomaly occurred due to dielectric charging by the 
high-intensity and long-duration enhancement of high-
energy electrons [1].  

The enhancement of high-energy electron fluxes is 
known to be correlated with solar activities such as 
Coronal Mass Ejection (CME) (Fig.1) and coronal hole. 
Fig.2 shows that variation of electron flux in association 
with solar wind speed )(V  and north-south 
component of interplanetary magnetic filed )( zB . The 
electron fluxes vary in two phases: initial-to-main phase 
and recovery phase of geomagnetic storms. During the 
initial-to-main phase, high-energy electron fluxes 
rapidly decrease; and after this phase, the fluxes 
increase significantly. The problem is that higher level 
of fluxes causes the irreparable damage to the 
instruments on satellites in the recovery phase of 
geomagnetic storms. 

The dynamics on variations of high-energy electrons 
are under investigation [2]. Many studies have reported 
that the enhancement of high-energy electron is 
correlated with the high-speed solar wind [3]. 
Furthermore, the north-south component of the 

Sun
Earth

CME

High-energy electron 
fluxes increase.

V

zB

E

days

Fig.2 Schematic plot of parameters correlated with 
CME. The V, Bz and E are corresponded to the solar 
wind speed, the south-north component of 
interplanetary magnetic field and high-energy 
electron fluxes. 

Fig.1 Schematic illustration of relationship between 
CME and spacecraft. 
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interplanetary magnetic field (IMF) is also known to be 
another important parameter of the flux enhancement. 

Many predictors for high-energy electron fluxes at 
GEO have been proposed [5, 6]. Those studies have 
developed predictors that could forecast the predicted 
the fluxes real. The motivation for developing the 
predictor is to protect spacecrafts from the deep 
dielectric charging.  

Earlier studies have tried to involve the relationships 
between high-energy electrons and solar wind 
parameters to the predictors. In space weather, the huge 
data for several or decades years are used for 
forecasting the space environment. The forecast could 
be done based on profiles of observed data. This paper 
tries to construct and evaluate a dynamic relational 
network [7] for anomaly prediction of high-energy 
electron fluxes. The network could predict whether 
high-energy electron fluxes attain to the alert level after 
24 hours. 

 

II. Profiling of Space Environment Data 

2.1 Profiling High-energy Electron Fluxes and Solar 
Wind Data 

We focus on profiling on the activities of high-energy 
electrons and solar wind. Profiling can be used to 
extract features of the sensor data [6]. We make the 
profiles of the relationships among the observed data. 
Those data involves normal and abnormal data. We 
define that normal and abnormal data of high-energy 
electrons are corresponded to the alert and quiet level 
flux respectively. In this paper, the alert level follows 
criteria of alerts of Space Weather Prediction Center 
(NOAA) [9]. The normal data is determined using the 
solar wind speed and north-south component of IMF 
when the high-energy electron fluxes are quiet level. In 
other cases, those data are defined as abnormal. We 
create the profiles of the normal data from only daily 
variations of high-energy electron fluxes that not 
involve coronal hole and CME event data. 

2.2 Profiling Time Series Data by Vector 
Autoregressive Models 

The satellites observe the space environment using their 
sensors. The data are sent to ground station and then 
stored into databases. The high-energy electron fluxes 
and the solar wind data are represented in a style with 
physical values. We can obtain them as time series data 
from the databases. 

We create the profiles from the observed data with a 
statistical method. As the model for the time series 
analysis, we use the vector autoregressive models. In 
the VAR model, not only its own past values but also 
those of related variables are involved. Let )(tx  and 

)(ty  be explained variables; )1( −tx ,…, 
)( mtx − ; )1( −ty ,…, )( mty −  be explaining 

variables; and 1a ,…, ma ; 1b ,…, mb ; 1c , …, 

mc ; 1d , …, md  be autoregressive coefficients. The 
VAR model of order m is expressed as follows: 

The underlined parts ))('),('( tytx  represent 
predicted values while are the residual errors. In offline 
training, we estimate the autoregressive coefficients by 
the Levinson’s algorithm. The profile is created by 
estimating the coefficients from couple of observed data. 
The order of the VAR model is determined by using the 
values of AIC (Akaike Information Criterion) of the 
models. We determine the order of the model from the 
models that the AIC value is the highest. 

 

III. Dynamic Relational Network for Anomaly 
Prediction of High-energy Electron Fluxes 

This paper tries to predict the alert level flux of high-
energy electrons using dynamic relational network. The 
dynamic relational network is consisted of sensors and 
arcs. The sensors of the network diagnose each other by 
evaluating target’s sensor data. The credibility of 
sensors will change dynamically as the diagnosis 
proceeds, and then the network will adapt to the 
changes of the environment. 

We build the dynamic relational network as black 
and white model [7] using real three sensors and one 
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prediction on high-energy electron fluxes.  
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virtual sensor (Fig.3). The real sensors are the high-
energy electron fluxes ( E ), the solar wind speed (V ) 
and the north-south component of IMF ( zB ). The 
virtual sensor is high-energy electron fluxes 24 hours 
ahead ( 24E ). The virtual sensor will be diagnosed from 
other sensors. The network will detect anomaly when 
the credibility of the electrons flux after 24 hours is less 
than the alarm threshold. For estimating the electron 
fluxes, we regard the current flux data as the future flux 
data because we cannot obtain them. 

The arcs are corresponded to the profiles. The 
diagnosis of each sensor is done by calculating error 

)(tp  between the actual value and predicted value. 
The sensor diagnose the target sensor as abnormal when 

)(tp  deviates the threshold θ . The threshold θ  is 
defined as δθ n=  where the n  and δ  are the 
deviation coefficient and standard deviation of observed 
data respectively.  

 

IV. Tests and Evaluations 

4.1 Data source 
We use one hour averaged data of the solar-wind and 
the high-energy electron flux at GEO. The solar wind 
data observed by the Advanced Composition Explorer 
(ACE) satellite are obtained from the OMNI-2 database 
[8] in the National Space Science Data Center (NSSDC), 
the National Aeronautics and Space 
Administration/Goddard Space Flight Center. 

The electron flux data observed by the GOES 
satellite are obtained from the National Geophysical 
Data Center (NGDC), and the National Oceanic and 
Atmospheric Administration (NOAA). We obtain both 
data during the period from January 1, 1998 to 
December 31, 2006, thus eight years in total.  

4.2 Data Handling 
The data observed by the satellites could include the 
missing data due to the instruments troubles by the 
space weather events and/or various reasons for the 
operations. We regard the data as missing where the 
interval of the missing exceeds two hours. The missing 
data are interpolated if the observation down time is less 
than three hours. We exclude the missing data in 
training and simulations. 

4.3 Methods and Evaluations 
We evaluate the dynamic relational network based on 
the test results. The network is tested by inputting the 

test data. The test data are consisted of normal and 
abnormal data. The normal test data only involves the 
data where high-energy electron fluxes are the alert 
level. On the other hand, the abnormal test data involves 
the data where the flux is the quiet level. The abnormal 
test data contain the data on coronal hole and CME 
events. We prepare 20 test cases as normal test data and 
7 test cases on coronal hole and CME events (14 cases 
in total) as abnormal test data. For the abnormal test 
cases, we choose the test cases from the event list [3]. 
The period of the test data is about 5 days. The period of 
the test data is different due to the conditions of the 
space environment. The performance of anomaly 
prediction is evaluated by calculating false-alarm rate 
and missed-alarm rate. We evaluate the test result in 
each step whether the anomaly prediction succeeds. 

4.4 Test Results 
Fig.4 shows a diagnosis result of the dynamic relational 
network for the abnormal data involving CME event. 

Fig.4 Time evolution of credibility when dynamic 
relational network tests abnormal data involving 
CME event. The deviation coefficient is 0.06. The 
threshold of anomaly detection is 0.5. 

Fig.5 Performance versus deviation coefficient. The 
deviation coefficient varies from 0 to 0.4. The 
threshold is 0.5 in this test. The threshold of anomaly 
detection is 0.5.
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The CME happens when the test starts in this test case. 
The credibility of high-energy electron flux 24 hours 
ahead is diagnosed as anomaly. The anomaly prediction 
is successful in this test case. 

Fig.5 shows the performance trade-off when the 
deviation coefficient varies. The false-alarm decreases 
as the deviation coefficient increases while the missed-
alarm rate rises. The performance of the dynamic 
relational network shows the trade-off on the deviation 
coefficient. 

Fig.6 shows the performance when the alarm 
threshold is changed. The missed-alarm rate increases 
when the deviation coefficient is 0.3. On the other hand, 
the false-alarm rate is kept low level. The dynamic 
relational network would predict successfully if both 
parameters are adjusted appropriately. 

 

V. Discussions 

We have investigated the performance of the dynamic 
relational network for the anomaly prediction on high-
energy electron fluxes. The diagnosis of the network is 
done in online and therefore the credibility will change 
dynamically [6]. Our model differs from the neural 
network predictors [4, 5] in that it could adapt to the 
dynamic environment. However, the adaptation of the 
network is influenced by the tuning parameters [6]. For 
the tests, the deviation coefficient and the alarm 
threshold are used as tuning parameters of the network.  

The performance of the network changes according 
to the deviation coefficient. The performances also 
changes according to the alarm threshold. Each 
parameter of the networks should be controlled 

appropriately to achieve the performance requirement in 
order to protect the satellites from dielectric charging. 
For future works, we need to evaluate the network using 
the profiles created from only abnormal data. 

  

VI. Conclusions 

We constructed a dynamic relational network for 
anomaly prediction on high-energy electron fluxes. The 
network could predict the alert level flux. Furthermore, 
we investigated the trade-off of the performances in 
order to manage the performance.  
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Abstract: An adaptive sensor network for home intrusion detection has been proposed. The sensor network combines a 
profile-based anomaly detection and an adaptive information processing based on Hidden Markov Models (HMM) that 
allows the system to train and tune the profiles automatically. The trade-off between miss-alarm and false-alarm has 
been experimentally studied. Several types of hypothetical intrusion have been tested and successfully detected. 
However, hypothetical anomalies supposing a fall down of a resident due to sudden illness have been difficult to detect. 
 
Keywords: sensor network, adaptive information processing, human activity profile, home intrusion detection. 

 
 

I. Introduction 

On the one hand sensor technology has been developed 
and many sensors are available to detect several 
quantities in the environment. These sensors range from 
the ones with low-cost but low resolution to the 
expensive ones with high precision. One the other hand, 
recent rapid progress on the wireless technology and 
information network allows aggregating and organizing 
many sensors distributed in a space of the environment 
[1]. The space ranges from a small one within a room to 
a large-scale covering an entire buildings and 
production plants. 

With the advent of both low energy-consuming 
sensors and networking technology, sensor networks 
have been attracting attention [2]. What is required is 
synthesizing large-scale data collected from the sensor 
network to the meaningful information in real time. We 
have studied a design framework for an adaptive sensor 
network based on the immune systems analogy [3]. 
However, here we focus on another sensor network 
involving the Hidden Markov Model (HMM) (e.g., [4]) 
to attain an adaptive system while using the similar 
framework of profiling the human behavior. 

Even when restricted to statistical methods, there 
have been many methods such as Support Vector 
Machine (SVM) [5]. For human activity monitoring, 
sensors can be mounted to the body [6]. We have 
focused on the adaptability that allows the sensor 
network (installed in a room) adapt to the environment. 

Section 2 explains the intrusion detection based on 
profiling. Section 3 presents how the profiles are 

constructed and used for detection. Section 4 presents 
the experimental results. Section 5 discusses 
performance analysis comparing two experimental data 
acquired from the two homes. 

 

II. Adaptive Intrusion Detection based on 
Profiling 

2.1 Profiling Human Activity and Anomaly Detection 
Profiling on agents has been widely studied and used 
even restricted to human. When restricted to human, 
DNA profiling may be most popular to find and identify 
evidences and to narrow down the scope of suspects in 
the criminal acts such as murder. 

Here, we focus on the profiling on human activity 
and behavior in their daily life, particularly in their 
homes. Profiles of the residents are used to detect 
anomaly in their daily life such as housebreaking by an 
intruder, fall down and lost mobility due to sudden 
illness (e.g., heart attack), and long absence due to 
prowl caused by an illness (e.g., Alzheimer disease). In 
this paper, we deal with the first two: the housebreaking 
and the fall down. 
 

2.2 Profiling Time Series Data by Hidden Markov 
Models 

The sensor network monitors usual resident’s behavior, 
extracts normal activities, and updates the normal 
activity profile. A deviation from the profile can be used 
as an evidence of anomaly. In this note, we use a 
collection of parameters of the HMM as a profile (Fig. 
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1). The HMM is suited for a task of handling time series 
data such as speech recognition and gesture recognition 
systems [7]. Since the HMM assumes that states are not 
directly observable, the parameters include output 
probabilities and initial distribution of probabilities, 
other than state transition probabilities. These 
parameters are estimated from the data monitored by the 
sensors. 

The data of the first few days (up to five days) 
sampled from the sensors monitoring the resident’s 
activity in his/her home are used for estimating the 
parameters, and the collection of the parameters is 
regarded as the profile of the resident to identify his/her 
normal life in the home. We call the period of few days 
a training period and the data collected in these days a 
training data. After the training period, the detection 
will be carried out by calculating a likelihood that the 
current data are within the range expected from the 
normal life, testing against the profile of a normal life 
(Fig.1). 
 

Fig. 1. Anomaly Detection by HMM parameters as 
profiles. 
 

Fig. 2. Generating process of HMM profiles.. 

III. Sensor Network for Home Intrusion 
Detection 

3.1 A Framework for Home Intrusion Detection by 
Sensor Networks 

In our detection framework, we used multiple HMMs 
(Fig. 2) even for a single resident for detection accuracy, 
since even one man can have multiple patterns of 
activities. In a detection mode, a likelihood is calculated 
from the current monitoring data and the HMM to judge 

whether the current activities are within the expectation. 
If all the likelihoods calculated from corresponding 
HMMs are not greater than the predetermined 
thresholds, then anomaly will be concluded. These 
thresholds are acquired in a training phase. 

Tuning of the thresholds plays a critical role in 
setting alarms, since any alarming systems are under a 
trade-off between miss-alarm and false-alarm. Too high 
thresholds turn out to be too many false-alarms, while 
too low thresholds lead to too many miss-alarms. 
 

3.2 Processing of Sensor Data for Hidden Markov 
Models 

Sensor data are sampled from the Infra-Red (IR) sensors 
installed to a room in a home as shown in Fig. 3. The 
detection system processes the data obtained through a 
sensor net interface. 

Sensor data must be coded to input sequence of 
symbols for HMM. In the experiment, sensor data are 
sampled and transformed to 1 (reacted, or ON) / 0 (not 
reacted, or OFF) sequence of four bits (Fig. 4) in every 
five seconds. One minute collection of the 1/0 data is 
coded into one symbol sequence (Fig. 4). 

Fig. 3. Layout of sensors in a room for the experiment. 
 

Fig. 4. Sensor Data Coding for HMM. 
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IV. Experiments and Performance Analysis 

4.1 A Framework for Home Intrusion Detection by 
Sensor Networks 

The sensor networks have been installed to a room in a 
home. Sensor layout in one room was shown in Fig. 3. 
Activities of a resident are monitored for three months. 
Since the actual anomaly would not happen, virtual 
anomalies have been set for performance analysis of the 
system. The following three types of anomalies are 
presented to the system: 

1) Housebreaking from the entrance, 
2) Housebreaking from other than the entrance (e.g., 

from the window), and 
3) Resident falls down due to sudden illness. 

4.2 Performance Analysis on the Adaptive Sensor 
Network 

Among the monitored data, up to five days are used as 
learning data to train the HMM. The rest of data are 
used to test the performance in detection. The number of 
false-alarms (i.e., the system gave to alarm even when 
anomaly did not occur) in a day (Fig. 5 left) as well as 
the rate of miss-alarms (i.e., the system failed to alarm 
even when anomaly actually occurs) (Fig. 5 left) are 
plotted with the reactive range on which the sensitivity 
depends varied. 

When the detection sensitivity decreases by 
lowering the thresholds for each HMM, the number of 
false-alarms decreased (Fig. 5 left) while the miss-alarm 
rate increased (Fig. 5 right). As expected, this trade-off 
holds for two data sets from two different homes. The 

events of resident fall down are difficult to detect. 
Indeed, missalarm rate for the resident fall down is 
higher than that for housebreaking. 

 

V. Discussions 

We have conducted the above experiments for two 
homes whose floor plan differs (Fig. 6) to compare the 
performances and to make performance analysis in 
more detail. That is, we want to investigate and narrow 
down the factors that affect the performance. 

Fig. 7 shows the plots of average of false-alarms and 
miss-alarm rate for both homes. It can be first observed 
that the performance of the system for both homes is 
similar, even though the floor plan and hence the sensor 
layout differs from each other. This means that the 
adaptability of the system offered an adaptation to the 
sensor layout as long as the number of sensors and 
coverage to the room are adequately set. In this 
experiments also, the number of IR sensors are equal 
(four) and at least one IR sensor is installed to each 
room: living (L), kitchen (K), bedroom (B), and the 
entrance (E). 

Again, the events of resident fall down are difficult 
to detect in both experiments. Since the events of 
resident fall down occurs in the middle of some normal 
activities, it may be difficult to discriminate them from 
normal activities in the coded profiles. It would be 
expected if the activities were monitored more 
frequently by sampling the data from the sensors in less 
than five minutes; the miss-alarm rate would be 

Fig.5. Average of False-Alarms (left) and Miss-Alarm Rate (right) when Sensor Sensitivity is varied in 
a home A. The number in parenthesis indicates the number of days used for the training of the system.
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improved. As a future work, the sampling time should 
be adapted to the environment. 

VI. Conclusion 

Experiments demonstrated that anomaly detection based 
on adaptive updates of resident’s normal behaviors 
allows not only detection anomaly in the behaviors but 
also adaptation of the system to the environment. Here, 
the environment includes dynamic and diverse patterns 
of abnormal and normal behavior, dynamic but periodic 
life pattern. Reflecting the periodic conditions in short-
terms such as hours and in longterms such as months 
and seasons to the profiles would improve the 
performance of detection success rate. 
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Fig.6. The IR sensor layout in the room of the home A (left) and B (right) for the experiment. The living (L), 
kitchen (K), bedroom (B), and the entrance (E) are shown. 

Fig.7. Average of False-Alarms (left) and Miss-Alarm Rate (right) of two homes A and B when Sensor
 Sensitivity is varied. A and B in the legend indicate the data from the home A and B, respectively. 
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Abstract: The Stable Marriage Problem (SMP) seeks matching between n women and n men satisfying a stability, 
which could otherwise lead to divorce and extramarital affairs. We have introduced a network consisting of nodes 
representing matching and links between nodes which attains each other by exchanging a partner between two pairs. 
For visualization, the network is depicted with nodes layouted involving several coordinates such as either women’s or 
men’s or both satisfactions. With the network visualization, regularity and symmetry can be made conspicuous in 
specific instances of SMP such as Latin SMP. 
 
Keywords: network visualization, stable marriage problem, stable matching, Latin square, matching network. 

 
 

I. Introduction 

Since the landmark work of Gale and Sharpley [1], 
stable marriage problem has been studied extensively in 
several communities such as discrete mathematics, 
algorithm, operations research, and economics. Not only 
theoretical work but practical applications of heuristics 
had been implemented in the real assignment problem 
of intern to the hospitals without minding the theoretical 
results [2].  

Knuth conjectured that any stable matching may be 
attained by matching blocking pairs by exchanging 
partners [3], however, the counterexample had been 
presented by Tamura [4]. This fact would suggest that 
the network visualization of the assignment problems 
including the stable marriage problem might not only 
clarify the problems themselves but give an insight of 
the solutions such as symmetries and stabilities 
embedded in the solution spaces, hence allowing 
decision making by an authority or by individuals easier.  

On the other hand, network visualization 
demonstrated its power by visualizing large-scale 
networks such as computer networks, power grids, 
social networks, etc as well as complex networks such 
as genetic networks, cell networks, and metabolic 
networks. Graph drawing algorithms have been studied 
extensively to draw these large-scale and complex 
networks (e.g. [5]). 

The visualization of network connecting all the 
nodes corresponding to matching solutions including 
stable matching would enhance understanding the 

structure of the solution network such as existence of 
specific cycles. It would also enhance understanding 
several solutions such as man-optimal (hence woman-
pessimal) and woman-optimal (hence man-pessimal) 
and other ones between them in the distributive lattice 
[3] where the partial order between matchings is defined 
as every woman (man) in a matching is as satisfied with 
the partner as with the partner in the lower ordered 
matching. The network visualization may be 
implemented in several distinct ways depending on the 
aspect to be visualized using different coordinates 
measuring man’s (woman’s) satisfaction and total 
satisfaction.  

The stable marriage problem has been studied by 
networks ranging from some-what direct expression of 
bipartite graph to a sophisticated expression of marriage 
graph [6]. The network of solutions also has been 
studied by means of the network such as a distributive 
lattice. We also express the matching by a network with 
several distinct coordinate-systems. The network 
visualization of instances of SMP reveals several 
similarity, regularities and symmetries among instances, 
which have not been recognized otherwise. One of the 
notable symmetries is the degeneration of the net-work, 
where degenerated network is defined by multiple nodes 
and edges are placed in the common coordinate in the 
coordinate system.  

Section 2 presents stable marriage problems with the 
definition of stability. Section 3 defines the network 
whose nodes are matchings and edges partner-exchange. 
Section 4 explains the coordinates where nodes 
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(matchings) are placed. Section 5 presents several 
examples of SMP with a regular structure whose 
matching networks are visualized. 

 

II. Stable Marriage Problem and  
Stable Matching 

The Stable Marriage Problem (SMP) assumes n 
women and n men each of them has an ordered 
preference list (or a ranking) without tie to the opposite 
sex. As in the example shown in Fig. 1, the men m2 has 
an ordered preference list (w3, w2, w1, w4) or a ranking 
(3, 2, 1, 4), which means m2 likes w3 best, and he prefers 
w3 to w2, w2 to w1, and w1 to w4. One could say that 
there is an injection (one to one, but not necessarily 
onto) mapping from a set of women (men) to an 
element of permutation group of size n such as shown in 
the ranking by each person (Fig. 1).  

Under the above assumptions, SMP seeks for the 
complete matching between n women and n men (a 
bijection from n women to n men), which satisfies 
stability. The stability requires the concept of blocking 
pair. Two pairs (mi, wp) and (mj, wq) are blocked by the 
pair (mi, wq) if mi, prefers wq to wp and wq prefers mi to 
mj, as illustrated in Fig. 2. A complete matching without 
being blocked is called stable matching.  

 
 
 
 
 
 
 
 

Fig. 1. An illustration of Stable Marriage Problem with 
size 4. 

 
 
 
 
 
 

Fig. 2. An illustration of blocking pair. 
 

III. A Network of Matching Solutions 

Although instances of men’s preference and 
women’s preference can be expressed by networks, we 
will rather express matching solutions on networks. In 

the network, each node expresses matching and an edge 
between two nodes indicates that the matching 
corresponding the node can be realized by exchanging 
partners in two pairs of another node linked (Fig. 3). 
With two sets of n men and n women above, let us 
consider the following two matchings M1, M2: 

   M1 = {(m1,w1),(m2,w3),(m3,w2),(m4,w4)} 
   M2 = {(m1,w1),(m2,w3),(m3,w4),(m4,w2)} 
The matching M2 can be attained by exchanging the 

partners in two pairs: (m3,w2), and (m4,w4) in the 
matching M1, thus two nodes corresponding these two 
matchings are linked in the network. We will call the 
network complete when the network includes all 
possible matchings as nodes and all possible partner-
exchange as links. 

 
 
 
 
 
 
 

Fig. 3. An example of a matching network with size 3. 
Bipartite graph indicating each matching is shown 
inside each node for illustrative purpose. 
 

IV. Coordinates for Network Visualization 

Motivation for visualizing matching solutions as a 
network is to bring regularities and symmetries into 
daylight of visual perception, which are unseen 
otherwise. To this end, selection of appropriate 
coordinates (and its scale) is of great importance. Here, 
we will use simple and natural coordinates. For example, 
men’s satisfaction Pm is defined as follows:  

    
    
where n is the size of the stable marriage problem 

and Rmi is the man mi’s rank (an integer ranging from 1 
to n where 1 means the most favorite) to the current 
partner in the matching M. Women’s satisfaction Pw is 
similarly defined with Rwp the woman wp’s rank to the 
partner in the matching. These two coordinates may be 
expressed by one coordinate Pmw= Pm－Pw which means 
men’s satisfaction relative to women’s satisfaction. 
Although this Pmw is an asymmetric one, the following 
E energy is a symmetric coordinate reflecting both men 
and women’s satisfaction symmetrically. 
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where the summation is taken over all the pair mi  

and  wp in the matching M. 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Network visualization of an instance of SMP 
with size 4. Left: two coordinates of men’s satisfaction 
Pm and women’s satisfaction Pw are used. Right: 
symmetric coordinate E and asymmetric coordinate Pmw 
are used. 

 
When Pw and Pm are used as two axes (Fig. 4 left), 

as the points are placed toward more upper-right, the 
better the solution for either women or men or both. 
This is similar to indifference curves plotting utility 
(satisfaction) in microeconomic theory, and to the 
receiver operating characteristic (ROC) curves in 
detection theory. Stable solutions are placed on the 
curve, since they will most often satisfy either women, 
men or both.  

When E and Pmw are used as two axes (Fig. 4 right), 
the points placed higher the better for both women and 
men, more right the better for men, and more left the 
better for women. They are upward convex, similarly to 
the Pw - Pm curve.  

It should be noted that the curves include unstable 
solutions as in Fig. 4, although stable solutions are often 
included in the curve. Of course, there are exceptions, 
for it is known that stable matching may not be obtained 
with any local (local in the sense that individual rank or 
paired ranks are aggregated) measure such as Pw, Pm, 
Pmw and E. Stable matching nodes are placed at the 
highest location in E coordinates, and of course there 
are exceptions too with the same reason. 

 

V. Specific Instances of Stable Marriage 
Problem 

When we visualize matching network of SMP 
instances with specific structure, some regularities and 
symmetries will be observed. Latin SMP [7], for 

example, defines instances where each person’s rank to 
the person in the opposite sex and the rank from the 
person to the original person add to a constant n+1. 
Than is, 

   Rmi,wp + Rwp,mi = n + 1 
where Rmi,wp is the man mi’s rank to the the woman 

wp. This equation means a rather strange constraint that 
the higher a person ranked to persons in the opposite 
sex, the lower being ranked by them.  

Preference structure of SMP may be expressed by a 
preference matrix { aij } where the element in i-th row 
and j-th column aij is defined to be Rmi,wj / Rwj,mi. For the 
Latin SMP with size 4, the preference matrix is as 
follows: 

   1/4, 2/3, 3/2, 4/1 
   2/3, 1/4, 4/1, 3/2 
   3/2, 4/1, 1/4, 2/3 
   4/1, 3/2, 2/3, 1/4. 
For this Latin SMP with size 4, the matching 

networks are visualized in Fig. 5, where coordinates are 
drawn in the same manner as in Fig. 4. Regularity and 
symmetry of the stable matching solutions in the 
network is made conspicuous. The degeneracy is 
obvious in Pm - Pw coordinate, for every nodes are stable, 
and unstable ones are masked by the stable ones. From 
the definition of the Latin SMP, the preference structure 
should be symmetric for women and men. This fact is 
evidently reflected in both figures with Pm - Pw 
coordinate (Fig. 5 left) and with Pmw – E coordinate (Fig. 
5 right). 

 
 
 
 
 
 
 
 
 
 

Fig. 5. Network visualization of a Latin SMP with size 4. 
Left: two coordinates of men’s satisfaction Pm and 
women’s satisfaction Pw are used.  Stable matchings 
are shown by squares, while unstable ones by circles in 
the left to avoid masking when overlapped. Right: 
symmetric coordinate E and asymmetric coordinate Pmw 
are used. 

 
The followings are three preference matrices of SMP 

of size 4 with regularities: 
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   1/2,2/3,3/4,4/1  1/3,2/2,3/1,4/4  1/3,2/2,3/1,4/4 
   2/3,1/2,4/1,3/4  2/4,1/1,4/2,3/3  2/2,1/3,4/4,3/1 
   3/4,4/1,1/2,2/3  3/1,4/4,1/3,2/2  3/1,4/4,1/3,2/2 
   4/1,3/4,2/3,1/2  4/2,3/3,2/4,1/1  4/4,3/1,2/2,1/3. 
These three preference matrices are obtained by 

fixing the men’s rank to women but shifting and rotating 
the women’s rank to men in several ways in the Latin 
SMP above. These three SMPs with the above 
preference matrices (left, middle, right) are visualized in 
Fig. 6 (above, middle, below, respectively). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6.  Network visualization of three instances of 
SMP with regular structures. Left: two coordinates of 
men’s satisfaction Pm and women’s satisfaction Pw are 
used. Right: symmetric coordinate E and asymmetric 
coordinate Pmw are used.  
It can be observed that the first SMP (Fig. 6 above) and 
the last SMP (Fig. 6 below) share the similar preference 
structure such as isomorphic with 90 degree anti-clock 
wise rotation in Pm - Pw coordinate, however, the last 
SMP is symmetric for men and women while the first 

one is not as observed with Pmw – E coordinate. The 
symmetry for women and men can be observed for the 
middle SMP, too. With the preference matrices alone, 
these facts may not be as obvious as seen in the network 
visualization. 
 

VI. Summary 

The preference structures are involved in the two 
matrices: preference from women to men; and that from 
men to women. Although the preference structure itself 
can directly be expressed by a weighted bipartite graph 
or stable marriage graph, the matchings are expressed 
by the matching network whose nodes are matchings 
and edges partner-exchange. By visualizing the network 
with adequate nodes layout in the coordinate, the space 
composed by matching (including stable ones) will be 
understood geometrically.  

As we have glimpsed, symmetry in the preference 
structure will be understood from the viewpoint of 
symmetry in the graph visualizing the matching network 
with an adequate coordinate for the nodes layout. 
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Abstract

Lately, it is required that the bandwidth of PWM
power amplifier is extended. For example, it is in ap-
plication of the testing power supply of a low ferquency
immunity examination, or a class-D ampllifier. In this
paper, we show that the bandwidth of PWM power
amplifier can be extended by using an Approximate
2DOF Digital Controller. This controller is imple-
mented on a DSP. It is demonstrated from experiments
that the bandwidth can be made wider with this con-
troller.

1 Introduction

A PWM power amplifier used as a power supply or
amplifier has good power conversion efficiency, small
size and lightweight, it is widely used for common
apparatus. We apply the PWM power amplifier to
an AC power supply apparatus. The AC power sup-
ply apparatus output the same AC as the commercial
power supply. Since, in the commercial power sup-
ply, the voltage may fall and the waveform may not
be a precise sine-wave or the noise may be mixed, the
AC power supply apparatus is used as a AC regulated
power supply. Especially it is needed when performing
precise electric measurement etc. And it has a func-
tion of frequency conversion or voltage conversion, so
it is used when testing and producing of the goods
of a foreign country, or when the same power supply
specification as the one of a foreign country must be
supplied. Furthermore, it is used as the power sup-
ply for a low frequency wave immunity test. The low
frequency wave immunity test examines whether the
electronic devices operate normally in abnormal con-
ditions, such as a fall of voltage and an instantaneous
breaking off. Therefore, the AC power supply appa-
ratus in which the transient response characteristics
does not deteriorate for the various load characteris-

tics from capacitivity to inductivity is needed. In the
low frequency wave immunity test, it is necessary to
make various waveforms, such as breaking off wave etc.
which have rapid changes. Therefore, it is required
that the bandwidth of PWM power amplifier must be
very wide in order to follow at high speed to a refer-
ence imuunity test signal without overshooting. We
proposed[1, 2] previously the different methods from
the other methodsd[3, 4] for designing a robust dig-
ital controller for PWM power amplifiers which can
attain those demands. This method used the idea
of an apprximate 2-Degree-of-Freedom(2DOF) sytem.
However, the bandwidth is not so wide and is about
2[kHz]. It is necessary to extend the bandwidth to
deal with various problems. In this paper we show that
the bandwidth can be extended using the approximate
2DOF digital controller by getting more high sampling
and switching frequency. This digital controller is ac-
tually realized by using a DSP. Some experiments show
that the controller can extend the bandwidth.

2 PWM power amplifier

The power amplifier as shown in Fig.1 is being
manufactured. The triangular wave double carrier sys-
tem is adopted as a PWM switching signal generat-
ing part. A power amplification part is a full-bridge
type chopper circuit, and the voltage of direct-current
power-supply E is 30[V]. The LC circuit is a filter for
removing carrier and switching noises. The values of
LC circuit are L0 = 20[µH] and C0 = 2.16[µF]. If the
frequency of control signal u is smaller enough than
that of the carrier, the state equation of the DC-DC
converter at a resistive load in Fig.1 except for the con-
troller in DSP can be expressed from the state equal-
izing method as follows :n ẋ = Acx+ Bcu

y = Cx
(1)
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Figure 1: PWM power amplifier

Figure 2: Controlled object with input dead time Ld(≤
T )

where

x =

·
eo
i

¸
Ac =

· − 1
C0RL

1
C0

− 1
L0

−R0

L0

¸
Bc =

·
0
Kp

L0

¸
C =

£
1 0

¤
u = ei y = e0 Kp = − E

Cm

and R0 is the total resistance of coil and ON resistance
of FET, etc., and the value is 0.015[Ω]. When realizing
a digital controller by a DSP, a delay time exists be-
tween the starting time of the sampling operation and
the outputting time of the control signal due to the
calculation and AD/DA conversion times. This delay
time is considered to be equivalent to the input dead
time which exists in the controlled object as shown in
Fig.2. Then the state equation of the system in Fig.2
is expressed as follows :n xdw(k + 1) = Adwxdw(k) + Bdwv(k)

y(k) = Cdwxdw(k)
(2)

where

xdw(k) =

·
xd(k)
ξ2(k)

¸
xd(k) =

·
x(k)
ξ1(k)

¸
Adw =

·
Ad Bd
0 0

¸
Bdw(k) =

·
0
1

¸

Ad =

·
eAcT eAc(T−Ld) R Ld

0
eAcτBcdτ

0 0

¸
Bd =

· R T−Ld
0

eAcτBcdτ
1

¸
Cdw =

£
Cd 0

¤
Cd =

£
C 0

¤
ξ1 (k) = u(k)

Now, the power amplifier with the following spec-
ifications 1-3 is designed and manufactured by con-
stituting digital control systems to the PWM power
amplifier (controlled object) at no load.

1. The band-width of control systems is higher than
20[kHz] to each load , i.e., no load, resistance load,
capacitive load, parallel load with resistance and
capacitive load and inductive load. The value of
such loads is restricted to a certain range.

2. Against all the loads of spec.1, an over-shoot is
not allowable in a step response.

3. The specs. 1 and 2 are satisfied also to change of
the direct-current power supply of ±10%.

The load change for the controlled object and the
direct-current power supply change are considered as
parameter changes in eq.(2). The parameter changes
can be transformed to equivalent disturbances qv and
qy as shown in Fig.3. Moreover, if the saturation
in the input arises or the input frequency is not so
small in comparison with the carrier frequency, the
controlled object will be regarded as a class of non-
linear systems. Such characteristics changes can be
also transformed to equivalent disturbances as shown
in Fig.3. Therefore, what is necessary is just to con-
stitute the control systems whose the pulse transfer
functions from equivalent disturbances qv and qy to the
output y become as small as possible in their ampli-
tudes, in order to robustize or suppress the influence of
these parameter changes, i.e., load change, and direct-
current power-supply change. In the next section, an
easy designing method which makes it possible to sup-
press the influence of such disturbances with the target
characteristics held will be presented.

3 Design of approximate 2DOF digital
controller

First, the transfer function between the reference
input r and the output y is specified as follows :
Wry(z)

=
(1 +H1)(1 +H2)(1 +H3)(z − n1)(z − n2)(z +H4)
(1− n1)(1− n2)(z +H1)(z +H2)(z +H3)(z +H4) (3)
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Figure 3: System reconstituted with inverse system
and filter

where, n1 and n2 are the zeros for the discrete-time
control object (2). It shall be specified that the re-
lation of H1 and H2, H3 becomes |H1|À|Re(H2)|,
|H1|À|Re(H3)|. Then Wry(z) can be approximated
to the following first-order model:

Wry(z) ≈Wm(z) =
1 +H1
z +H1

(4)

This target characteristics Wry(z) ≈ Wm(z) is speci-
fied so that it satisfies the specs.3 and 4.
Applying a state feedback and a feedforward

v = −Fx∗ +GH4r x∗ = [y x2 ξ1 ξ2]
T (5)

ξ1(k + 1) = Gr (6)

to the discrete-time controlled object (2), we deter-
mine F = [F (1, 1) F (1, 2) F (1, 3) F (1, 4] and G
so that Wry(z) becomes eq.(3). If equivalent con-
version is carried out at the system which does not
use current feedback directly, the control system of
only voltage feedback will be obtained. The transfer
function WQy(z) between this equivalent disturbance
Q = [qv qy]

T and the output y of the model matching
system desfined as

WQy(z) =
£
Wqvy(z) Wqyy(z)

¤
(7)

The system added the inverse system and the filter to
the system in Fig.3 is constituted as shown in Fig.4.
In Fig.4, the transfer function K(z) becomes

K(z) =
kz

z − 1 + kz (8)

The transfer functions between r− y and Q− y of the
system in Fig.4 are given by

y =
1 +H1
z +H1

z − 1 + kz
z − 1 + kzWs(z)

Ws(z)r (9)

y =
z − 1

z − 1 + kz
z − 1 + kz

z − 1 + kzWs(z)
WQy(z)Q (10)

Figure 4: Approximate 2DOF digital integral type
control system

where

Ws(z) =
(1−H2)(1 +H3)(z − n1)(z − n2)
(z −H2)(z +H3)(1− n1)(1− n2) (11)

Here, if Ws(z) ≈ 1, then Eqs.(9) and (10) become,
respectively,

y ≈ 1 +H1
z +H1

r (12)

y ≈ z − 1
z − 1 + kzWQy(z)Q (13)

From eqs.(12) and (13), it turns out that the char-
acteristics from r to y can be specified with H1, and
the characteristics from Q to y can be independently
specified with kz. That is, the system in Fig.4 is an
approximate 2DOF, and its sensitivity against distur-
bance becomes lower with the increase of kz.
If an equivalent conversion of the controller in Fig.4

is carried out, the approximate 2DOF digital integral-
type control systems will be obtained as shown in
Fig.5. In Fig.5, the parameters of the controller are
as follows :

k1 = F (1, 1 + F (1, 2)FF (1, 1) + ((−F (1, 4)
−F (1, 2)FF (1, 4))(−F (1, 2)/FF (1, 2)))
+(GH4 +GFz)(kz/(1 +H2))

k2 = F (1, 2)/FF (1, 2) +G(kz/(1 +H2))

k3 = F (1, 3) + F (1, 2)(FF (1, 3)) k4 = −Fz
ki1 = Gkz ki2 = (GH4 +GFz)kz

kr1 = G kr2 = GH4 +GFz (14)

where

FF (1, 1) = −Ad(1, 1)/Ad(1, 2)
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Figure 5: Experimental step response of the output
voltage (the upper side : output 5[V/div], the lower
side : input 1[V/div], time : 10[µs/div])

FF (1, 2) = Ad(1, 2)

FF (1, 3) = −Ad(1, 3)/Ad(1, 2)
FF (1, 4) = −Bd(1, 1)/Ad(1, 2)
Fz = −F (1, 4)− F (1, 2)FF (1, 4)

4 Experimental studies

DSP TMS320LF2801 is used for the digital con-
troller. The sampling frequency is set at 555[kHz] and
the design parameters H1,H2, H3 and H4 are specified
as

H1 = −0.825 H2 = −0.33− 0.35i H3 = −0.33 + 0.35i
H4 = −0.68 kz = 0.145 (15)

Then the parameters of controller become as

k1 = −1.4068 k2 = 2.0296 k3 = 0.21572

k4 = −0.34143 ki1 = 0.16316 ki2 = −0.05524(16)
Then experimental result of a step response at no
load is shown in Fig.6. Here, sine-wave are inputted
into the control system with the sampling period T =
1.8[µs], and the frequency band width were verified as
shown in Fig.7. This figure shows that the bandwidth
is about 20[kHz] because the output voltage has fallen
by about 3 dB at the input frequency 20[kHz]. It turns
out that at no load the specification is satisfied.

5 Conclusion

In this paper, it has shown that the bandwidth the
PWM power amplifier can be extended using the ap-
proximate 2DOF digital controller by getting more

Figure 6: Experimemtal output voltage when the ref-
erence input is sine-wave of 20[kHz] (the upper side :
output 5[V/div], the lower side : input 1[V/div], time
: 10[µs/div])

high sampling and switching frequency. The digital
controller was equipmented in DSP, amd it checked
by experiment that the sufficient frequency charac-
teristics could be acquired. The bandwidth is about
20[kHz]. As a result, it can use as the examination
power supply for many kinds of immunity tests. A fu-
ture subject is deciding the ranges of all loads and it is
checking whether other specifications being satisfied.
Furthermore, in order to use for more application, for
example the class-D amplifier for audio, it is necessary
to acquire more broadband characteristics.
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Abstract: In general, voluntary movements can easily change from trial to trial. The reasons why are not clearly 

understood. We used an integrative biological information measurement and analysis system that we previously 

proposed to measure biological information during voluntary movements, especially handwriting, under auditory 

stimulation, and we considered the relationship between changes in voluntary movement and stimulation. Our findings 

will be applicable to rehabilitation, functional electrical stimulation, bio-feedback, and voluntary movement correction. 

 

Keywords: EMG, EEG, Handwritten Characters, Auditory Stimulation 

I. INTRODUCTION 

Recently, studies on handwriting have been reported 

in many fields [1] [2]; however, there have been few 

studies examining character deformation [3]. In our 

earlier studies, we considered the relations between 

biological information, the shapes of handwritten 

characters, and their variations. We also developed an 

integrative measurement system for measuring and 

analyzing biological information and character shapes 

[4]. We used the same system in the present study 

reported here. The purpose of this study was to 

investigate the underlying relationships between 

stimulation and character deformation under auditory 

stimulation conditions, based on biological information, 

such as EMGs, EEGs and so on.  

Ordinarily, handwriting is affected by various 

stimuli. During the handwriting process, we first receive 

stimulation from the external environment via our 

sensory organs, such as the eyes, ears, skin and so on. 

Then, when the stimulation reaches our brain via nerve 

conduction, our brain cannot continue the writing 

process with precision. As a result the handwriting is 

deformed.  

The findings of this study are expected to find 

applications in functional electrical stimulation (FES), 

biofeedback, and so on. Biofeedback involves reporting 

invisible internal information of the body in a 

recognizable way, which usually means visually or 

aurally. 

II. MEASUREMENT SYSTEM 

Fig. 1 shows the measurement system developed in 

our earlier studies. It consists of five components: (1) a 

tablet, (2) three pressure sensors, (3) EMG, EOG, and 

EEG measurement systems, (4) a tracking system, and 

(5) an auditory stimulation presentation system. The 

sampling frequencies were different in each system. 

Therefore, an interpolating method was used to make 

the sampling rates conform to each other. In detail, 

biological information and grip pressure were acquired 

via the same A/D converter, whose sampling frequency 

was 512 Hz. The tablet’s sampling frequency was 

limited to 200 Hz, and the camera’s was limited to 60 

Hz. 

1. Character recognition system 

The character recognition system used a tablet 

(WACOM Intuos 3 PTZ-930) for handwritten character 

recognition. The tablet could measure the location 

(X,Y) of the tip of a pen, the writing pressure, and the 

elevation and azimuth angles. The tablet was controlled 

by software, which also controlled the camera and the 

D/A converter for outputting a trigger signal for 

Fig. 1.  Measurement system. 
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synchronization. The sampling frequency of the tablet 

was 200 Hz. 

2. Pen grip pressure measurement system 

The grip pressure was measured with three pressure 

sensors (Nitta Corporation: FlexiForce), placed on the 

pen to correspond to the thumb, the index finger, and 

the middle finger. The pressure measurement system 

was connected to the A/D converter on PC2, and the 

sampling frequency depended on the A/D converter, 

which was set to 512 Hz. 

3. EMG EOG and EEG measurement system 

In our early study, the number and positions of the 

EMG, EOG, and EEG measurement channels were 

defined as shown in Fig. 2. The number of EMG 

channels was 24, the number of EOG channels was 2, 

and the number of EEG channels was 1.  

The sampling conditions are shown in Tables 1 and 

2. A common sampling frequency of 512 Hz was used 

for the EMG, EOG, and EEG channels. 

Table 1. EMG and EOG sampling conditions. (HFF: 

high frequency filter; LFF: low frequency filter) 

HFF 30 Hz 

LFF 1.5 Hz 

Sense 50 µV 

Ham Filter 50 Hz 

 

Table 2. EEG sampling conditions. 

HFF 50 Hz 

LFF 0.01 Hz 

Sense 50 µV 

Ham filter 50 Hz 

4. Real-time tracking system 

The tracking system consisted of a CCD camera 

(Library Corp.: GE60) and software (based on Library 

Corp.: Radish SDK) to control the camera and provide a  

tracking function for tracking eight points, as shown in 

Fig. 3. The tracking points were the hands, upper arms, 

shoulders, and areas above the eyes, on both the left and 

right sides. The tracking results were recorded on PC1 

as coordinate data (X, Y) with a trigger signal issued 

when the pen touched or was released from the tablet. 

The sampling frequency of 60 Hz was limited by the 

camera. 

5. Stimulus Presentation System 

Subjects were presented auditory stimulation, a 1000 

Hz 50 ms-long tone, through noise-canceling 

headphones (Maxell: HP-NC22.OH-BK) from PC2. The 

headphones cancelled noise from 60 to 520 Hz, with a 

suppression level of about 22 dB down at 200 Hz.  

6. Data Synchronization 

All systems were synchronized by experimental 

software designed to control the tablet, the camera, and 

the D/A converter and to save the collected data. Data 

collected by the tablet was the character shapes (X,Y), 

writing pressure, and elevation and azimuth angles. The 

number of tracking points was limited to eight, and each 

data item had two dimensions. This software generated 

a trigger signal when the tablet detected a pen 

touch/release. The signal was +5 V when the pen 

touched and +2.5 V when the pen was released.  

III. ANALYSIS 

1. Classification 

Before analysis, the measured data were classified into 

three groups: Group 1, just before the stimulated trial; 

Group 2, during the stimulated trial; and Group 3, just 

after the stimulated trial.  

Fig. 2.  EMG, EOG and EEG channels. 

Fig. 3.  Tracking points. 
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2. Evaluation Processes 

The evaluation method adopted in this study was 

based mainly on principal component analysis (PCA), 

which was developed in our earlier study. The 

evaluation process used in this study is described below. 

First, preprocessing was executed. The EEG result 

was frequency analyzed to calculate the alpha wave, the 

beta wave, and the evoked wave that consisted of 1–30 

Hz EEG. Then the original EEG data were replaced by 

the two sets of frequency-analyzed data. Next, measured 

character shapes were normalized based on their centers 

of gravity, and all data were normalized to 500 Hz for 

every trial. Three-dimensional spline interpolation, a 

well-known method, was used for upsampling. 

Second, the measured and preprocessed data were 

defined as matrixes 
(i)

Cm and 
(k)

Em, where 

)50,,2,1(),2,1( K== ki , and m means the number 

of characters. Matrix C contained the character 

coordinates (X, Y), and matrix E contained 30 channels 

of biological information, 3 channels of data collected 

by the tablet, except for character coordinates, and 8 

channels of X and Y tracking coordinates. 

Third, 
(i)

Cm and 
(k)

Em were used for PCA for each i 

and k. There were 100 patterns of the matrixes. By 

extracting only the first principal component from all 

the measured data, high correlation of the body position 

and character deformation was estimated with an 

evaluation function, P, defined as follows: 

 

 

(1) 

 

 

where i is the number of dimensions indicating the 

character location (X, Y), k is the number of measured 

channels, and q is the number of principal components. 

The term ][tqε  is the eigenvector ],[ kieq  of the q-

th principal component projected on the character 

information – other information dimension (C – E 

dimension). Therefore, if θ is 4/π , the position of the 

body has a high correlation with the changes in the 

character shapes. ][))((
tPn

ki
 exists over a range of 0 to 

1. ][))((
tPn

ki
 is a time-series evaluated value that 

indicates the correlation between changes in character 

shapes and each EMG channel. In detail, changes in the 

EMG indicate that a muscle moved. Therefore, the 

higher ][))((
tPn

ki
, the higher the correlation between 

the channel and changes in character shapes. 

Fourth, ][))((
tPn

ki
, the evaluated value, for Group 

1 and Group 2 were compared based on the coefficients 

of correlation. In detail, areas (periods) before and after 

the stimulated point for Groups 1 and 2 were compared. 

The area 400 ms before the stimulation was defined as 

area X, and the area 400 ms after the stimulation started 

was defined as area Y. If the character shapes were 

changed in response to the stimulation, the values of the 

coefficients should have changed after the stimulation, 

that is, area Y.  

Therefore, two rules, Rule A and Rule B, were 

defined for evaluating the coefficients. For Rule A, the 

coefficient of correlation was Cx<-0.4, Cx>0.4 and -

0.2<Cy<0.2. This corresponds to deformation caused by 

the stimulation. On the other hand, for Rule B, the 

coefficient of correlation was -0.2<Cx<0.2, and Cy<-

0.4, and Cy>0.4. In other words, the changes in 

character shapes and biological information were small 

before the stimulation, whereas larger changes appeared 

after the stimulation. This is called the correction effect. 

In this study, because none of the channels satisfied rule 

B, only rule A was considered. 
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- Em dimension, at t2. 
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IV. EXPERIMENT 

Subjects were required to write 20 hiragana 

(Japanese syllabary) characters “ひ” in about 1 second 

per character, and this was defined as one session. The 

auditory stimulation was presented randomly with a 

probability of 10%, and the experiment was conducted 

until the number of stimulated trials reached 90. To 

measure clear EEG signals, the experiment was 

performed in the afternoon, at least 2 hours after the 

subject's last meal. Three subjects participated in this 

study. The total number of measured and analyzed 

channels was 49: 24 EMGs, 1 EEG, 2 EEGs, 3 grip 

pressures, writing pressure, elevation and azimuth 

angles, and 8 tracking points. 

V. RESULTS 

Table 3 shows the channels that satisfied Rule A for 

the three subjects. In this study, we focused on 

biological information. Therefore, data for Subject 3 

was rejected because channel 43, the horizontal axis 

tracked by the camera, was not a biological channel. 

Table 3. Channels that satisfied Rule A. 

Subjects Channels 

Subject 1 25,28,30,32,33 

Subject 2 3,22,30,41,43,46,49 

Subject 3 43 

 

Channels 25 and 30 on Subjects 1 and 3, and 

Channels 22 and 30 on Subject 2 were biological 

information channels. Channel 30 was the alpha wave, 

which was a common channel. Channel 25 was 

horizontal EOG, Channel 3 was the right neck, and 

Channel 22 was the left forearm. Fig. 6 shows the time-

series variation of Channel 25 (EOG) for Subject 1, for 

a period from 200 to 1000 ms, where the stimulation 

was presented at 600 ms. Group 1 is non-stimulated 

trials, and Group 2 is stimulated trials. As shown in Fig. 

6, the average amplitude of Group 2 was lower than that 

of Group 1, showing that the horizontal movement of 

the eyes of Subject 1 were reduced.  

VI. CONCLUSION 

The aims of this study were to investigate 

handwriting changes caused by auditory stimulation 

using an integrated measurement system and to examine  

the possibility of correcting changes in voluntary 

movements by using stimulation. Although the first aim 

was achieved, the second was not adequately achieved 

because none of the measured data channels satisfied 

Rule B, that is, the correction effect. 

VII. FUTURE TASKS 

In this study, we investigated the relations between 

character shapes and auditory stimulation in three 

subjects. However, we were not able to observe a 

correction effect induced by the stimulation. Our future 

work will involve experiments under other stimulation 

conditions and with more subjects. 
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Abstract: In this research, we examined the tactile sense for sensory substitution in people who have lost a certain 
sense. We considered use of apparent movement to communicate something via the tactile sense. It is necessary to 
measure the apparent movement objectively and quantitatively because apparent movement is normally a subjective 
thing. We extracted swing motion, a vital reaction characteristic accompanied by the apparent movement, using an 
EMG. We presented individual stimuli and performed a t-test with a combination of the presented stimuli. From the t-
test results, the difference in vital reaction characteristic for each combination of presented stimuli was not small. The 
result presented here was obtained using only one subject; it will be necessary to increase the number of subjects in 
future. 
Keywords: EMG, Apparent Movement, Tactile stimuli, Tactile sense. 

 

I. INTRODUCTION 

People depend on various senses in life. However, 
some people may have lost a certain sense due to 
congenital or postnatal handicaps. The lost sense can 
often be made up for with another sense, a concept 
known as sensory substitution. Examples of this include 
sign language, which the hearing impaired use, or 
Braille, which the visually impaired use. One human 
sense system is the tactile sense, which is a cutaneous 
sense that lies scattered over the whole body, allowing 
us to sense pain, warmth and so on. Complete loss of 
the tactile sense over the whole body is rare, although 
there are sometimes obstacles in a partial sense; 
nevertheless, it an efficient sense organ for sensory 
substitution. 

Tactile displays have been developed as a sensory 
substitution for the visual sense and acoustic sense. 
Most of them involve placing many tactile stimulation 
elements in an array, and the main topic of study has 
been how to realize high-density implementations 
[1][2][3]. However, if the information to be conveyed 
can be transmitted adequately by limited tactile stimuli, 
high-density arrays of tactile stimulation elements are 
not necessary [4][5][6]. In addition, if the portability, 
convenience, maintainability, and cost of these 
information presentation devices could be improved, 

there is a possibility that tactile displays will grow as 
new means of transmitting information.  

With the tactile sense, there is an illusion called 
apparent movement. Apparent movement is a 
phenomenon whereby, when tactile stimuli are 
presented at two points on the body with an appropriate 
time delay between the two stimuli, a person feels as if 
the sensation due to the presented stimuli moves 
between the two points. In advanced studies of apparent 
movement, a basic characteristic, such as the frequency 
characteristic, of the apparent movement has been 
examined [7][8][9]. Many of these studies have focused 
on how to evaluate a subjective quantity corresponding 
to the perceived apparent movement. It is also important 
to examine the origin of the apparent movement from a 
physiological viewpoint. 

In this study, we examined a method to measure 
apparent movement objectively and quantitatively with 
a simple operation. We focused on the swinging motion 
occurring when apparent movement was perceived in 
the stimulated body part. We developed a method to 
measure the swinging motion of this body part based on 
the skin surface line electric potential from 
electromyography (EMG) and examined its 
effectiveness experimentally. 
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II. EXPERIMENTAL METHOD 

1. Experimental system 
Figure 1 shows the setup of the experimental 

system. A personal computer (PC1) recorded on its hard 
disk drive (HDD) the tactile stimulus generated to 
produce apparent movement and the subject’s response 
when they recognized the apparent movement (the 
subject is directed to click a mouse attached to PC1). 
The output waveform (amplitude 5 V) generated with 
the digital-to-analog (DA) board of PC1 (Interface Co., 
PCI-3310) was amplified to about three times with an 
op-amp to serve as a vibration stimulus applied with a 
vibration generator. The data recorded in PC1 were the 
type of presented stimulus, whether or not a mouse click 
occurred, and the time from presenting the stimulus to 
the mouse click.  

Electromyography (EMG) amplified with a living 
body amplifier (Digitex Lab. Co., Ltd., MA1132US) 
was recorded on the HDD of personal computer (PC2) 
through an analog-to-digital (AD) board (Interface Co., 
PCI-3176). The two computers were synchronized by 
sending a trigger signal from PC1 to PC2. 

2. Presented stimuli 
The four rectangular waves (amplitude 5 V) shown 

in Fig. 2 were output from PC1 through the DA board 
and were amplified by a factor of three with the op-amp, 
and the vibration stimuli were generated with the 
vibration generator. 

The period of the presented stimulus was 5 ms, the 
vibration duration was 100 ms, and the time difference τ 
was used as a parameter, as shown in Fig. 3. The 
relation to the perceived apparent movement was 
examined in this experiment. 

3. Experimental method 
The subject was asked to sit still with his/her eyes 

shut, and wearing noise-canceling headphones. The 
vibration generator used was Skin Stimulator 
manufactured by Audio Logical Engineering Co. The 
subject held four Skin Stimulators between the knuckle 
joints of adjacent fingers and between the index finger 
knuckle and the tip of his/her thumb, and extended 
his/her arm forward, where he/she held it in position, as 
shown in Fig. 3.  

In PC1, the time difference τ was set at random, and 
the stimulus was presented to the subject as a vibration 
lasting for 3t+100 ms. The subject clicked the mouse 
connected to PC1 only when the apparent motion was 
recognized. The time from the end of the presented 
stimulus until the mouse click is called click time. 

The procedure described above constituted a single 
trial.  

4. EMG measurement 
The subject extended his/her arm, on the side where 

the stimulus was presented, forward horizontally and 
held it in position. Therefore, any shaking of the arm 
induced by the apparent movement is expected to be 
observed as a peculiar change in the EMG around the 
shoulder. 

Eight electrodes were placed around the shoulder, 
and EMG was measured with a total of 14 channels, as 
shown in Fig. 4.  

The electrode fixing points were as follows. The 
length L below is assumed to be the standard length 
from the corner of the eye to the base of the earlobe. 
Electrode 1 was placed at a distance L on the extension 

 
Fig. 1 System setup. 

 
Fig. 2 Presented stimulus. 

 
Fig. 3 Placement of vibration elements 

and acceleration sensor. 
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line from the base of the earlobe. On a straight line 
connecting a certain shoulder peak, Electrode 2 was 
placed a distance L from Electrode 1, and Electrode 3 
was placed at a distance 2L. Electrodes 4 to 8 were 
placed based on Electrodes 1 to 3 so that the length 
formed an equilateral triangle with sides of length L, as 
shown in Fig. 4. 

III. PSYCHOPHYSICAL MEASUREMENTS 

1. Analysis method 
The level of subjectivity corresponding to the 

perceived apparent movement was evaluated based on 
the mouse click data recorded in PC1. The ratio of 
subjects who recognized a stimulus when the time 
difference τ = 0, 20, 40, …, 160 ms (nine values in 
total) was calculated; this value is called the recognition 
rate. 

If the recognition rate was found for each presented 
stimulus, the time difference τ at which the subjects 
recognized the apparent movement can be captured 
from a psychophysical viewpoint. One set consisted of 
300 trials, and a total of eight sets were conducted, 
allowing sufficient rest in between. Therefore, there 
were a total of 2400 trials in the experiment. Because 
the presented stimulus was selected from the nine 
available types at random, each stimulus will be 
presented in about 270 trials on average. 

2. Measurement results 
The results of the psychophysical measurements are 

presented in Figure 5, which shows the recognition rates 
for the time differences τ.  

When the time difference τ was 40–100 ms, the 
recognition rate became 90 % or more, showing that the 
apparent movement was easily recognized. For the time 
differences 0 ms, 140 ms, and 160 ms, the recognition 
rate was less than 10 %, indicating that the presented 
stimulus was seldom recognized as an apparent 
movement. Note that the time difference of 0 ms 
showed a recognition rate of about 10 %, even though 
this time difference is incapable of causing any apparent 
movement. This is thought to be because this 
experiment is limited to only the downward direction of 
the apparent movement, and the subject was informed 
of this fact beforehand. For a similar reason, for the 
time difference of 20 ms, there is a possibility of 
showing a higher value than the original recognition 
rate. A negative correlation was seen between the 
recognition rate and the click time. The calculated 
correlation coefficient was -0.66. 

IV. EMG MEASUREMENT 

1. EMG Preprocessing 
EMG measures the muscle electric potential 

][txtrch
s  (ch is the channel number, 1,2,…,14; tr is the 

trial frequency, 1,2,…,300; and s is the set frequency, 
1,2,…,8; and t is the time from the end of the presented 
stimulus) for a period of 2000 ms from the end of the 
presented stimulus at a sampling frequency of 1024 Hz. 
Each muscle electric potential was subjected to 
preprocessing to square the waveform envelope.  

2. EMG analysis 
Figure 6 shows examples of average envelope 

curves for three kinds of presented stimuli, ][txtrch
s  .  

A wave-like difference can be observed between the 
different kinds of stimuli, but it is difficult to find each 

 
Fig. 4. Placement of the electrodes 

 
Fig. 5 Result of psychophysical measurements. 

 
Fig. 6 Average envelope curves. 
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characteristic at this step. The characteristic was 
extracted by frequency analysis. A Fast Fourier 
transform (FFT) was performed on each trial ][txtrch

s ; 
a total of 60 frequency elements for f =0.5–30 Hz were 
extracted. As results, ][txtrch

s  are shown by matrix 
tr

s P  containing 14 ch  60 elements. Each procession 
element and each mean value of classified 0τ

tr
s P , 

20τ
tr

s P , …, 160τ
tr

s P  is assumed to be 0τ
tr

s P , 

20τ
tr

s P , …, 160τ
tr

s P  in the case of τ in each 
set. We performed a T-test of τ1τ

tr
s P  and τ2τ

tr
s P , 

which gave a P-value (significant difference) of 5 %, 
when assuming τ1, τ2 = 0, 20, …, and 160 ms. We 
defined matrix  1

2




 as the sum (over s)of matrix 

2

1


Ds , where each matrix element was 1 when the P-

value was above 5 % and 0 when the P-value was below 
5 %: 

2

1

2

1

8




 DT s

s
                  (1) 

For example, Figs. 7 and 8 show the results for τ1 = 
0 ms and τ2 = 80 ms and 160 ms. The values of the 
procession element are shown by shading (light = low, 
dark = high). There were many sets with a P-value was 
above 5%, as shown by the thick black regions. 

3. Cluster analysis 

0
20

, …, 0

160
 each consisted of 840 elements in a 14 

× 60 matrix. These 840 elements were subjected to 
cluster analysis. Figure 9  shows the obtained 
dendrogram. A cluster was formed with high uniting 
levels 0

20
, €460

100
 and 0

120
, €460

160
. Agreement with the 

psychophysical measurements (Fig. 5) was confirmed 
from the results of the cluster analysis. 

V. CONCLUSIONS 

In this paper, we examined a body part that was 
stimulated, causing apparent movement, with 
subsequent shaking of the stimulated body part when 
apparent movement under a specific experimental 
environment was recognized. We proposed a method of 

measuring the shaking of this body site using the EMG 
potential of a muscle near the skin surface. 

From the results of cluster analysis, agreement was 
seen with the psychophysical EMG measurements, 
suggesting a relation between the apparent motion and 
the EMG measurements. 
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Abstract: Force display devices used under virtual environments are desired to be small and simple not to restrict 

users’ movements and comforts. Force sensations of fingers are evoked when vibro-tactile stimulation is applied 

onto the fingertips. This phenomenon is expected to be used for a simple and small force display, since the users 

wear only tiny vibrators on their fingertips. The aim of this study is to clarify the relationship between the force 

sensations by vibro-tactile stimulation and the activities of electromyogram (EMG) of fingers. As a result, it is 

shown that EMGs of extensor indicis and extensor digitorum are more active than those of other finger muscles, 

and that the force sensations of index fingers in extendor direction are perceived. The vibration stimulates exten-

sor muscles more effectively. 
 

Keywords: force sensation, vibration, fingertip, EMG, muscle spindle. 

 

 

I. INTRODUCTION 

Force displays and feedbacks are needed in order to 

handle objects effectively under virtual environments.  

A number of force display devices have been developed 

with various methods. Some of them have been availa-

ble commercially.  Most of these devices employ desk 

/floor grounded or exoskeleton structures using arms or 

wires for force transmission.  As the display areas are 

expanded, the whole sizes of force display devices have 

to be enlarged.  However, large displays restrict porta-

bility and convenience. From this view point, force dis-

play devices are desired small and simple.  If the me-

chanisms and configurations of force displays became 

small and simple, a number of new applications, such as 

a hand-held electronic game device, could be developed.  

Some studies have been conducted to develop small and 

simple force displays.  For examples, electrical stimu-

lation directly to muscles has been studied to elicit force 

sensation [1], and a hand-held force device using angu-

lar momentum change with flywheels has been pro-

posed [2]. 

We have been studying force sensations of a finger-

tip evoked by vibro-tactile stimulation [3].  Figure 1 

show that force sensation of a finger is evoked in the 

direction of extending, when vibro-tactile stimulation is 

applied onto the fingertip.  The forces are felt with 

only a tiny vibrator, and the finger feels resistance (anti-

force) in the direction of extending.  This phenomenon 

is expected to be used for a new force display.  In our  

 

 

Fig.1. Experimental system 

 

previous studies, the force sensations were psychophys-

ically investigated with a vibration motor stimulating a 

fingertip.  The strengths of the force sensations were 

measured as vibration intensities were changed.  In 

addition, the sensitivities of force sensations are affected 

by arm and finger postures and with each finger were 

examined.  It was found that forces can be perceived 

with vibration over thresholds of vibration intensity, that 

the sensitivities are affected by the arm and finger post-

ures, and that the sensitivities are different among five 

fingers.  

Although the force sensations were psychophysi-

cally measured, the activities of muscles were still un-

known. When the forces are felt, finger muscles are 

expect to work by vibration stimulation.  In this study, 

when force sensations of fingers are evoked by vibro-

tactile stimulation onto fingertips, the activities of the  
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Fig.2. Electrodes to measure EMG. 

 

finger muscles were examined by electromyogram 

(EMG). 

 

II. MEASUREMENTS 

From our previous studies, when a tip part beyond 

distal interphalangeal (DIP) joint of a finger is stimu-

lated, force sensation is felt.  In addition, the sensitivi-

ty of force sensation of forefinger is higher than those of 

other fingers.  Therefore, the fingertip of palm side of 

forefinger was stimulated in these experiments. A sim-

ple device including a fingerstall and a pancake-type 

vibration motor was used for the stimulation.  Figure 1 

shows this device.  The vibration motor used in this 

study includes a DC coreless motor and an eccentric 

weight, which are used in cellular phones commercially.  

This simple structure allows user’s free postures and 

movements, and stable contact between the skin of the 

fingertip and the vibration motor.  The stimulation in-

tensities were measured in terms of acceleration with a 

piezo-accelerometer attached to the motor.  The stimu-

lation intensities on the skin surface are a little different 

from those of the motor.  As applied voltage to the 

motor increases, the stimulation intensity increases al-

most linearly, and the vibration frequency changes from 

50 to 100[Hz].  

Since the stimulation part was fingertip of fore-

finger in this study, surface electrodes to measure EMGs 

were placed on muscles moving the forefinger.  Fig-

ure.2 shows the setup points of these electrodes.  These 

muscles were “extensor digitorum (communis)”, “flexor 

digitorum superficialis”, “extensor indicis”, and “first 

dorsal interossei”.  The EMGs were measured with 

DEGITEX LAB Co., Ltd., Polymate II AP216.  Seven 

healthy adult subjects were used. They were male and 

21-25 years old.  

 

Fig.3. Experimental protocol 

 

The EMGs were rectified and integrated every 0.1 s. 

In the psychophysical experiments in our previous study, 

the sensitivity of the force sensation is higher when the 

whole arm floats in the air. (Afterward this posture as-

sume basic posture)  In the experiments mentioned 

here, a subject wore the vibration device with the basic 

posture, and EMGs were measured when the subject 

posed and moved the finger with the following three 

posture and movement patterns: (a) flexion, (b) exten-

sion, (c) movement and vibration was on and off. Fig-

ure3 shows the measurement protocol. 

(a) Vibration stimulation in finger flexion state was 

given every 10s.  The duration of EMG measurement 

was 30 s (Vibration OFF / ON / OFF) 

(b) Vibration stimulation in finger extension state was 

given every 10s.  The duration of EMG measurement 

was 30 s (Vibration OFF / ON / OFF) 

(c) A finger was moved voluntarily. The index finger 

was flexed and extended slowly for 10s.  The subject 

repeated these movements twice for 20s.  Vibration 

stimulation continued for 10s from the beginning.  

The EMG was measured for 20 s. 

 

 The rates of change were calculated with compar-

ing the EMG of the vibration ON state with that of OFF 

state by the following methods: At first, EMGs were 

averaged every 10 s of each section.  Next, the decline 

rates before and after vibration OFF and ON in (a) and 

(b) were calculated respectively.  A rate of change was 

assumed the average of rate of decline before and after. 

In (c), a rate of change assumed a rate of decline of OFF 

after ON.  A rate of decline shows in the following 

equation: 

 

A rate of decline  = (Vib OFF/Vib ON)×100 
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Fig.4. The EMG of the finger in the flexion state 

Fig.5. The EMG of the finger in the extension state 

 

III. RESULTS 

1. The EMG of the finger in the flexion state 

Figure 4 shows an example of the EMG activities of 

Figure 4 shows an example of the EMG activities of the 

finger in the flexion state.  The EMG activities of “ex-

tensor digitorum (communis)” and “extensor indicis” 

increase clearly during vibration.  Table 1 shows the 

average change rates of all the subjects.  The average 

values of “extensor digitorum (communis)” and “exten-

sor indicis” are larger, and those values of “first dorsal 

interossei” are smaller.  

2. The EMG of the finger in the extension state 

Figure 5 shows an example of the EMG activities of 

the finger in the extension state.  The EMG activities 

of “extensor digitorum (communis)” and “extensor in-

dicis” increase clearly during vibration in the same 

mannor as those in Figure 4.  In addition, the EMG 

activities of “flexor digitorum suerficialis” and “first  

Fig.6. The EMG in the movement condition 

 

Table 1. Average and SD of a rate of change 

muscle Flexion (SD)[%] Extension(SD)[%]Movement(SD)[%]

Extensor indicis 83.3(7.5) 82.9 (15.2) 83.0 (13.0) 

Extensor digitorum 

(communis) 
81.3(13.9) 85.5 (11.1) 81.9 (14.1) 

Flexor digitorum 

superficialis 
98.6(3.1) 95.1 (9.5) 88.4 (14.1) 

First dorsal  
interossei 

94.7(4.9) 86.8 (18.3) 88.2 (8.0) 

 

dorsal interossei” increase a little, too.  Table 1 

shows, the EMG activities of “extensor digitorum 

(communis)” and “extensor indicis” are larger than 

those of “first dorsa interossei”, similarly as shown in 

Result 1.  

3. EMG of the finger in the movement condition 

Figure 6 shows an example of the EMG activities 

with slow finger movements.  The figure shows a 

change of EMG activities by the vibration stimulation 

cannot be observed during finger movements.  Table 1 

shows that the average of the change rates of extensor 

digitorum (communis) and extensor indicis are large. 

Those of flexor digitorum superficialis and first dorsal 

interossei” are also larger, but not so large as those of 

extensor digitorum (communis) and extensor indicis.  

The EMG activities are higher during the finger move-

ment in the experimental condition(c) than those in the 

stationary conditions, (a) and (b).  

From these results, vibration stimulation to a finger-

tip affects extensor muscles more effectively than flexor 

muscles.  After confirming the normal distribution and 

the dispersion of the data, the two factor analyses of 

variance was performed in terms of the rate of change 

(Flexion - Extension - Movement state×Each EMG).  

The main effect of the rate of change is accepted (F3,21 = 
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5.68, p < 0.05).  In addition, multiple comparison tests 

(Scheffe’s procedure) were performed.  As a result, 

“extensor indicis” versus “flexor digitorum suerficialis” 

and “extensor digitorum (communis)” versus “flexor 

digitorum suerficialis” are accepted in four kinds of 

EMG (p < 0.05).  

From these results, the EMGs with vibration stimu-

lation to a fingertip are more active than those without 

vibration.  In addition, it is supposed that the vibration 

stimulation affects extensor muscles more effectively.  

Consequently, it is considered that the force sensation 

felt in flexion direction is produced with some physio-

logical mechanisms. 

 

IV. CONCLUSION  

It has already been known that a muscle contraction 

and an illusion of a joint angle are caused with a muscle 

spindle excited by vibration given onto the skin surface 

[4][5].  From our experiments, it is guessed that mus-

cle spindles are stimulated by vibration propagating 

through a finger extensor tendon from a fingertip, and 

that force sensation is induced with extensor muscle 

contraction.  When the fingers flex, the extensor con-

tract, and it causes resistance (anti-force) in the direc-

tion of extending.  It is conjectured that efforts against 

extensor muscle contraction to maintain the joint angle 

of a finger produce the force sensation.  

 

V. SUMMARY  

In this study, when force sensations of fingers are 

evoked by vibro-tactile stimulation onto fingertips, the 

activities of the finger muscles were examined by EMG.  

The results indicate that the EMG activities are ob-

served with force sensation evoked vibration stimula-

tion, and that some physiological mechanisms are ex-

pected.  If this phenomenon is used, a new and simple 

force display device will be developed. 

However, the users feel not only forces but also vi-

bration.  If a user grasps a vibrating virtual object, it 

will be acceptable.  But, the vibration can be a disad-

vantage as an interface device for general applications. 

To develop practical force display devices and ap-

plications, further studies shall be conducted to eluci-

date the perceptual properties of the force sensation and 

to develop potential applications. 
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Abstract: In this study, a mental workload for daily mental arithmetic training was objectively evaluated by 

physiological indices using the emotion spectrum analysis for the group with daily mental arithmetic training. 

Physiological measurement on mental arithmetic task was conducted once a week for subject. Physiological indices 

measured were alpha-wave power spectrum, beta-wave power spectrum, Fmθ-wave power spectrum, variation in nasal 

skin temperature and high frequency component of heart rate variability. And depressive tendency for the mental arith-

metic task was measured as psychophysical index by using POMS (Brief Form), and time duration for the mental arith-

metic task was also measured as performance index. Correlation between physiological indices, psychological index, 

performance index, and emotion spectrum analysis was analyzed in relation of mental workload. 

 

Keywords: Mental workload, Emotional spectrum analysis, Physiological measurement, Mental arithmetic task 

 

 

I. INTRODUCTION 

In ubiquitous society in the future, the opportunity to 

use the telecommunication equipment by various scenes 

in daily life will increase. However, a benefit of 

ubiquitous society as "obtaining information anywhere 

anytime" may cause the risk in "using information and 

communication machinery for anywhere anytime." For 

example, with informatization in an automobile, 

causation with operation of information technology 

devices in the automobile and the accident has been 

pointed out. On the other hand, the driver's physiology 

psychology has been measurement from a safe 

viewpoint for the prevention of the car accident [1-5]. 

Mental activity is called mental work (MW), and a load 

given by MW is called Mental Workload (MWL). The 

continuance of excessive MW increases MWL, which 

will become the factor of a human error and health 

problems. For example, where high accuracy and safety 

are demanded, the worker is forced to have the strain for 

a long time. MWL increases while working like this and 

the incidence of a human error increases. The method of 

measuring MWL has been researched from the 

viewpoint of a human factor in the field where risk 

management like the aerospace field etc. is demanded 

[6-7].  

In general, MWL is evaluated by the performance 

indices, the subjective psychology indices, and the 

physiology indices. Objective and quantitative 

evaluation in the real time are possible, and the 

evaluation method based on physiology indices has the 

advantage in detection of the reaction under the 

unconsciousness.  

MWL does not merely depend on the objective 

degree of difficulty of the MW task. It is analogized by 

the experienced fact that MWL is related to a task 

performance, motivation, habituation, proficiency and 

so on. However, the personal attribute of MWL which 

evaluated quantitative with physiology indices are not 

investigated. From the viewpoint of stress management, 

serial assessment for the effect in physiology indices for 

daily MWL is the issue, which is the essential for the 

development of the technique of quantizing the MWL 

by physiological indices. Objective assessment of 

physiology indices have been studied about the 

influence of repetition of MW task proficiency by 

Fmθ-wave [8]. On the other hand, the examination 

about the change of emotion about the repetition of the 

MW task has not been studied. Emotional Spectrum 

Analysis (ESA) is emotion estimation method by the 

physiology indices, which is Electroencephalograms 

(EEG). The ESA calculates four independent emotion 

vectors from coefficients of correlation between EEG 

signals measured by scalp electrode, which express the 

state of the brain and the state of mind [9]. In this study, 

EEG was focused as the physiology index, and MWL 

evaluated by psychophysiological index which was ESA 

derived from EEG measurement was serially assessed. 

The MW task was mental arithmetic task, which is 

Hundred Cell Calculation Method (MAT). The subjects 

trained MAT everyday routinely and psychophysiology 

measurement experiment for MAT performance was 
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conducted once daily. The physiology index is α-wave 

β-wave and θ-wave of electroencephalogram (EEG), 

nasal skin temperature (NST), and high frequency 

ingredient (HF) of the electrocardiogram (ECG). In 

addition, Japanese edition of POMS in short form 

(POMS) was measured as the psychology index. The 

performance index was task-elapsed time of MAT. 

II. EXPERIMENTAL 

Experimental equipment setup and electrode 

arrangement for scalp EEG are shown in figure 1. 

Experiments were executed in a measurement booth 

divided with partition walls of 1.8m in height. An 

infrared thermograph system (TVS-200EX, AVIONICS) 

was installed 0.7m in front of subject. Facial skin 

thermograms were created with 1s sampling periods. 

Image resolution of thermograms was 320×240 pixels, 

and room temperature was set at 26±1.0 degrees 

Celsius. a seated position in a resting. An electrode 

headpiece (Pasteless Electrode Helmet, Brain Function 

Laboratory) and set of headphones were placed on the 

subject. EEG was recorded at a sampling frequency of 

200 Hz using a biological amplifier/sampler (5102 EEG 

HEAD BOX, NF Electronic Instruments) and digital 

signal processor unit (5101 PROCESSOR BOX, NF 

Electronic Instruments). Electrodes used for scalp for 

scalp EEG were Fp1, Fp2，F3, F4, P3, P4, O1, O2, T3, 

T4, C3, C4, Fz and Pz, based on the international 10-20 

method, and a reference electrode was A1 and A2. Elec-

trodes used for ECG were put on the superior margin of 

the sternum and cardiac apex based on a modified Lead 

NASA in order to reduce artifacts of EEG from ECG. A 

common ground electrode for both EEG and ECG was 

put on Cz.  

The protocol for the experiment is shown in figure 2. 

Subjects were eight 20- to 23-year-old healthy men. 

Subjects were well informed about the experiments and 

the objective of this study before participation 

experiments. In this study, The MAT was Hundred Cell 

Calculation Method of the multiplication. The 

experiment was performed for seven weeks and subjects 

trained MAT once a day at home. Psychophysiology 

measurement of the MAT performance was conducted 

once a week. The day of experiment could be before or 

after the day scheduled. The measurement was not 

begun until the subject had been in the room for at least 

15 minutes to habituate to the room temperature. The 

measurement consisted of 3 periods time series, which 
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Fig. 3.  Variations of emotional spectrum in 
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were 3-min eye-closed resting period (period R1), 

3-min eye-opened period under controlled stimulation 

of the MW task  (period T), and 3-min eye-closed 

resting period (period R2). Japanese edition of 

POMS(in short form) was measured before and after the 

measurement as a psychology index of the trend of 

dejection for the MAT task. POMS had 30 questions 

used to evaluate a trend of dejection and could measure 

the state of temporary feelings. The experiment was 

conducted during the day except within 2 hours after 

eating.  

  

III. RESULTS AND DISCUSSION 

In this study, correlation of time of performance 

index, psychology index and physiology index was 

analyzed. The θ-wave, α-wave and β-wave power 

spectrum of EEG, the high frequency component of 

heart rate variability (HF) of ECG and NST time series 

were extracted from analyze of measured physiological 

data. The θ-wave, α-wave and β-wave show total brain 

activity. HF represents parasympathetic nervous system 

activity. Decreasing NST time series indicates 

sympathetic nervous system's activation. HF time series 

was calculated as follows. A source R-wave interval 

time series was extracted from ECG time series by 

using threshold processing. Temporally equidistant 

R-wave intervals (HRV) were derived by resampling 

process in frequency of 20 Hz after cubic spline 

interpolation. The power spectrum time series of HRV 

was calculated every 1s by fast Fourier transformation 

(FFT) using 512 data points at a sampling frequency of 

20 Hz. Finally, HF time series was created as a 

summation of discrete frequency components in power 

spectrum time series of HRV, in which the frequency 

range of HF was 0.15 Hz to 0.4 Hz. 

θ-wave, α-wave and β-wave time series were 

calculated as follows. The power spectrum time series 

of averaged EEG lead from O1 and O2. And it 

calculated every 5s by FFT using 1024 data points at a 

sampling frequency of 200 Hz. θ-wave was defined as 

frequency components of the EEG in frequency range 

of 5 Hz to 8 Hz, 8 Hz to 13 Hz defined of α-wave, and 

that of 13 Hz to 20 Hz defined of β-wave. The q-wave, 

a-wave and b-wave power spectrum time series were 

created as a summation of frequency components in 

each frequency range. 

NST time series was calculated as follows. Ther-

mal images of nasal region were extracted from facial 

skin thermograms (FST) time series by using template 

matching method, which the template was a partial 

image sampled from the first FST image. Then, NST 

time series was created as a cascade of spatial average 

temperature for pixels in each thermal image of nasal 

region. 

Figure 3 shows variation of average emotion 

vectors between period R1 and period R2 of subjects. 
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Emotion vector was normalized against the temporal 

average of entire interval. The error bars here represent 

standard deviation. In the figure, N2 (stress), N1 (sad), 

P1 (pleasant) and R (relax) represent emotion vector 

respectively. There is no statistical significant difference 

(by Friedman test). A correlation analysis of emotion 

vectors and other indices was performed. Figure 4 

shows relationship between the elapsed time of MAT 

performance and emotion vector N2 (stress). Negative 

correlation is provided in seven subjects. This figure 

shows that N2 (stress) increases while the elapsed time 

of MAT is shortened. It is considered that subjects had 

acquired proficiency in MAT and might get bored and 

annoyed with MAT. Figure 5 shows the relationship 

between POMS (T-A) and emotion vector P1 (sad). 

Negative correlation was provided in eight subjects, 

where correlation coefficients were from -0.32 to -0.88. 

The figure indicates that emotion vector P1 (sad) rises 

while POMS (T-A) declines. Estimated ‘sad’ feeling by 

the emotion vector agrees with a psychology index and 

shows that emotion vector is effective in estimation for 

repetitive MWL. 

VI. CONCLUSION 

In this study, perform an MW task repetitive to 

evaluate the effectiveness of the ESA of repetitive 

MWL and evaluated it with physiology index 

psychology index and performance index temporal. As 

a result, in repetitive MWL, the effectiveness of the 

ESA was shown. 
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Abstract: We are developing BCI for event-related potentials (P300) using speech stimulus in the Japanese 

language based on the need investigation of ALS patients.  In the past, we studied the single-trial analysis of 

P300 with a 4Hz low-pass filter in order to improve the entry speed of BCI.  However, the problem was low 

detection accuracy, i.e., approximately 30-80%.  In this paper, we reviewed the application of independent 

component analysis (ICA) in order to improve the accuracy of single-trial analysis of P300.  As a result, the 

detection ratio improved from 54.2% for the traditional 4Hz low-pass filter to 90.9% in the choice of one between 

two.  Furthermore in the offline experiment, the detection ratio of P300 response to each sound of “a, i, u, e and 

o” improved in the task to choose one among five with synthetic speech stimulus.  The maximum detection ratio 

was 94.7%, and the detection ratio per sound improved from 47.0% to 85.1%.  
 

Keywords: Single-trial analysis, ERP, ICA, Brain-Computer Interface, EEGLAB 

 

I. INTRODUCTION 
 

The Brain-Computer Interface (BCI) is the 

communication interface to enter characters, etc. by 

utilizing brain waves or brain blood flow volume.  

Based on the need investigation of ALS patients, we are 

developing BCI for event-related potentials (P300) 

using speech stimulus in the Japanese language [1]－[4].  

With the BCI, it is possible to assign five phonological 

systems specific to the Japanese language (e.g. a-i-u-e-o, 

a-ka-sa-ta-na and ha-ma-ya-ra-wa) and enter hiragana 

characters by their combinations, if differences of five 

stimulus sounds by a user can be understood and 

differentiated (task to choose one among five).  In the 

past, single-trial analysis of P300 with a 4Hz low-pass 

filter has been studied in order to improve the entry 

speed of BCI.  However, the problem was the low 

detection ratio, i.e., 30-80%.  In this paper, we 

reviewed application of independent component 

analysis (ICA) in order to improve the accuracy of the 

single-trial analysis of P300. 

 

II. Odd-ball TASK WITH VISUAL STIMULUS 
 

1. Experiment procedure  

The target stimulus response as well as non-target 

stimulus response (original waveform) to visual 

stimulus was recorded in accordance with the odd-ball 

paradigm.  The visual stimulus was specified as black 

and white lattice patterns (checkered patterns) (Figure 

1).  The target stimulus was specified as 16x16 lattices 

where the length of each side is 48mm, and non-target 

stimulus as 64x64 lattices where the length of each side 

is 12mm.  The subjects were in a resting and sitting 

position, and the point of view was fixed in the center of 

the stimulus visual field.  The subjects were four males 

at the ages of 22-24 (Y.G, T.K, T.M and T.T, 

respectively).  With seven electrodes of FZ, CZ, PZ, 

C3, C4, P3 and P4 under the international 10-20 system, 

Ag-AgCl skin electrodes were placed.  The ground 

electrode was placed between FP1 and FP2, and the 

reference electrode was placed on the metapophysis 

behind the earlobe.  EEGLAB of University of 

California at San Diego (UCSD) was used for the ICA 

analysis software [5].  The standard to determine P300 

induction is 21.0μV or higher voltage around 500ms 

latency, derived from averaging results.  The 

waveform in Figure 2 is obtained when the 4Hz low-

pass filter is applied.  P300 with the voltage 17.5μV 

was successfully interpreted at 590ms latency at the 

exploring electrode PZ.  However, the ocular potential 

due to blinking is mixed around 300ms latency, and it is 

difficult to interpret at other exploring electrodes.  On 

the other hand, when ICA is applied, brain waves are 

analyzed and generated in the order of highly-

independent signals.  In Figure 3, independent 

components (IC) are indicated in the order from 1 to 7, 

and P300 with the voltage 18.0μV at 595ms latency was 

successfully interpreted at the second IC.  When 

interpreted for all trials (150 times), the P300 

component is generated at the 1st and 2nd IC at the 

proportion of 90% or more in the case of ICA.       

 

 

 

 

 

 

 

 

 

 

 

Target Stimulus    Non-Target stimulus 

Fig.1. Screen of visual stimulus 
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EOG artifact

ERPsignal

 
Fig.2. Analysis with low-pass filter of 4Hz (Sub. Y.G) 

 

EOG artifact in IC1

ERPsignal in IC2

 
 

Fig.3. Analysis with ICA (Sub. Y.G) 

 

2. Analysis by signal detection theory 

Based on the above conditions, the proportions of Hits, 

Misses, False Alarms and Correct Rejections in the 

signal detection theory were calculated along with the 

frequency filter and ICA.  The analysis results for the 

subject Y.G are indicated in Table 1.  When the results 

are compared in the 30 trials, Hits (the proportion of 

correct detection of target stimulus response) is 97% for 

ICA and 47% for the frequency filter, and Correct 

Rejections (the proportion of correct detection of non-

target stimulus) also increased from 83% to 93%.  On 

the other hand, Misses (the proportion of erroneous 

detection of target stimulus) decreased from 53% to 3%, 

and False Alarms (the proportion of erroneous detection 

of non-target stimulus) decreased from 17% to 7%.  In 

regards to other subjects T.K, T.M and T.T, Hits 

increased from 27% to 60%, from 13% to 83% and 

from 3% to 53%, and the proportion of Misses 

decreased from 73% to 40%, from 87% to 17% and 

from 97% to 47%, respectively, indicating improvement 

of P300 detection ratio with ICA.     

 
Table 1. Detection ratio of event-related potentials P300  

(Sub. Y.G) 

[4Hz low-pass filter (traditional) →ICA (proposed)] 

  Detection   

  Target (P300) Non-Target 

Target 
 Stimulus 

47%→97% 
(Hits) 

53%→3% 
(Misses) 

Non-target 

 stimulus 

17%→7% 

(False Alarms) 

83%→93% 

(Correct Rejections) 

 

Next, the power of 4Hz low-pass filter and ICA was 

compared by obtaining  in the 30 trials for each of 

target stimulus and non-target stimulus, in order to 

compare the detection capability.   is obtained with 

the following formula, by using the values for Hits and 

False Alarms.  h and f are values for Hits and False 

Alarms, respectively, and Z(p) is the value 

corresponding to normal Gaussian distribution. 

 

   (1) 

 

As a result,  was between 0.87 and 3.36 for the 

subject Y.G, between 2.14 and 1.53 for the subject T.K, 

between 0.87 and 1.36 for the subject T.T, and between 

1.75 and 3.01 for the subject T.M.   decreased in the 

case of the subject T.K., while the power of ICA was 

significant for other subjects.  In accordance with these 

results, it is found that the P300 component can be 

successfully detected with one-time or a few 

measurement(s) by using ICA. 

 

 
Fig.4. IC where P300 were detected and the 

detection frequency (Sub. Y.G) 

 

3. Combination of low-pass filter and ICA 

Although the P300 component can be separated just by 

applying ICA, the number of IC where P300 is observed 

is different every time, and system design is difficult 

upon considering automatic detection.  Since IC is 
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determined by signal strength, signals with higher 

independence than P300 component might be at 

work, e.g. voluntary brain waves and 

electromyogram which increase by thinking.  

Therefore, the 15Hz low-pass filter was applied 

before ICA, in order to eliminate them.  The results 

for the subject Y.G. are indicated in Figure 4.  

Compared with the case of ICA analysis only, the 

P300 component was successfully observed at IC1 

and 2 at the proportion of 90% when combined with 

the 15Hz low-pass filter.  

 

III. CHOICE AMONG FIVE THINGS 

WITH SPEECH STIMULUS 
 

Next, the experiment on the assumption of 

incorporating ICA into the BCI system [1] was 

conducted offline.  This BCI system is the sound-

control character entry system, and using the method 

to choose one among five, with one sound among “a, 

i, u, e and o” as the target stimulus; therefore the 

difficulty in detecting the P300 component is higher 

than the odd-ball paradigm (choose one between 

two).  Application of the traditional filter and ICA 

in this BCI system was analyzed by independent 

evaluation based on t-test, and reliability was 

compared. 

 

1. Experiment procedure 

The diagram for Japanese voice presentation type 

BCI is indicated in Figure 5.  Brain waves are 

induced with the unipolar induction method with the 

earlobe as the reference electrode using skin 

electrodes, and amplified to the bioamplifier (Digitex 

Lab BA1104-E).  They are then incorporated into 

the notebook PC (DELL Inspiron) through the A/D 

board (National Instruments DAQ Card 6024E).  The 

sound is generated from the speaker by utilizing PC’s 

sound output function (sound board).  It is also 

generated on the PC monitor from the VGA output, in 

order to confirm the screen and characters entered. The 

software part of BCI was developed with LabVIEW 7.1 

from National Instruments.  Functions of brain wave 

measurement control, filtering, statistic processing, and 

speech stimulus were programmed. 

 

Five kinds of stimulus of “a, i, u, e and o” were used as 

the stimulus method.  They were set to appear 

randomly and at the probability of 20%.  Thus, 

approximately 20 times of stimulus is given per sound.  

One sound was chosen among the five sounds as the 

target stimulus, and five trials were conducted.  

Stimulus with the five sounds had three patterns: 

synthetic sound, live voice of a male and female.  The 

odd-ball task by pure sound (2KHz and 1KHz) was also 

given for comparison.  The subject was one 22-year-

old male. 

 

2. Results 

In regards to the odd-ball task, the ratio was 90.9% for 

ICA, the proposed method, and 54.2% for the 4Hz low-

pass filter, the traditional method, when P300’s analyzed 

section at the time of latency was from 200ms to 500ms.  

This indicates that the detection method with ICA also 

has higher detection capacity than that with the filter in 

the case of odd-ball task for sound stimulus as well.  

Although the evaluation method is different, ICA’s 

effectiveness supports the experiment results in Chapter 

2.  Meanwhile, the average reliability at three points of 

FZ, CZ and PZ is used in regards to reliability of the 

frequency filter.  

 

Next in regards to the task to choose one among five by 

sound, the P300’s analyzed section at the time of 

latency was exhaustively investigated by sound by 

100ms unit.  First of all, the detection ratio improved 

to 83.6% for ICA compared with 53.1% for the 

traditional filter in the section from 100ms to 300ms for 

“a.”  In the same way, it improved from 30.7% to 

83.6% in the section from 200ms to 400ms for “i,” from 

24.6% to 72.0% in the section from 100ms to 400ms for 

“u,” from 96.0% to 94.7% in the section from 400ms to 

Laptop PC
DELL Inspiron

Bioamplifier
Digitechs Lab.

BA1104-E

Electrodes on Fz, Cz, Pz and EOG
(A1 :reference as single probe)

Acquisition device
National Instruments

DAQ Card 6024E

Software for instrumentation control
National Instruments

LabVIEW 7.1

EEG・EOG
(4ch) Head side

speakers

Voice presentation

TFT Monitor

BCI output

 
Fig.5. Japanese voice presentation type BCI 

 

Table 2. Comparison of communication reliability in the speech 
stimulus type (choose one among five style) BCI system  

(synthetic sound) 

  
Synthetic 

sound 
a i u e o 

Reliability 
[%] 

Filter  
(traditional) 

53.1 30.7 24.6 96.0 30.7 

ICA 

(Proposed) 
83.6 83.6 72.0 94.7 91.5 
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1000ms for “e” and from 30.7% to 91.5% in the section 

from 100ms to 300ms for “o” (Table 2). 

 

In regards to the live voice of a male, the detection ratio 

improved from 58.1% to 82.0% in the section from 

200ms to 700ms for “a,” from 28.0% to 0.0% in the 

section from 300ms to 500ms for “i,” from 59.1% to 

87.9% in the section from 300ms to 600ms for “u,” 

from 31.3% to 0.0% in the section from 300ms to 

700ms for “e” and from 59.5% to 89.6% in the section 

from 300ms to 700ms for “o.” 

 

In regards to the live voice of a female, the detection 

ratio improved from 32.1% to 95.1% in the section from 

200ms to 600ms for “a,” from 59.6% and 93.4% in the 

section from 100ms to 900ms for “i,” from 93.9% and 

96.4% in the section from 100ms to 800ms for “u,” 

from 30.2% to 0.0% in the section from 300ms to 

700ms for “e” and from 31.7% to 93.3% in the section 

from 100ms to 400ms for “o.” 

 

While the detection ratio for “e” decreased in the case 

of synthetic sound, it was higher than 94.7% for ICA; 

therefore practical problems in BCI are unlikely to 

occur.  The detection ratio per sound improved from 

47.0% to 85.1% on average.  As a result, it was found 

that the detection ratio of P300 with single trial is 

improved with ICA.  On the other hand, the detection 

ratio is 0% in the case of “i” and “e” for live voice of a 

male and “o” for live voice of a female, and practical 

problems are likely to occur.  This is considered to be 

the individual differences in the relationship between 

the ease-to-hear sounds and P300 response.  Therefore, 

it is necessary for users of BCI to select and use sounds 

easier to hear in advance. 

 

IV. RESULTS 
 

In this paper, we studied the unidirectional analysis with 

ICA, in order to improve the detection ratio of P300 in 

Japanese voice presentation type BCI.  As a result, the 

detection ratio improved from 54.2% for the traditional 

4Hz low-pass filter to 90.9%, in the choice of one 

between two.  In the task to choose one among five 

with synthetic speech stimulus, the detection ratio of 

P300 response to each sound of “a, i, u, e and o” 

improved as well, while it was the offline experiment.  

The maximum detection ratio was 94.7%, and the 

detection ratio per sound improved from 47.0% to 

85.1%.  We plan to install ICA onto the Japanese voice 

presentation type BCI in the future. 
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Abstract: In the present study, the ability to apply general purpose computation on graphics processing units (GPGPUs)  
to particle image velocimetry (PIV) is confirmed, and the processing speed of the PIV is accelerated by GPGPUs. Our 
code is based on the direct cross-correlation method, where one of the PIV algorithms is rewritten for GPGPU 
computing using the CUDA tool kit. The results of a performance test indicate that GPU computing for PIV 
demonstrated an excellent acceleration rate of more than 100 times greater than CPU computing while maintaining 
acceptable precision. 
 
Keywords: GPGPU, CUDA, PIV, Parallel computing, Image processing 

 
 

I. INTRODUCTION 

In our research, the processing speed of particle 
image velocimetry (PIV) was accelerated by general-
purpose computation on graphics processing units 
(GPGPUs), which has been considered as a new 
acceleration technique for computing. Computations 
using GPGPUs use the graphics processing unit (GPU) 
on a graphics card for not only image processing but 
also general purposes such as numerical simulation [1]. 
The acceleration of processing using GPGPUs has been 
attempted for various numerical simulations, such as 
computational fluid dynamics and medical image 
processing [1]-[4]. However, reports on the application 
of GPGPUs to PIV are rare. Therefore, we applied 
GPGPU to PIV, which is an image-based measurement 
method, and evaluated the resulting performance. The 
computational errors related to GPGPUs should be also 
examined. Since most GPUs do not have double-
precision arithmetic units, the results of computing on 
GPUs for application to PIV may have problems related 
to precision. Therefore, the results of the PIV analysis 
obtained using a GPGPU were compared to those 
obtained using a CPU. 

Particle image velocimetry is a useful tool in the 
study of transient fluid flow phenomena [5][6]. The 
velocity vectors of a fluid are obtained by measuring the 
translational displacement of tracer particle during a 
short time interval without interfering with the flow. In 
general, the direct cross-correlation (DCC) method, 
which is a PIV algorithm, offers improved accuracy as 
compared with the FTT-based cross-correlation method. 
However, the DCC method requires several process 
iterations, unlike the FTT-based cross-correlation 
method. In the case of actual analysis, as the size of the 
analysis region becomes larger, the processing time 
increases, often reaching several minutes. Since this is 
problematic in the case of practical application, the 
processing speed using the DCC method should be 

accelerated. In the DCC method, in order to determine 
the displacement of a small region, cross-correlations 
between the interrogation region and several candidate 
regions must be calculated, and the associated 
processing comprises the majority of the calculation 
costs for the whole process. The calculation of all of the 
cross correlations was parallelized and accelerated using 
a GPGPU with CUDA, which is one of the software 
development environments for GPGPUs used in the 
present study. CUDA is freely distributed by NVIDA 
and extends the C language for use with the GPU, 
which has an excellent architecture for parallelism. As a 
result of a performance test, computing on the GPU for 
application to PIV exhibits an excellent acceleration rate 
of more than 100 times greater than CPU computing. In 
this case, approximately 95% of the entire process was 
executed on the GPU.  

 

II. GPGPU 

1. GPU hardware architecture 
Figure 1 describes the architecture of the NVIDIA 

GeForce GTX 275 GPU used in this study, and Table 1 
lists its hardware specifications. The GPU chipset of the 
GeForce GTX 275 is the GT200, which can operate in 
graphics mode or parallel computing mode. In GPGPU 
computing, the parallel computing mode is used. In 
graphics processing mode, the GPU architecture 
consists of ten texture processing clusters, and, in 
parallel computing mode, the GPU architecture consists 
of ten thread processing clusters. Here, TPC stands for 
texture processing cluster in graphics processing mode 
and thread processing cluster in parallel computing 
mode. Each TPC is made up of three streaming 
multiprocessors (SMs), each of which contains eight 
streaming processors (SPs), which are either processor 
cores or thread processors. The total number of SMs on 
the GT200 GPU is thirty. Unlike the general CPU 
architectures, the GPU can perform zero-cost hardware-
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based context switching, i.e., the GPU can immediately 
switch to another thread process, and it supports over 
thirty thousand concurrent threads in hardware (see 
Table 1). However, the maximum number of concurrent 
threads depends on environmental variables such as the 
executed kernel size (program size) in the GPU. 
Although double-precision arithmetic units have been 
implemented in the GT200 GPU, only one unit is 
implemented per SM and thirty units are implemented 
per GPU. Therefore, the performance of the double-
precision arithmetic may be poor. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 NVIDIA GeForce GTX 275 GPU architecture in 
parallel computing mode 

 
Table 1 NVIDIA GeForce GTX 275 hardware specifications 
Texture processor clusters (TPCs)  10 
Streaming multiprocessors (SMs) per TPC  3 
Super function units (SFUs) per SM  2 
Streaming processors (SPs) per SM  8 
Total SPs (Cores) 240 
Maximum concurrent threads per SM 1,024 
Total maximum concurrent threads 30,720 
Double-precision arithmetic units per SM 1 
Peak floating point performance GFLOPS 933 
Global memory size  869 MB 
Shared memory per SM 16 KB 
Registers per SM  16,384 registers 

 

2. Software development environment for GPGPU 
Cg is a conventional software development tool kit 

for GPU application software. Because the Cg is the 
specifically designed programming tool kit for 
computer graphics, it is not suitable for the development 
of GPGPU application software. However, recently, 
software development environments, such as CUDA 
and OpenCL, which consist of a complier, libraries, and 
useful tools for GPGPUs have been made freely 
available. CUDA is a C language development 
environment for NVIDA CUDA-enabled GPUs but 
OpenCL can be used for both NVIDA and ATI GPUs, 
which support the OpenCL architecture. In the present 
study, we used CUDA as the development tool of the 
program code for GPGPU computing. 

III. PIV ALGORITHM 

1. Direct cross-correlation (DCC) method 
In PIV, the velocity information is estimated using 

two consecutive images detected by a camera. Figure 2 
shows an example of standard PIV consecutive images 
[7], and illustrates the procedure of the direct cross-
correlation method. In order to extract the velocity at 
each location, a normalized cross-correlation coefficient 
between the location (x, y) in the first image and the 
location (x+dx, y+dy) in the second image is defined as 
follows: 

 
(1) 

 
 
where f(x,y) and g(x,y) are the intensities at location 
(x,y) in the first image and the second image, 
respectively, and N denotes the size of a side of the 
interrogation region, which is determined considering 
the concentration of tracer particles and the maximum 
velocity of the flow. This cross-correlation coefficient is 
used to estimate the translational displacements of tracer 
particles between two consecutive images. The 
displacement at location (x,y) between two images is 
estimated as follows. First, the values of the above 
cross-correlation coefficient are calculated between 
location (x,y) in the first field and the possible point 
(x+dx,x+dy) in the second field. Second, the dx and dy 
values of the displacement are changed, and the cross-
correlation coefficient is recalculated. By repeating this 
procedure, the best estimate of the translational 
displacement of the tracer particles is determined as the 
pair (dx,dy) that maximizes the correlation coefficient. 
The global velocity profile of the flow can be obtained 
by repeating the above computation at every location. 
Figure 3 shows a flow chart of the DCC method. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Overview of the procedure of the DCC method 
 

2.  Amount of computations in the DCC method 
In Fig. 2, Ns denotes the size of one side of the 

search region. In order to obtain one velocity vector in 
the DCC method, the correlation coefficient is 
calculated Ns×Ns times. When Ns = 33 and the number 
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of locations required in order to determine the velocity 
vectors is 256, the number of calculations per location 
reaches 1,089, and the calculation is performed a total 
of 278,784 times during processing. Table 2 shows an 
example of the increase in the number of calculations. 
As Ns increases, the required calculation amount 
increases extremely (proportional to Ns×Ns). In the 
DCC method, the computational cost required to 
calculate all of the cross-correlation coefficients 
between the interrogation region and all of the candidate 
regions in the search region is enormous. In the case of 
our code for the DCC PIV, the processing time required 
to calculate the cross-correlation coefficients accounts 
for approximately 99% of the total processing time. 
Since the cost is expected to be substantially reduced 
and the processing speed is accelerated by parallelizing 
the calculation process, the associated part of our code 
based on the DCC algorithm was rewritten to the 
GPGPU computing code using the CUDA tool kit. A 
flow chart of the parallelized DCC method using 
GPGPU is shown in Fig. 4.  

 

IV. PERFORMANCE TESTS 

1. Testing conditions 
Tables 3 and 4 show, respectively, the testing 

environments and test cases used to evaluate the 
performance of the GPU computing for PIV. In Cases 1 
through 5, the search region size was varied as indicated 
in Table 4, and the total number of cases is 15. Cases 1 
through 4 were performed to confirm the acceleration 
rate of GPGPU over conventional CPU computing, and 
Case 5 was tested in order to evaluate the performance 
of the new double-precision arithmetic implemented on 
the GT200 GPU. The CPU computing and GPU 
computing were performed with double precision and 
single precision, respectively, except in Case 5.  

Table 2 Example of the increase in the number of 
calculations  

Locations Ns
Calculations per 

location 
(Ns×Ns) 

Total calculations 
(Ns×Ns× locations) 

256 33 1,089 278,784 
256 65 4,225 1,081,600 
256 97 9,409 2,408,704 
 

Table 3 Hardware testing environments  
Environment Env. 1 Env. 2 

CPU Phenom 9750 Core i7 920 
Memory 4 GB 6 GB 

GPU GeForce GTX275 GeForce GTX275
 

Table 4 Lists of test cases 
Case Env. Computing Precision Search region 

size (Ns×Ns)
1 Env. 1 CPU double 

1,089 (33×33),

4,225 (65×65),

9,409 (97×97)

2 Env. 1 GPU single 
3 Env. 2 CPU double 
4 Env. 2 GPU single 
5 Env. 2 GPU double 
 

2. Results of the performance tests 
Figure 5 and 6 show the elapsed times for the above 

test cases. Here, the elapsed time indicates the time just 
for the process execution after the process was created. 
In cases of processing by only the CPU (Cases 1 and 3), 
the elapsed time increases linearly with the search 
region size, whereas in cases of processing by the 
GPGPU (Cases 2 and 4), the elapsed time increases 
only slightly. On the other hand, the difference in the 
results for the GPGPU computing between the Phenom 
CPU and Core i7 CPU suggests that the performance of 
the GPGPU depends not only on the GPU architecture 
but also on the CPU or system architecture. The results 
for Case 5 indicate that double-floating-point 
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Set or change the location to 
determine the velocity 

Determine the maximum correlation 
and estimate the velocity 

Calculate all cross-correlation
coefficients in the search region

Calculations performed 
for all locations? 
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Fig. 4 Flow chart of the parallelized DCC method 
      for GPU computing 

Fig. 3 Flow chart of the DCC method 
      for CPU computing 
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calculation requires greater processing time than the 
single-floating-point calculation, because the number of 
double-precision arithmetic units of the GPU is not 
sufficient to execute a large number of parallel threads. 
Figure 7 shows the fractions of the elapsed time used 
for CPU and GPU processing. The CPU processing time 
includes the data translation time between the host 
memory and the GPU memory. Although there is a 
difference related to the search region size, 
approximately 95% of the elapsed time was used for 
GPU processing. Figure 8 shows the acceleration rates 
of the GPU computing over CPU-only computing, 
where rates of over 100 times and about 80 times can be 
seen for the Phenom CPU and the Core i7 CPU, 
respectively.  

In the present study, the computing results for PIV 
based on the DCC method for all cases were exactly the 
same. In the case of the PIV analysis, the computational 
error caused by the floating point calculation is not a 
significant problem. This indicates that the precision of 
the processing on GPU for the PIV is adequate. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Elapsed times for Cases 1 and 3 
 
 
 

 
 
 
 
 
 
 

 
Fig. 6 Elapsed times for Cases 2, 4 and 5 
 
 
 
 
 

 
 
 
 
 
 
Fig. 7 Fractions of the elapsed time used for CPU 

and GPU processing for Case 4 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8 Relationship between acceleration rate and 

search region size for GPGPU and CPU 
computing 

 

V. CONCLUSION 

A very high acceleration rate was obtained and the 
processing ability was improved by the use of a 
GPGPU. The performance of GPU computing 
depended not only on the GPU but also on the system 
architecture. Single-floating-point calculation 
precision was found to be sufficient for PIV analysis. 
These results indicate that the application of GPGPU 
to PIV is highly effective. 
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Abstract: In order to evaluate universities from various aspects, this study proposes method by utilizing DEA (Data 

Envelopment Analysis). The management of universities is complex and necessary to find out strength and weakness to 

be better educational institute. In this sense, DEA contributes for evaluation since it can show efficiency of universities 

based on multiple viewpoints. However, when the number of evaluated universities is increased, result of evaluation 

among universities is similar. Therefore, it is difficult to understand the specific points each university has. So this 

study proposes method for developed evaluation by ramifying DMU to some viewpoints. The utility and effectiveness 

of the proposed method are shown by numerical experiments. 

 

Keywords: Data Envelopment Analysis, Linear Programming, Many-sided Evaluation, Decision Making Support. 

 

 

I. I�TRODUCTIO� 

Recently the number of students who take entrance 

examination to university is decreasing due to declining 

birth rate in Japan. Moreover, public universities were 

reformed to be independent administrative organizations. 

Therefore, every university needs to consider the 

evaluation from the side of society in order to be 

attractive educational institute. In this sense, each 

university should evaluate themselves to understand the 

characteristics such as strength or weakness. Then better 

management policy can be prepared based on the 

valuable analysis. However, evaluation for universities 

is not often carried out. Even if there are evaluations, 

most of cases do not have the aspects from other 

universities [1]. That is why this study analyzes each 

university based on the characteristics by utilizing DEA 

(Data Envelopment Analysis). 

   DEA is a method for analyzing management 

efficiency of DMU (Decision Making Unit). The 

applicable field of DEA is now expanding such as 

policy evaluation, data mining, or so. The characteristics 

of DEA are as follows: (1) evaluate efficiency by 

multiple input and output data of DMU. (2) evaluate 

advantage aspects as much as possible by assigning 

variable weight to each elements of input and output. 

However, a lot of DMUs are evaluated as efficient if the 

number of input and output is large excessively 

compared with the number of evaluated DMUs. Thus 

analyst can not get informative knowledge from 

evaluation. 

   So this study proposes DEA method for many-sided 

evaluation to solve the above problem. Then the power 

of the proposed method is examined by applying data of 

Japanese universities. 

 

II. DATA E�VELOPME�T A�ALYSIS 

1. Outline of DEA 

DEA was proposed by A. Charnes et al. in 1978 as a 

method for management analysis. The applicable field 

of DEA is wide such as data mining or prospect of 

bankruptcy [2]. 

   DEA regards each DMU as production function that 

produces output by input. Then the efficiency of DMU 

is calculated compared with other DMUs relatively. 

There are two characteristics DEA has; (1) weights are 

assigned to each input and output data and virtual input 

and output are generated. These weights are not fix but 

variable so that each DMU can employ suitable weight 

to be evaluated better. (2) common index for evaluation 

is shown as efficiency value. The efficient DMU gets 

efficiency value as one. On the other hand, inefficient 

DMU gets efficiency value less than one. 

Assuming that there are n DMUs and each DMU is 

characterized by m input and s output. Then the 

DMU_K has input expressed as mkk1 x,,x K  and output 

expressed as sk,,k1 yy K . Here the efficiency value is 

shown by calculating following linear programming [2]. 
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Above formula signifies that weights are assigned to 

input of DMU_K to make it as one. Then DEA controls 

the efficiency value of other DMUs does not exceed 

over one based on the weights for DMU_K. Objective 

function has the role for maximizing output of 

remarkable DMU. Moreover, it is possible to analyze 
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strong points of each DMU by weights. That is because 

input and output are considered in evaluation when the 

weights have value. 

 

2. Mathematical problem 

The problem is generated when the number of input 

and output elements are large compared with the 

number of DMUs. In DEA, the number of evaluation 

criteria is creased if the number of input & output 

elements is increased. Therefore, more DMUs are 

evaluated as the state of efficient than usual. Moreover, 

at least one advantage of input or output elements 

makes that DMU efficient. That is why the elements 

which do not have advantages are not emphasized so 

that more zero weights are assigned to more input and 

output. Thus excessive number of input and output lead 

the following two problems: (1) evaluation does not 

make sense because of many efficient DMUs. (2) many-

sided evaluation can not be achieved due to many zero 

weights. To deal with these problems, there is a 

restriction for selecting input and output. Assuming that 

m input elements, s output elements and n DMUs, n 

should be satisfied with restriction of n ≥ max{m × s, 

3× (m+s)}. However, there are many cases that many-

sided evaluation is carried out based on many input and 

output like evaluation for universities. 

 

III. PROPOSED METHOD 

This paper proposes the framework for many-sided 

evaluation without regard to the number of input, output 

and DMUs. This framework makes layered structure 

based on evaluation perspective and assigns input and 

output elements to each node that is perspective. Then 

input and output of upper layer include those of lower 

layer. It is possible to evaluate based on each 

perspective by calculating efficiency value of each node. 

This chapter explains the proposition for making 

layered structure. Then the procedure of making layered 

structure is shown. Finally the example concerning 

comparison between DMUs is shown. 

1. Hierarchization of DMU 
There are n evaluated DMUs. And they have m 

input elements and s output elements. Here input 

elements are )X,...,X(X m1=  and expressed as 

)x,...,x(X in1ii = . So iX  indicates i input group of all 

DMUs. Equally, )Y,...,Y(Y s1= , )y,...,y(Y rn1rr =  are 

defined. The efficiency value of DMU_K shown as Kθ  

is calculated by (1) formula. Moreover, efficiency value 

is calculated based on possible production set S formed 

by input and output. 

Next it is necessary to consider the case that specific 

input and output are utilized for analysis. New input and 

output groups are selected and they are denoted 

as }'X,X'X{'X φ≠∈= , }'Y,Y'Y{'Y φ≠∈= . Then the 

efficiency value of DMU_K shown as K'θ  based on 

this data set )'Y,'X(  is calculated by (1) formula. It 

means this efficiency value is calculated based on 

possible production set S’. Thus S'S∈  is satisfied and 

two different efficiency values Kθ , K'θ are followed 

inequality KK 'θ≥θ . The efficiency value of selected 

data is less than that of original data. 

2. Relationship between nodes 
The proposed method hierarchizes by resolving the 

evaluation perspective and assigns input and output 

elements to each node. In this time, input and output of 

upper layer have to include those of lower layer. Then 

analysis is carried out in each node. Thanks to the 

proposition in previous section, the efficiency value of 

lower layer never exceeds that of upper layer. Therefore, 

it is possible to treat the efficiency value of each node 

evenly since efficiency signifies the state of each DMU 

by unified way. Thus inefficient DMU as a whole never 

be the state of efficient in some node. And the reason for 

decline about efficiency is revealed. For example, which 

parts of node affect to the efficiency badly or how 

degree the specific DMU influences the efficiency. It is 

possible to analyze these kinds of knowledge from all 

perspective analyst prepares. 

   Moreover, comparison of the efficiency value 

among different nodes reveals the reason for the 

efficiency. For example, DMU in certain layer has 

efficiency value as one, and DMU in lower has also the 

same one. In this case, the node in lower layer strongly 

supports to upper node and its efficiency. On the 

contrary, if DMU in lower layer has efficiency value as 

0.1, this node is factor to restrain the efficiency of upper 

node. Then new weight is developed to compare with 

linked nodes. Assuming that the DMU_K’s efficiency 

value of β  node in α layer is expressed as βαθ _
K and the 

efficiency value of γ node in 1+α layer is expressed as 
β+αθ _1

K . The new weight is calculated as follow: 

γα

β+α
+αα

γ
θ

θ
=

_
K

_1
K1,w                           (2) 

   The new weight is ration between layers and range 

is 0< 1,w +αα ≤ 1. This weight signifies the importance of 

lower layer for supporting the efficiency of upper layer. 

In this sense, lower node is necessary factor for upper 

node to have higher efficiency if weight between them 

is one. On the contrary, lower node is weak perspective 

for upper one if the weight between them is few.  

IV. �UMERICAL EXPERIME�TS 

1. Data set and evaluation criteria 

   The experiments are carried out by using date of 

Japanese thirty-one universities. Then the proposed 

method constructs three layers and eight nodes. The 

practical figure of layered structure is shown in Fig.1. 

As you can see in Fig.1., analyst is able to observe 

the evaluation from multiple aspects. Firstly, the 

efficiency is calculated based on each node. Next we 

would like to examine the evaluation of universities by 

gathering those kinds of experimental results. 
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Fig.1. Layered structure 

    

   The experimental data consist of multiple elements 

and are divided to input data and output data as follows: 

Input: 1. Number of faculty, 2. number of worker, 3. 

education and research expense, 4. Grant-in aid for 

management, 5. General and administrative expenses, 6. 

Profit of donation. 

Output: 1. Maximum deviation, 2. Number of paper, 3. 

Number of graduate student, 4. Number of 

undergraduate student, 5. Number of books, 6. Grant-in-

aid for scientific research, 7. Contract research funds, 8. 

Profit of business. 

   The general evaluation for universities is shown as 

node_1 in upper layer. It means that the efficiency value 

is the same as traditional DEA method and higher 

efficiency value is regarded as more efficient state. On 

the other hand, five nodes in lower layer are ramified 

functionally from general evaluation. Therefore, point 

of view concerning these five nodes is mentioned with 

showing input and output in each node. Here elements 

in each node are denoted by number shown in above 

paragraph. 

<node_1> University  

Input: 1～6 Output: 1～8 

<node_2> Management 

Input: 2, 4, 5, 6  Output: 1, 3, 4, 8 

<node_3> Research and Education 

Input: 1, 3  Output: 2, 3, 4, 6, 7 

<node_4> Finance  Input: 4, 5, 6  Output: 8 

   The efficiency value in this node signifies how 

much university can get profit with possible funds that 

are input. To assume two types of high efficient DMUs 

is reasonable. (i) DMU which has larger profit than that 

of other DMUs. (ii) DMU which has smaller possible 

investment to the profit. 

<node_5> Achievement  Input: 2, 4, 5, 6  Output: 1 

   The efficiency value in this node signifies how high 

university has deviation with possible funds and human 

resources. Thanks to this value, it is possible to examine 

how much DMUs invest funds to certain deviation. 

DMU which is higher efficiency operates by fewer 

funds. On the other hand, DMU which is lower 

efficiency invest funds excessively for their 

management. 

<node_6> Attractiveness  Input: 2, 4, 5,6  Output: 3,4 

   The efficiency value in this node signifies how 

many university gather students with possible funds and 

human resources. DMU which is higher efficiency has 

high attractiveness. On the other hand, DMU which is 

lower efficiency has less attractiveness and need to 

improve the situation. For example, they can increase 

the number of students. 

<node_7> Research 

Input: 1, 3  Output: 3, 4 

   The efficiency value in this node signifies how 

many university get external funds or accomplishments 

of research. DMU which is higher efficiency does 

research admitted by outside. 

<node_8> Education 

Input: 1, 3  Output: 2, 6, 7 

   The efficiency value in this node signifies how 

much university invests funds and human resources to 

education for students. DMU which is higher efficiency 

operates by fewer resources. On the other hand, DMU 

which is lower efficiency operates by much funds and 

resources. Higher efficiency value is suitable for the 

side of university and lower efficiency value is 

favorable for the side of student. 

2. Result 

The experimental results are shown in Table 1. For 

instance, DMU_No. 2 has efficiency value as one based 

on “University” (node_1) and has it as 0.234 based on 

“Achievement” (node_5). 

3. Discussion 

(i) Comparison of the traditional and proposed method 

The traditional method shows the efficiency value 

based on only “University” (node_1). In contract, the 

proposed method ramifies nodes so that there are eight 

nodes, namely eight efficiency value for one DMU. 

Firstly, “University” (node_1) is remarkable. There 

are twenty-one DMUs which have efficiency value as 

one shown in Table. 1. Therefore, it is difficult to decide 

superiority or inferiority. This is one of the problems of 

DEA, or more specifically, relationship between the 

number of DMUs and that of input and output. Some of 

the same efficiency values exist when the number of 

input and output is large compared with that of DMUs. 

The new seven nodes that the proposed method 

produces are notable. There are no DMUs which have 

efficiency value as one in all nodes. (the proposed 

method has characteristic as follow: the efficiency value 

of certain node never exceed that of upper node. Thus it 

is possible to restrain the number of DMU which has 

same efficiency value in all nodes in case of other data 

set.) 

   This result means that the proposed method can find 

some difference compared with the traditional method 

which is difficult to show superiority or inferiority 

regarding each DMU. 

   For example, the efficiency values of DMU_No.1 

and DMU_No. 2 are one based on “University” 

(node_1) that is traditional way so that there is no 

difference. However, DMU_No. 1 is superior based on 

“Management” (node_2) and DMU_No. 2 is superior 
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based on “Research and Education” (node_3). This is 

the difference of characteristic. 

(ii) Analysis of strength or weakness for each university 

   Visualization concerning DMU_No. 28 is shown in 

Fig.1. in order to emphasize effectiveness of the 

proposed method. The name of node and efficiency 

value is shown on each node. The value shown in the 

link between nodes is weight. If this weight is less than 

one, lower node represents weakness compared with 

upper node. For example, the efficiency value based on 

“University” (node_1) is one. Then weight of 

“University”-“Management” is one and that of 

“University”-“Research and Education” is 0.648. 

Therefore, this DMU has room for improvement in the 

field of “Research and Education”. 

Then analysis about DMU_No. 28 is done by 

utilizing these weights. This DMU has high efficiency 

in the area of “Management” (left section in Fig.1.). 

Especially, “Achievement” gets higher value though the 

average in that node is . From these result, this DMU 

has strength regarding “Management”, especially 

“Achievement” or “Attractiveness”. 

   Then the efficiency value based on “Research and 

Education” (right section in Fig.1.) is less efficiency. 

Especially, “Research and Education” is lowest 

efficiency as 0.649. the weight of “Research and 

Education”-“Research” is also lowest value as and this 

is just bottleneck. 

As a result, the proposed method is able to analyze 

which section is strength or weakness for each DMU by 

examining weights and efficiency values. 

 

Table 1-(a). Efficiency value based on each node 

No. 1 1 1 0.494 0.234 1
No. 2 1 0.959 0.334 0.124 0.959
No. 3 1 0.950 0.413 0.183 0.950
No. 4 1 0.919 0.670 0.396 0.917
No. 5 1 0.900 0.393 0.230 0.900
No. 6 1 0.787 0.313 0.191 0.787
No. 7 0.958 0.776 0.316 0.159 0.776
No. 8 1 1 0.715 0.500 1
No. 9 1 0.940 0.467 0.314 0.940
No. 10 0.970 0.927 0.655 0.449 0.927
No. 11 1 1 0.473 0.275 1
No. 12 1 0.776 0.651 0.519 0.776
No. 13 1 0.959 0.674 0.240 0.959
No. 14 1 0.771 0.591 0.521 0.771
No. 15 0.802 0.672 0.603 0.607 0.671
No. 16 1 0.710 0.631 0.557 0.710
No. 17 1 1 0.977 0.953 1
No. 18 0.884 0.748 0.091 0.551 0.741
No. 19 0.876 0.658 0.617 0.658 0.612
No. 20 0.932 0.695 0.684 0.669 0.618
No. 21 0.945 0.609 0.583 0.602 0.598
No. 22 0.966 0.666 0.576 0.651 0.562
No. 23 1 1 1 1 1
No. 24 1 1 1 1 1
No. 25 1 1 0.964 0.813 1
No. 26 0.989 0.548 0.076 0.548 0.485
No. 27 0.982 0.805 0.666 0.805 0.662
No. 28 1 1 0.946 1 1
No. 29 1 0.721 0.438 0.496 0.721
No. 30 1 0.577 0.454 0.577 0.512
No. 31 1 0.679 0.489 0.679 0.515

Node

DMU University
(node_1)

Management
(node_2)

Finance
(node_4)

Achievement
(node_5)

Attractiveness
(node_6)

 
 

 

 

 

Table 1-(b). Efficiency value based on each node 

No. 1 1 0.892 0.833 0.801
No. 2 1 1 1 0.996
No. 3 1 1 1 1
No. 4 1 1 1 0.955
No. 5 1 1 1 0.912
No. 6 1 1 0.967 1
No. 7 0.958 0.925 0.873 0.884
No. 8 1 1 1 1
No. 9 1 0.903 0.753 0.903
No. 10 0.970 0.900 0.658 0.886
No. 11 1 0.892 0.684 0.883
No. 12 1 1 0.914 1
No. 13 1 1 1 0.993
No. 14 1 1 0.904 1
No. 15 0.802 0.787 0.643 0.744
No. 16 1 0.967 0.899 0.917
No. 17 1 1 0.937 1
No. 18 0.884 0.820 0.735 0.766
No. 19 0.876 0.779 0.504 0.733
No. 20 0.932 0.802 0.448 0.779
No. 21 0.945 0.851 0.585 0.830
No. 22 0.966 0.838 0.805 0.674
No. 23 1 1 0.577 1
No. 24 1 1 0.550 1
No. 25 1 1 0.470 1
No. 26 0.989 0.875 0.618 0.850
No. 27 0.982 0.866 0.591 0.836
No. 28 1 0.649 0.446 0.632
No. 29 1 0.929 0.904 0.889
No. 30 1 0.924 0.865 0.759
No. 31 1 0.809 0.549 0.780

Node
DMU Education

(node_8)
Research
(node_7)

Research & Education
(node_3)

University
(node_1)
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Fig.2. Visualization of DMU_No. 28 

V. CO�CLUSIO� 

Though the traditional method sometimes can not 

find the superiority or inferiority, the proposed method 

solves such problem. It ramifies the DMU to multiple 

nodes that is viewpoint and shows the efficiency based 

on each node. Therefore, characteristics (strength or 

weakness) of each DMU can be revealed by efficiency 

value and weights between nodes. The proposed method 

works well for evaluation of universities and 

effectiveness is confirmed through the numerical 

experiments. 
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Abstract: DEA (Data Envelopment Analysis) is a method for evaluating management efficiency of DMU (Decision 
Making Unit). This paper proposes DEA model for supply chain management. Traditional study focuses on selection of 

partners and construction of supply chain. Therefore, this study would like to consider how to optimize supply chain 

itself for maximizing benefit by DEA. In addition, the significant matter is that supply chains sometimes have the 

unbalanced business processes. It means some particular DMUs on supply chain have superiority and keep the 

efficiency excessively. That is why the rest DMUs on supply chain need to operate in unfavorable condition. As a result, 

their operations affect to whole efficiency on supply chain badly. Thus, the proposed method introduces adjustment 

variable to calculate optimum operation as a supply chain. The utility and effectiveness of the proposed method are 

shown by numerical experiments. 

 

Keywords: Data Envelopment Analysis, Linear Programming, Supply Chain Management, Decision Making Support. 

 

 

I. I�TRODUCTIO� 

DEA (Data Envelopment Analysis) is a method for 

analyzing management efficiency of DMU (Decision 

Making Unit). This method assumes production activity 

of DMU as transformation process by focusing on the 

input and output data. Then the efficiency of the 

transformation is evaluated by efficiency value shown 

as θ . DEA introduces benchmarking method for 

measuring efficiency value. And the efficiency value of 

each DMU is calculated by relative comparison to 

DMU set which is under competition. DEA enables 

analysts to know the strength (or weakness) among the 

DMUs in same field or industry. In recent study, the 

model for supply chain is developing in order to extend 

applicability of DEA since consideration for 

collaboration among DMUs in different field or industry 

is needed [1]. This traditional study utilizes the aspect of 

evaluation method comes from DEA and proposes the 

way for choosing beneficial partners to construct supply 

chain effectively. Therefore, this paper complements the 

previous study through discussion how to optimize the 

supply chain after choosing the partners. 

So this study proposes the method for optimizing 

the production activity on supply chain by adjusting 

input and output data. Then it is possible to regard the 

collaboration among multiple DMUs as continuous 

activity under the DEA analysis. Here it is defined that 

optimization is improvement of efficiency value on 

supply chain (collaborated DMUs). 

 

II. PROBLEM SETTI�G 

1. Supply chain 

This study assumes that five different production 

activities (A~E) form one business and the network is 

constructed shown in Fig.1. Production activities of A 

and B in upper chain operate procurement of raw 

materials and its processing. Then processed goods are 

manufactured into the products in activity of C. Finally 

activities of D and E distribute the products to 

consumers. The study hereafter is expanded based on 

this business flow. 
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Fig.1. Supply Chain 

 

There are multiple DMUs on each production 

activity and they are competitive. In case of 

manufacturing regarding automobile, products are 

manufactured from iron and electrical parts. Then 

consumers get the products through dealers or trade 

company. 

 

2. Argument for applicability of DEA 

Definition for input and output elements on each 

production activity are shown in Fig.2. Production 

activity of A has two inputs and one output, that of B 

has one input and two outputs, that of C has two inputs 

and one output, that of D has two inputs and one output, 

and that of E has one input and two outputs. The eight 

supply chains that have the same elements are prepared 

in order to carry out relative comparison. 
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Fig.2. Elements of input and output 

 

The definitions and conditions in this study are 

summarized as follows. 

Condition 1: 

There are seven competitors in each production 

activity (A~E) and their performances are evaluated 

individually based on their own production activity. 

Therefore, evaluation concerning one supply chain is 

judged by summation of five different efficiency values. 

Condition 2: 

The four arrows connecting between production 

activities shown in Fig. 2 signify the possible 

adjustment parts. So that analyst can adjust the amount 

of input and output. For instance, output y1
A
 on 

production activity of A and input x1
C
 on production 

activity of B are possible to be adjusted. And they have 

relationship that input x1
C
 is decreased if output y1

A
 is 

restricted. 

 

III. DEA AS A� EVALUATIO� METHOD 

Though DEA has various models, this study 

employs RAM model [2]. This model is able to deal 

with surplus of input and lack of output together and 

show the improvement for ideal management states. 

Thus RAM model is suitable for our study since it can 

consider adjustment between DMUs on supply chains. 

RAM model is defined by following formula (1). 
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There are n evaluated DMUs. And they have m 

input elements and s output elements. Then 

maximization to objective function (surplus of input and 

lack of output) is carried out. That is to say, objective 

function indicates how far remarkable DMU is 

performing compared with efficient state. Moreover, 

scales of the data are controlled by Rx and Ry that are 

maximum value of input and output. 

DMU is the state of efficient if all slacks are zero in 

RAM model. On the other hand, DMU is the states of 

inefficient if one or more slacks have value. 

 

IV. DEA MODEL FOR ADJUSTI�G I�PUT  

A�D OUTPUT 

1. Proposed model 

This study defines the characters as follows in order 

to extend the RAM model to the proposed model. 

・The number of supply chain: p 

・The number of production activity: q 
Then more detail definitions are set for production 

activity of h on k supply chain. 

・The number of input element: mh 

・The number of output element: sh 

・The variable signifies the degree of reference to each 

DMU: )p,,2,1j(h
j K=λ  

・The input and output data of DMUk: )x,x( h
rk

h
ik  

・The variable signifies the slack of input element i: 
h
ik
xd  

・The variable signifies the slack of output element r: 
h
rk
yd  

・The adjustment variable of input element i: −+
h
ik

h
ik

xx
I,I  

・ The adjustment variable of output element r: 
−+
h
rk

h
rk

yy
O,O  

The proposed method calculates efficiency of k 

supply chain by applying following formula (2). 
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The objective function in formula (2) indicates total 

efficiency of q DMUs form k supply chain. 
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1 2 3 4

x1
A 144 229 102 261

x2
A 50 100 98 177

y1
A 205 250 184 203

x1
B 52 59 63 61

y1
B 110 186 124 93

y2
B 210 209 200 13

x1
C (=y1

A) 205 250 184 203

x1
C (=y1

B) 110 186 124 93

y1
C 76 96 44 111

y2
C 144 80 83 61

x1
D 148 126 101 36

x2
D (=y1

C) 76 96 44 111

y1
D 195 92 199 207

x1
E
 (=y2

C) 144 80 83 61

y1
E 18 204 76 195

y2
E 176 129 133 182

Production
activity

Input and
Output

A

Supply chain

B

C

D

E

5 6 7 8

x1
A 77 203 244 56

x2
A 131 106 58 164

y1
A 132 88 126 242

x1
B 108 71 49 72

y1
B 177 144 41 61

y2
B 224 190 67 266

x1
C (=y1

A) 132 88 126 242

x1
C 

(=y1
B
) 177 144 41 61

y1
C 156 185 62 50

y2
C 173 218 88 107

x1
D 94 13 105 101

x2
D (=y1

C) 156 185 62 50

y1
D 186 33 200 153

x1
E
 (=y2

C) 173 218 88 107

y1
E 37 57 282 224

y2
E 187 175 78 90

B

C

D

E

Production
activity

Input and
Output

A

Supply chain

2. Explanation of the proposed method 

The proposed method analyzes improvement of 

efficiency as whole production activity by introducing 

adjustment variables between activities. However, this 

method can not obtain optimum solution without 

restriction concerning adjustment variables. 

Then the proposed method assumes that adjustment 

variables −+ − h
rk

h
rk

yy
OO , −+ −+ h

ik
1h

ik
xx
II  are equal if output h

rjy  

(production activity of h) is equal to input 1h
ijx
+  

(production activity of h+1). Thus input of following 

production activity increases when previous output is 

increased. Therefore, it is possible to consider optimum 

input and output. 

Moreover, the calculated adjustment variables can 

show direction for higher efficiency. For instance, the 

input about production activity of h should be decreased 

in case of 0I 1h
ik
x

>+
+ . On the other hand, the input should 

be increased in case of 0I h
ik
x
<−  to optimize the 

efficiency of supply chain. 

 

V. �UMERICAL EXPERIME�TS 

1. Experimental conditions and data 

There are two experiments in order to examine the 

utility of the proposed method which introduces 

adjustment variables for input and output. The first 

experiment is the case of introduction of adjustment 

variables and the second one is case of non-introduction 

of those variables. The experimental conditions are as 

follows to apply the proposed (2) formula to the supply 

chain model shown in the second chapter. 

<Common condition in both experiments> 

  p=8, q=5, m1=2, s1=1, m2=1, s2=2, m3=2, s3=2, m4=2, 

s4=1, m5=1, s5=2 

<Condition in experiment 1> 

  −+−+ −=− A
k1

A
k1

C
k1

C
k1

yyxx
OOII , −+−+ −=− B

k1
B
k1

C
k2

C
k2

yyxx
OOII , 

−+−+ −=− C
k1

C
k1

D
k2

D
k2

yyxx
OOII   ,   −+−+ −=− C

k2
C
k2

E
k1

E
k1

yyxx
OOII    ,  

Other adjustment variables are equal to zero. 

<Condition in experiment 2> 

  All adjustment variables ( −+−+
h
rk

h
rk

h
ik

h
ik

yyxx
O,O,I,I ) are 

equal to zero. 

  Experimental data are shown in Table 1. 

 

 

 

 

 

 

 

 

 

Table 1-(a). Experimental data (supply chain 1~4) 

Table 1-(b). Experimental data (supply chain 5~8) 

Characteristics of experimental data are summarized. 

First of all, the structure of experimental data are 

revealed by looking at the result of non- adjustment 

(experiment 2). According to the Table 2., first, third, 

fifth, and eighth supply chains have efficiency value as 

one in production activity of A. And other supply chains 

are the state of inefficient (efficiency value is less than 

one). Especially, sixth supply chain has less efficiency 

that is 0.66. This supply chain has large input and less 

output compared with third supply chain. This is clearly 

proven by their input and output data that are x1
A
=203, 

x2
A
=106, y1

A
=88 (sixth supply chain) and x1

A
=102, 

x2
A
=98, y1

A
=184 (third supply chain). The results reflect 

productivity regarding each production activity well. 

Next supply chains themselves are remarkable. In 

the first supply chain, production activities of A and B 

have efficiency value as one and the other production 

activities have efficiency value less than one. Therefore, 

upper activities (procurement or its processing) are the 

state of efficient and lower activities (manufacturing or 

distribution) are that of inefficient in this supply chain. 
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On the other hand, fourth supply chain is the opposite 

situation. Moreover, there is no case that all production 

activities (A~E) are the state of efficient in the prepared 

supply chains. That is why experimental data generate 

supply chains that have unbalanced production activities. 

 

2. Experimental Result 

The results regarding the efficiency value are as

 shown in Table 2. 

 

Table 2-(a). Efficiency value (supply chain 1~3) 

Adjustment ― Adjustment ― Adjustment ―
A 1 1 1 0.80 1 1
B 1 1 1 1 0.98 0.87
C 0.90 0.77 0.83 0.50 0.85 0.63
D 0.53 0.67 0.48 0.65 0.71 1
E 0.57 0.57 0.69 0.90 0.53 0.74

Total 4.00 4.01 4.00 3.85 4.07 4.24

Production
activity

Supply chain
1 2 3

 

Table 2-(b). Efficiency value (supply chain 4~6) 

Adjustment ― Adjustment ― Adjustment ―
A 0.61 0.61 1 1 0.82 0.66
B 0.75 0.58 0.86 1 0.94 0.86
C 0.83 0.78 0.94 0.82 0.83 1
D 0.87 1 0.70 0.75 1 1
E 0.76 1 0.93 1 0.58 0.58

Total 3.82 3.97 4.43 4.57 4.17 4.1

Production
activity

Supply chain
4 5 6

 

Table 2-(c). Efficiency value (supply chain 7, 8) 

Adjustment ― Adjustment ―
A 0.86 0.75 1 1
B 1 1 1 1
C 0.92 1 0.88 0.82
D 0.95 0.95 0.83 0.91
E 1 1 0.83 0.84

Total 4.73 4.7 4.54 4.57

Production
activity

7 8
Supply chain

 

 

3. Discussion 

The power of adjustment variable is considered by 

the result in Table 2. Though production activities of A 

and B are the state of inefficient (A: 0.66, B: 0.86) with 

non-adjustment in sixth supply chain, the efficiency 

values are improved (A: 0.82, B: 0.94) with adjustment. 

However, efficiency value in production activity of C is 

decreased from 1.0 to 0.83. As a result, whole efficiency 

shown as total efficiency value is increased 4.1 to 4.17. 

It is revealed that introduction of adjustment variables 

works effectively. The result of slacks and adjustment 

variables is shown in Table 3. to explain the effect of the 

proposed method. 

The values of slacks in Table 3. indicate surplus of 

input and lack of output and larger values mean less 

efficiency. Then output y23
B
 in production activity of A 

and input x13
C
 in production activity of C are 

remarkable. That is because the lack regarding y23
B
 is 

decreased from 0.47 to 0 with adjustment. On the other 

hand, surplus regarding x13
C
 is increased from 0 to 0.47. 

This is the situation that production activity of C 

receives the inefficient burden from that of A. 

The adjustment variables work well in sixth supply 

chain since all five efficiency values are increased. 

However, some total efficiency value are decreased like 

eighth supply chain. The reason is that objective 

function of the proposed method might not be proper for 

the prepared supply chain network.  Moreover, 

production activity of C plays an important role for 

optimization since it has four adjustment variables. 

Then total efficiency value of supply chains which have 

efficiency value as one with non-adjustment is increased 

by the proposed method. It means production activity of 

C has a function for receiving the burden from other 

activities when it is the state of efficient. 

 

Table 3. Slacks and adjustment variables on 

 sixth supply chain 

adjustment ―

x13
A 0.23 0.23 ―

x23
A 0.32 0.32 ―

y13
A 0 0.47 -0.47

Efficiency value 0.82 0.66

x13
B 0.11 0.11 ―

y13
B 0 0.23 -0.23

y23
B 0.07 0.07 ―

Efficiency value 0.94 0.86

x13
C 0.47 0.00 -0.47

x23
C 0.23 0 -0.23

y13
C 0 0.00 0.00

y23
C 0 0.00 0.00

Efficiency value 0.83 1

x13
D 0.00 0 ―

x23
D 0.00 0 0.00

y13
D 0.00 0 ―

Efficiency value 1 1

x13
E 0.72 0.72 0.00

y13
E 0.49 0.49 ―

y23
E 0.04 0.04 ―

Efficiency value 0.58 0.58

E

A

B

C

D

Production
activity

Input and
Output

Slack Adjustment
variable

 
 

VI. CO�CLUSIO� 

This study has proposed DEA model which 

introduces adjustment variables in order to improve 

whole efficiency on supply chain. According to the 

numerical experiments, adjustment variables contribute 

for supply chain management since some of the supply 

chains get better efficiency. Moreover, the key DMU 

which softens and receives unbalanced operation is 

revealed. This benefit indicates the practical possibility 

of DEA for applying supply chain management more.  

REFERE�CES 

[1] Srinivas T, Baker, R. C. (2002), A multi-phase 

mathematical programming approach for effective 

supply chain design. European Journal of Operational 

Research, Vol. 141, pp. 544-558. 

[2] Cooper, W. W, Park, K. S., and Paster, J. T. (1999), 

RAM: A Range Adjusted Measure of Inefficiency for 

Use with Additive Models and Relations to Other 

Models and Measures in DEA. Journal of Productivity 

Analysis, Vol. 11, pp. 5-42.  

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 117



On a Brownian Cellular Automaton Implementing Self-Reproducing Loop

Koji Ono†, Teijiro Isokawa†, Ferdinand Peper‡†, Jia Lee∗,
Ayumu Saitoh†, Naotake Kamiura†, and Nobuyuki Matsui†

†Graduate School of Engineering, University of Hyogo, Japan
‡Nano ICT Group, National Institute of Information and Communications Technology, Japan

∗College of Computer Science, ChongQing University, ChongQing, China

Abstract
An implementation of Self-Reproducing Loops (SRL) on
Brownian Cellular Automata (BCA) is proposed in this pa-
per. BCA are asynchronous cellular automata in which cer-
tain local configurations propagate randomly in the cellular
space, resembling Brownian motion. In the proposed SRL,
the signals in the loops and the loop heads can move back-
ward and forward because of the Brownian nature of BCA,
thus making it possible to avoid collisions of loop heads.

1. Introduction
A Self-Reproducing Loop (SRL) is a simple structure that
is capable of reproducing itself on a Cellular Automaton
(CA). Originated by Langton [1], these loops have been ex-
tensively studied (e.g. see [2]). They commonly contain
structural information that is used in two ways: interpreted,
as instructions to be executed to construct their offspring,
and uninterpreted, as data to be copied to the offspring.
This resembles the situation in natural systems, such as
DNA molecules, which contain genetic information of nat-
ural organisms.

SRLs are usually implemented on synchronous cellular
automata, that is, all the cells in the cellular space are up-
dated at the same time by a central clock. Synchronous
updating enables us to construct SRLs and to analyze their
dynamic behavior easily, but, nature is asynchronous: this
type of updating scheme has hardly been observed in natu-
ral systems. So, if an SRL is treated as an organism in an
artificial living system, the behavior of the SRL or of each
cell in the cellular space could be driven in an asynchronous
manner.

Various models of SRLs working on asynchronous cel-
lular automata have been proposed. Nehaniv showed an
implementation of Langton’s loop on Asynchronous Cellu-
lar Automata (ACA) [3]. This CA is updated by a so-called
marching-soldier scheme, in which each cell is locally syn-
chronized among its neighboring cells by exchanging in-
formation about which cell precedes which in time, but this
is not efficient, both in reproduction speed as in the num-
ber of states required in cells. Lee et al. constructed a

self-reproducing loop on ACA [4] where the reproduction
process is conducted sequentially, i.e., one parent loop can
produce only one daughter loop. This SRL cannot treat sit-
uations in which the construction head of the loop collides
with other loop structures. Takada et al. proposed an SRL
on Self-Timed Cellular Automata (a type of ACA) in which
the SRL is capable of collision detection [5]; however, a
significant number of transition rules is required to realize
this capability.

In this paper, we propose a scheme to implement an
SRL based on Brownian Cellular Automata (BCA). BCA
are ACA in which certain local configurations, like signals,
propagate randomly in the cellular space, resembling Brow-
nian motion [6]. By exploiting the randomness inherent in
BCA in an active way in computation, this model has been
proven to be computational universal, i.e., any Turing ma-
chine can be simulated on it.

The challenge in this research is that it requires the con-
struction of a self-reproducing mechanism that works flaw-
less even in the presence of asynchronous and random pro-
cesses, which are hardly found in conventional CA-based
SRLs but do have a distinct place in many biological organ-
isms. The proposed SRL includes a self-inspection mech-
anism: before producing a daughter loop, the mechanism
inspects the shape of the mother loop to base the construc-
tion on. Therefore, it is capable of self-reproducing a great
variety of loop shapes in the cellular space. Though—due
to the asynchronous timing—collisions of loop heads may
occur when daughter loops are created in the same region,
loop heads can move backward and forward because of the
Brownian nature of BCA, thus preventing deadlocks these
collisions would otherwise give rise to.

2. Brownian Cellular Automaton
A BCA [6] is a two-dimensional asynchronous CA of iden-
tical cells, each of which can assume one of a finite number
of states at a time. Cells undergo transitions in accordance
with transition rules that operate on each cell and its direct
four neighbors, shown in Fig. 1. The rules are of a type
called Von Neumann neighborhood aggregate rules. In a
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Fig. 1 Transition on BCA

BCA, transitions of the cells occur at random times, in-
dependent of each other. Furthermore, it is assumed that
neighboring cells of the cells being in transition never un-
dergo transitions at the same time to prevent a situation in
which such cells simultaneously write different states into
the same location.

We assume that the transition rules are rotational sym-
metric, i.e., one transition rule has four rotated analogues.
Consequently, when we represent the transition in Fig. 1 as

(pc, pn, pe, ps, pw) → (qc, qn, qe, qs, qw), (1)

the following three rules also exist:

(pc, pe, ps, pw, pn) → (qc, qe, qs, qw, qn)
(pc, ps, pw, pn, pe) → (qc, qs, qw, qn, qe)
(pc, pw, pn, pe, ps) → (qc, qw, qn, qe, qs)

3. Self-Reproducing Loop based on a Brow-
nian Cellular Automaton

An SRL implemented on BCA in this paper is subject to the
following conditions: (1) The loop lacks a protective layer
(i.e. unsheathed) and contains only one signal, which is dif-
ferent from Langton’s loop, and (2) The loop shape is lin-
ear, so it should be a loop and not contain T-junctions in its
simplest form, and one T-junction will only occur in a loop
at the base of where construction starts. Apart from these
conditions, an SRL may have an arbitrary shape. A state
of a cell can be in one of the 12 states shown in Fig. 2 and
the functions of the states are listed in Fig. 3. The transition
rules used are not shown in this paper due to the limitation
of page space1.

The basic element of the loop is a path, which is used for
transmitting signals. The path lacks a protective layer (i.e.
it is unsheathed). An arm head attached to the tip of a path
operates upon receiving a signal and may create a new path.
Figure 4 shows a path and an arm head.

The SRLs in this paper are of a type called shape-
encoding or self-inspection [4, 5, 7], which differs from the
original (Langton’s) loop where the SRL already contains
its construction signals. The SRL contains only one signal
and the reproduction procedure is initiated by this signal,

1see http://www.eng.u-hyogo.ac.jp/eecs/eecs12/arob10/srlonbca/

Symbol     "Blank"
State 0 1 2 3 4 5 6 7 8 9 a b

Fig. 2 The symbols used to represent the states of a cell

State Symbol Function

1

2

3

4

6 - 7

7

7 - 5

8

9

a

b

Path.

Advance the head straight ahead.

Advance the head leftwards.

Advance the head rightwards.

Trace and encode the shape.

Arm head.

Collision detection.

Separate a child loop from a parent loop.

Find next corner and create an arm.

Padding put on the joint of the arm.

Finalize construction.

Fig. 3 States listed with their functions

(a) (b)

Fig. 4 (a) path and (b) arm head

followed by several other phases. First the structure of the
mother loop is scanned, after which construction signals are
created based on the scanned information, and this is fol-
lowed by the construction of a daughter’s loop structure.
Finally, the umbilical cord between the loops of a mother
and her daughter is cut.

The reproduction process is initiated by the signal ini-
tially in the loop. This signal can travel bidirectionally in
the loop and when it arrives at what would be a left cor-
ner of the loop if the signal would travel counterclockwise,
this creates an arm head at the front of the arm. This sig-
nal also creates a scanning signal at its left for scanning the
structure of the loop and a terminator at its back, which is
used for its eventual destruction. The process is shown in
Fig. 5, whereby the numbers above/below arrows between
the consecutive configurations show the transition rule that
is applied.

Most of the self-reproducing process in this SRL is bi-
directional, i.e., each process can be traced backward by
applying an appropriate transition rule. The only exception
concerns the cutting of the umbilical cord.

A scanning signal is bi-directional, i.e., it travels both
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Parent Loop

41 43

44

1,2,3,4

45

46

1,5

2,6

Fig. 5 The start of the self-reproduction process

Parent Loop

35

38

36

39

37

40

Fig. 6 Process for encoding the structure of the loop

clockwise and counterclockwise in a loop. When this sig-
nal moves counterclockwise in one cell, it produces one
of three kinds of signals (states 2, 3, and 4) correspond-
ing to the structure of the loop at the location of the scan-
ning signal (see Fig. 6). These signals are constructing sig-
nals, which also travel in the loop without surpassing other
signals and which are used for operating the arm head. A
scanning signal can move clockwise in a loop, but this will
only be allowed to occur when the scanning signal is at the
directly neighboring cell of a construction signal, causing
this construction signal to vanish. Moving the scanning
signal in one cell clockwise and counterclockwise causes a
construction signal being consumed and produced, respec-
tively, so construction signals for a new loop will always
correctly reflect the information describing the loop struc-
ture.

A construction signal in the state 2, 3, or 4, respectively,
creates a new path that is an extension forward, to the left,
or to the right of the arm head. Figure 7 shows the process
of extending a path by construction signals processed at the
arm head.

While the construction signals produced in the mother
loop are processed at the arm head, a daughter loop is
constructed next of the mother loop, whereby the daugh-
ter’s shape is the mirror image of the mother’s shape rel-
ative to the umbilical cord. The final stage of the self-
reproduction process consists of cutting the umbilical cord.
Figure 8 shows the cutting process. These transitions are
irreversible.

Figure 9 shows an example of a cellular space that con-
tains several SRLs. Starting from one initial loop, the loop
reproduces itself, thus forming its direct neighbors. Un-
like conventional SRLs, the Brownian version occasion-
ally struggles to move forward through the process due to
its randomized motion, but on the other hand it is asyn-
chronous like many processes in biological organisms, and

11,12 5

6

1,2

13,14 7

8

1,2

9,10
15,18 3

4

1,2

Fig. 7 Extending a path by the construction signals

57 12,59 61

62

Fig. 8 Cutting process between two loops

deadlocks can be resolved in a natural way.
An example of the resolution of deadlocks is shown in

Fig. 10, in which an arm head of one loop collides with the
path of another loop. When the collision is detected at the
arm head, the arm head stops and no longer accepts any
construction signals. The remaining construction signals,
which cannot be processed at the arm head, will eventually
return to the scanning signal and vanish, thus completing
the withdrawal of the loop. After the withdrawal process
finishes, the reproduction process starts at another corner
of the loop.

4. Conclusions and Discussion
The SRL in this paper can be implemented on a BCA of
which cells have 12 states. The number of transition rules
is 62, and based on these rules, self-reproduction with asyn-
chronous timing of cells is possible, including the scanning
of the loop structure and the avoidance of deadlocks among
loops.

The reproduction speed of the SRLs in this paper is not
high, due to the fluctuations of signals in the loops, i.e.,
their movement backward and forward. In the computa-
tion by BCA in [6], a configuration called ratchet is intro-
duced that prevents signals from moving backward. As a
result, the speed of the computation can be accelerated sig-
nificantly. The introduction of a ratchet-like configuration
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Initial Loop

Fig. 9 Self-reproduction of loops

Fig. 10 Arm head colliding with the path of another loop

into the presented SRLs will be an interesting future chal-
lenge, because it needs to be applied such that deadlocks
are avoided.
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Abstract : For the realization of nanocomputers it will be important to have built-in defect-tolerance,
which is the ability to overcome the unreliability caused by defective components. This paper explores
defect-tolerance for nanocomputers based on Self-Reproducing Loops, in which each of the loops in
the system acts as a computational element, supporting the propagation of signals along transmission
wires and their processing in logic elements. The loop-based design facilitates the adaptation to defects
through the expansion of wires such as to prevent them from being blocked by defects. The proposed
system is implemented on an asynchronously timed Cellular Automaton.

1 Introduction

Cellular Automata (CA) attract increasing attention
as architectures for computers with nanometer-scale de-
vices (nano-computers), because their regular structures
and local connectivity offer much potential for manufac-
turing based on molecular self-assembly [1]. An obstacle
to the realization of nanocomputers is the reduced reli-
ability of nanometer-scale devices as compared to their
VLSI counterparts, due to fabrication defects. Discard-
ing chips with only a small amount of defects, however,
will be inefficient for the imperfect manufacturing pro-
cesses expected for molecular self-assembly.

For this reason, alternative approaches to defect-
tolerance need consideration. There have been several
studies on defect-tolerance in Self-Timed CA (STCA)
[1], which is a type of asynchronous CA [2]. The result-
ing models, however, tend to suffer from a large over-
head in terms of the number of transition rules required
to implement defect-tolerance (95% of all rules), while
computation itself requires only few rules.

This paper proposes an STCA model with defect-
tolerant capability that is based on Self-Reproducing
Loops (SRLs) [3]. Computation on the STCA is real-
ized by embedding so-called Brownian circuits [4] on the
cell space, whereby wires, crossovers of wires, and logic
elements are implemented in terms of SRLs.

2 Preliminaries

Self-Timed Cellular Automaton (STCA) [1] is a
two-dimensional asynchronous CA of identical cells, each
of which has a state that is partitioned into four parts

Fig. 1 Example of self-
timed cellular space

pn

pe

ps

pw

qn

qe

qs

qw

p′n
p′e

p′s
p′w

q′n

q′e

q′s

q′w

Fig. 2 Rule based on tran-
sition function f

in one-to-one correspondence with neighboring cells. If
each partition of a cell state consists of 1 bit, the result-
ing 4 bits of the cell encode 16 states, and the cellular
space is an array like in Fig. 1, where a filled circle de-
notes a 1-bit, and a open circle a 0-bit. Each cell under-
goes transitions in accordance with a transition function
f that operates on the four partitions pn, pe, ps, pw of
the cell and on the nearest partition of each of its four
neighbors qn, qe, qs, qw (Fig. 2), whereby a state symbol
to which a prime is attached denotes the new state of a
partition after update. Dummy transitions are not in-
cluded in the transition function, so we assume that the
left-hand side of Fig. 2 differs from the right-hand side.
The transition rules of an STCA are rotation-symmetric,
so each of the rules has four rotated analogues. In an
STCA, transitions of the cells occur at random times,
independent of each other. It is assumed that neigh-
boring cells never undergo transitions simultaneously to
prevent a situation in which such cells write different
values in shared bits at the same time.

Computational elements needed in the model to en-
sure computational universality are [4]: a signal, a wire
(possibly equipped with branching wires), a crossover of

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 122



(a) Signal

on a wire

W

S

E

N

(b) Crossover

B1

A2
B2

A1

B1

A2 B2

A1
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Fig. 3 Computational Elements

wires and a delay insensitive logic element, called Con-
servative Join(CJoin).

A signal can travel along a wire, like in Fig. 3(a). A
crossover element (Fig. 3(b)) accepts a signal at port N
(or S) and produces an output signal from port S (or
N , resp.). In a similar way, the ports W and E are
connected to each other.

A CJoin is a two-input two-output logic element with
four input/output wires A1, A2, B1, B2. Two signals
from A1 and A2 (or B1 and B2 ,resp.) result in out-
put signals from B1 and B2 (or A1 and A2, resp.) (see
Fig. 3(c)) Both of the two input signals are necessary for
the operation of a CJoin to take place.

Self-Reproducing Loops (SRLs) used in this pa-
per work asynchronously and independently from each
other; they are equipped with capabilities of shape-
encoding and collision detection, like in [5]. Each SRL
contains one “loop signal” that circulates clockwise in
the loop. This signal is used for reproducing the loop,
detecting defect neighboring loops, conducting computa-
tion, and expanding a transmission wire. The reproduc-
tion process starts when the loop signal arrives at a cor-
ner of the loop; here is where an arm starts to grow. An
arm head will appear at the front of the arm, and if the
cellular space in front of the arm head is not occupied by
other loops, the loop signal will circulate in the loop to
extract signals encoding the shape of the loop. These sig-
nals are processed at the arm head, resulting in a newly
created loop structure. Due to asynchronously timing
of the reproduction process in the loops, sometimes the
arm head collides with other loops. In this case, the
arm head withdraws itself and self-destructs, while the
encoded signals remaining in the loop are deleted. The
signal in the loop then starts again to scan the loop.

3 Implementing computational ele-
ments by Self-Reproducing Loops

3.1 Loops and Signals

The SRLs constructed in the model are connected to
each other through a network structure in which individ-
ual SRLs exchange information via connections called
Bridges (Fig. 4). Each loop has one signal circulating

 

SRL

Loop Signal (normal)

Bridge

 

SRL

Bridge

Loop Signal (normal)

(a) (b)

Fig. 4 (a) Loop connected to neighboring loops via
bridges. (b) Implementation of Loop with Bridges on
STCA.

clockwise in it, and when a signal arrives at a Bridge,
the signal tries to interact with a signal in the neighbor-
ing loop at the other side of the Bridge. A signal in a
loop can assume one out of a total of four states. At
its default, a signal has state Normal, indicating that
no information is present. To encode information in a
signal we use the other three signal states, which we call
computational states. The first of these is state Comp0,
which is used as a general-purpose information carrier.
The second and third of the computational states are
Comp1 and Comp2. Signals in these states are designed
with the functionality of logic elements or crossovers of
wires in mind. Signals in two loops interact with each
other if one signal happens to be at one side of a Bridge
and at the same time the other signal is at the other
side. The basic interactions of signals in different states
are as follows:

• If a signal in state Normal meets with a signal in
state Compi (i = 0, 1, 2), then the states of the
signals are exchanged.

• If two signals in state Comp0 meet each other, then
one signal changes its state to Comp1 and the other
to Comp2.

• If a signal in state Comp1 meets with a signal in
state Comp2, then both signals will change their
states to Comp0.

3.2 Wires and Membranes

Loops form a homogeneous space at which signals in-
teract with each other, but in order to conduct useful
computations, a structure should be imposed on this
space. Wires are formed on the space of SRLs through
defining sheath cells, which separate the inside of wires
from their outsides. Sheath cells assume one of three
states {+,−, =}. In its basic form, a wire has + cells
at one side and − cells at its other side (Fig 5). A wire
is able to dynamically expand when it has insufficient
capacity for its signals, for example due to the presence
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SRL

− sheath cells

+ sheath cells

Fig. 5 Wire based on SRLs

(a) (b)

fused sheath cells

Fig. 6 Two wires getting in contact by expanding

of an SRL with a defect in it. Such a defect is detected
through the failure of the SRL to circulate its signal
through it. This failure will render the SRL incapable
to react to external signals, which in turn will trigger
the production of expansion signals emanating from the
SRL. Expansion signals will push the sheath cells of the
wire towards the outside, thus creating additional room
for signals to pass through. Expansion may continue up
to the point that the + sheath of one wire gets in contact
with the − sheath of an adjacent wire, and in this case
the + sheath and − sheath are fused at their contact
areas, resulting in a sheath in state = (Fig. 6).

Another element imposing structure on a homoge-
neous space of SRLs is a so-called membrane. Signals
in neighboring loops but separated by a membrane have
interactions that are more complicated than the inter-
actions described in section 3.1 between the signals in
adjacent SRLs. The effects that membranes have on sig-
nals and their states appear as if the signals pass through
the membranes, whereby the signals change their states.
There are three types of membrane: a-membranes, b-
membranes, and c-membranes. Fig. 7 shows the inter-
actions of signals through membranes. An a-membrane
is used to pass a Comp0 signal in one direction when the
signal at the other side of the membrane is in state Nor-
mal (see Fig. 7(a)). One possible use for an a-membrane
is as a ratchet for Comp0 signals. The other membranes
also let signals pass through, and in the process change
signal states in specific ways (Fig. 7(b) and 7(c)). How-
ever, these membranes differ from a-membranes by being
reversible.

3.3 Logic Elements
Logic elements are constructed by combining mem-

branes in appropriate ways. Fig. 8(a) shows the con-
struction of a crossover element. When a Comp0 signal

(a) (b)

(c)

normal loop signal
0 computation signal
1 computation signal
2 computation signal
a Membrane
b Membrane
c Membrane

Fig. 7 Signal moving through membranes.

(a)

N

E

S

W

(b)

B1

B2

A1

A2

a Membrane

b Membrane

c Membrane

Fig. 8 Logic elements constructed by membranes. (a)
Crossover and (b) Conservative Join

arrives at the port ‘N’, it passes through the b mem-
brane and results in a Comp1 signal inside the crossover
element (see Fig. 7(b)). This signal will eventually pass
through the membrane at the element’s ‘S’ port, thereby
changing its state back to Comp0. Passing a signal from
port ‘W’ to ‘E’ or back works in the same way, ex-
cept that the intermediate state of the signal inside the
crossover element will be Comp2.

The construction of the Conservative Join is shown
in Fig. 8(b). When each of the ports ‘A1’ and ‘A2’ re-
ceives a Comp0 signal, the signals are transformed into
a Comp1 signal and a Comp2 signal, respectively, after
passing through the membranes of ‘A1’ and ‘A2’. Once
the signals are in the left chamber of the Conservative
Join, they are unable to pass through the membrane in
the center, unless they react with each other. As a result
of the reaction of a Comp1 signal with a Comp2 signal,
we get two Comp0 signals in the left chamber, and only
then these signals can pass through the center membrane
to the right chamber. Once in the right chamber, the two
Comp0 signals may return to the left chamber via the
center membrane. However, they also have the choice to
stay in the right chamber and recombine into one Comp1
signal and one Comp2 signal, which can only leave the
right chamber via the membranes of port ‘B1’ and port
‘B2’ respectiveley, thereby outputting one Comp0 signal
at each of these ports.
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Table 1 Symbols encoding the states of cell partitions

0 1 2 3 4 5 6 7 8

− sheath cells

+ sheath cells

defect

(a) Wire with defect in it at center bottom

fused
sheath cells

(b) Wire after expansion primed by the defect

Fig. 9 Wire configuration on an STCA

4 STCA implementations

Implementations of components described in the pre-
vious section are presented in this section. In the under-
lying STCA model, each cell partition can be in one of
the 9 states indicated by the symbols shown in Table 1.

Fig. 9(a) shows two transmission wires implemented
on the STCA, where the lower wire contains one defec-
tive SRL. As a result of expansion signals arriving at +
sheath cells above the defect, the transmission wire ex-
pands up to the point that both wires get in contact with
each other, after which the cells at the boundaries change
their states to ‘=’ (Fig. 9(b)). The STCA implementa-
tions of the crossover element and the Conservative Join
are shown in Fig. 10.

5 Conclusions and Discussion

We have presented a computational model based on
SRLs. The ability of SRLs to exchange signals in all

N

E

S

W

(a) Crossover

B1

B2

A1

A2

(b) Conservative Join

Fig. 10 STCA implementations of logic elements

directions fits well with the fluctuation-based nature of
the underlying Brownian circuit model. The proposed
model is robust to defects on account of the redundancy
inherent in the use of multiple SRLs and in the expand-
ability of wires. The proposed system is implemented on
a 94 state-STCA with 362 transition rules. Simulations
have shown the model to work correctly.
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Abstract

This paper shows a rapid learning method of behavior policy for mobile robots teleoperated by an
operator. Rapid policy adaptation cannot be achieved when data from every process cycle is used for
learning because important and meaningful data are not differentiated with other data. We propose a
method to solve the problem by selecting significant data for the learning based on change in degree of
confidence of the behavior decision. A small change in the degree of confidence can be regarded as reflecting
insignificant data for learning, so that data can be discarded. Accordingly the system can avoid having to
store too much experience data and the robot can adapt rapidly to changes in the user’s policy. In this
paper we discuss the experimental result of an experiment in which user policy changes between ’avoid’
and ’approach’ on a mobile robot.

Keywords: Bayesian Network, Rapid Adaptation, Degree of Confidence

1 Introduction

One of the important abilities for personal service
robots which act in real environment with human
beings is to learn and acquire novel behavior strat-
egy according to observation of users’ behavior. To
learn the behavior strategy, conventional methods ob-
serves sets of sensor input and command output, ex-
tracts meaningful relation between the sensor and
commands using statistical methods. But the perfor-
mance of the learning strongly depends on the qual-
ity of the dataset of sensor and command. When
the dataset included important and meaningful ex-
perience data, the learning would be a success; how-
ever it is difficult to obtain sophisticated experience
dataset for human-robot interaction in real world, be-
cause the robots basically stores the dataset in every
process cycle. For example, when a user kept operat-
ing same command in same situation, the statistical
learning procedure tends to output the frequent com-
mand even though the sensor is not the frequent but
rare. To select the rare command for rare sensor, the
system should ignore insignificant frequent dataset
to avoid bad learning quality. In this paper, we pro-
pose a technique to manage experience dataset with
evaluation of significance of the dataset based on a
concept of change in degree of confidence for behav-
ior decision. A small change can be regarded as an
insignificant data for learning, so that data will be
discarded. Accordingly, the system can avoid having

to store too frequent experience data.
Conventional methods like window [1][2] based

adaptation require background investigation of the
domain to find a suitable window, dual model [3][4]
based methods uses separate model for short term
and long term learning but are unsuitable for rapid
adaptation with long term model, interaction [5][6][7]
based methods does not deal with adaptation with
user policy but only with acquiring user policy.

Bayesian network is suitable to represent policy,
because sensor and command can be represented even
though the observation of the user is not well con-
ducted and also it can output a degree of belief for be-
havior decision based on observation of sensor as ev-
idence. Conventional simple belief calculation based
on frequency of the dataset causes the problem that
the system tends to output the most frequent com-
mand even though sensor input for rare situation is
given, when the dataset observed continuously dur-
ing the human-robot interaction. The problem arises
because the prior probability is calculated using the
numbers of observations. This factor also causes an-
other problem that the robot cannot adapt rapidly to
changeable policies of the user. We adopt Dirichlet
distribution to evaluate the significance of data. The
Dirichlet distribution represents not only event prob-
ability among several propositions, but also degree
of confidence for the output probability just referring
a set of number of observation for the propositions.
The system calculates the degree of confidence before
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and after the current observation. The change in the
two degrees of confidence can be regarded as the im-
portance of the observation to the learning process.

2 Bayesian Network and Signif-
icance Evaluation

2.1 Bayesian network

A Bayesian network is a directed acyclic graph con-
sists of parent nodes representing causes and child
nodes representing effects as shown in Fig. 1. Each
node has a propositions assigned to it which might
have several values. The activation of a proposi-
tion is represented probabilistically, and as a result,
each node has a stochastic variable. Specifically, sen-
sor information in the robot, the behavior that the
robot is to perform, and the content provided by
a person are assigned to a node. The relationship
among nodes is described using conditional probabil-
ities with stochastic variables.

B

S S S

A A A1

1

2

2

3

3

Figure 1: A Bayesian network

Let us denote a stochastic variable for a particular
node B with the propositional symbols b1, b2, . . . , bm

by B = {b1, b2, . . . , bm}. The set of parent
nodes connected from above to this node is A =
{A1, A2, . . . , Ak}, and the space consisting of a com-
bination of each value for the stochastic variables is
a1, a2, . . . ,al. The reasoning can be expressed

Bel (B) = βλ (B) π (B) , (1)

where λ (B) represent the current strength of diag-
nostic support contributed by the children of B given
by

∏
i λi (B), π (B) represent the current strength of

the causal support contributed by the parents of B
and β is the coefficient for normalization. Elements
of Bel (B) indicate the plausibility for each proposi-
tion of the behavior node. One of the advantages of
Bayesian networks is that a robot can evaluate the
vagueness of a behavior decision, and this leads it to
ask questions and give suggestions to users [5]. For
example, the robot should ask the user to confirm the

behavior decision when the elements of Bel (B) are
almost equal.

2.2 Conventional Method

Suppose that B represent a behavior node and it
does not have any parent nodes A in Fig. 1 and
S represent sensor nodes. The robot observes the hu-
man’s behavior bj and gathers the sensor information
di at the same moment. Let v[t]ε{d1,d2, . . . ,dn}
be the observation of the sensor at time t. Let
o[t]ε{b1, b2, . . . , bm} be the observation of the user’s
behavior at time t. The sensor observation vector is
written as V[t] = {v[1],v[2], . . . ,v[t]} and user in-
struction vector as O[t] = {o[1], o[2], . . . , o[t]}. Then,
we can define data as D[t] = {V[t],O[t]} . Let N
be the number of observed data, Nj the number of
observations of behavior bj, and nij the number of
observation of data when di is observed with bj. One
of the simplest calculations based on the observation
is

P (di|bj) = P (S = di|B = bj) =
nij

Nj
, (2)

P (bj) =
Nj

N
, (3)

A problem arises with this simple calculation when
the data D[t] is continuously input during the obser-
vation. Suppose that the propositions of behavior b1

and b2 are set in the behavior node. When a rare but
important operation b2 is observed even though N2

is smaller than N1 the prior probability P (B = b2) is
close to 0 while P (B = b1) is close to 1. The problem
arises because the prior probability is calculated us-
ing the numbers of observations. We propose an ap-
proach in which the important observation is selected
on basis of the change in the degree of confidence.
When the change in confidence in two consecutive
time steps is small, this situation is regarded as fa-
miliar; the experience data is considered insignificant
to be discarded. In contrast, when the robot detect
a large change in confidence in two consecutive time
steps, this situation is considered unfamiliar; the ex-
perience data is considered significant to be accepted.
The next section discusses an algorithm to distinguish
the above two cases.

2.3 Proposed method

We use a Dirichlet distribution to evaluate the sig-
nificance of data based on changes in the degree of
confidence. A m-directional Dirichlet distribution for
x = {x1, x2, . . . , xm}, is given by

fd (x; α1, . . . , αm) =
1
Z

∏
k

x
αk−1
k , (4)
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where,

Z =

∏m
k−1 Γ (αk)

Γ
(∑m

k−1 αk

) , (5)

is a normalization factor, Γ is the gamma function
and the m parameters αm are assumed to be positive.
The Dirichlet distribution parameters are expressed
in terms of observations of different behaviors for ex-
ample α1 = 1+N1. The system increases one Dirich-
let parameter α1 by observing behavior b1. When α1

becomes larger than the other Dirichlet parameters,
the peak of the distribution moves within a small area
at the end of corresponding variable as shown in Fig.
2.
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Figure 2: Dirichlet density functions with peak
moved to the corresponding parameter

The system calculates the degree of confidence be-
fore and after the current observation. Confidence at
time t is calculated as

Ct =
∫

Δ

fd

(
x; αt

)
dx, (6)

where fd (x; αt) is the Dirichlet distribution at time
t and Δ represents area of integration where the peak
of the distribution is moved like the area inside the
circle in Fig. 2. The change in the two degrees of
confidence can be regarded as the importance of the
observation to the learning process. To evaluate the
significance of the observation data, the criteria

E = Ct − Ct−1, (7)

is calculated. Data {Vi[t],Oi[t]} are accepted
when E ≥ θ, and data are discarded when E < θ.
θ should be set according to required rapidness of
the learning because significance of data can be con-
trolled with θ. For example, an application with a
very high input frequency will likely have a different
threshold (a lower one) from one with a very low in-
put frequency (relatively higher) for adapting to the
user’s new preference. For rapid adaptation, the area
and threshold should be empirically determined by
experimentation.

3 Experiment and Result

3.1 Experimental Setup

We developed a teaching and learning system in a
virtual environment that incorporated our concept.
The environment, as shown in Fig. 3 was prepared
using webot real-time simulation software. The en-
vironment had an enclosed area of 8 [m]× 8 [m]. A
static square obstacle whose size was 1 [m]× 1 [m] was
placed inside the area. The user interface consisted
of a lever joystick and the user controlled the robot
by using it. We taught two policies to the robot,
avoid and approach, in the field. In the experiment,
we used a Bayesian network consists of eight distance
sensor nodes and a behavior node as in Fig. 4.

8 m

8 m
Box

Robot
Seonsors

Figure 3: Virtual experimental environment

Figure 4: A Bayesian network used in the experiment

The robot model had eight front laser distance sen-
sors (Si,i = 1, 2, . . . , 8) mounted on the front to mea-
sure the distance to obstacles along a horizontal line
parallel to the floor. Joystick inputs were translated
into discrete instructions by using a predetermined
threshold. We found [8] that area of integration was
inversely proportional and threshold value was di-
rectly proportional to the time required reach the
discarding criteria respectively. Therefore we set the
area of integration to the maximum non-overlapping
area and the threshold to 1.0 × 10−6.

The user can teleoperate the robot at any time and
halt operation temporarily for changing robot orien-
tation in the virtual environment. When user do not
operate the robot, it operates automatically with it’s
own degree of confidence for behavior node. Previ-
ously we have shown that our algorithm can adapt to
the user preference rapidly [8]. In that paper we have
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shown that robot adapted to user preference like go
forward, turns left or turn right. In this experimen-
tal setup user policy correspond to robot behavior,
avoids and approach. Avoid policy is accomplished
by going forward when there is no obstacle and turn-
ing left when there is an obstacle. Approach policy
is accomplished by going forward when there is no
obstacle and approaching the obstacle when there is
one.

3.2 Experimental Results

The user first taught avoid policy twice. The user
then changed the policy and approached the obsta-
cle. Fig. 5 shows the changes in probability of degree
of confidence during teleoperation. When the user
changed the policy from avoid to approach around
step 250 the system could override the previous pol-
icy just after step 300 and the robot could rapidly
adapted to the new policy.
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Figure 5: Probability of behavior during policy adap-
tation
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Figure 6: Number of data in the secondary database
during policy adaptation

Fig. 6 shows the number of data evaluated as sig-
nificant and kept in secondary database. The number
of data in the secondary database is increased until
the change in the degree of confidence was low for
any user behavior. Flat part represents when data is
evaluated as insignificant and discarded or the robot
operate automatically. Here we observe that data is
kept for one go forward and two turn left behavior
for avoid policy. And when policy is changed the sys-
tem accepted data for approach and overridden policy
around after steps 300.

4 Conclusions

Experimental results show that proposed method can
adapt to user’s policy change based on significance
evaluation using change in degree of confidence. The
novel point of the method is that the policy adap-
tion depends on the number of selected significant
data rather than enormous amount of observed data.
Currently, significance evaluation is done on the be-
havior node. We are considering significance evalua-
tion for each sensor proposition of every sensor node.
This will ensure that only significant sensor observa-
tion will be used for learning and that will make our
system more robust.
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Abstract: This paper proposes a single accelerometer sensor control algorithm to mobile inverted pendulum(MIP), 
generally called ‘Segway’, and evaluates the performance of this system comparing to the conventional ones. The 
commercialized ‘Prototype Segway-PT’ is initially considered as a next-generation transport vehicle. However, this 
robot is operated by three gyroscopes and two accelerometers to control the posture and speed, and it requires the 
complex signal processing for fusing the two sets of data. As the result of this, the growth rate of market size of 
‘Segway’ is slow because of its high price mainly. In this paper, the MIP is operated by a single accelerometer to 
simplify the control system to lower the price. Low pass filter is one of the good sensors to reducing the variation of an 
accelerometer, but it has time delay. This time delay disturbs real-time control. Like this, other various algorithms are 
used for this system, but each one has their own weak points. So this paper proposes a new accelerometer filtering 
method, median filter and EKF. Median filter is used to image processing to reject impulse elements like ‘salt & pepper 
noise’. As the major performance evaluation parameter for the accelerometer, the high-frequency to low frequency ratio 
from FFT(Fast Fourier Transform) and PSD(Power Spectral Density) are used. Effectiveness of the proposed 
algorithms has been verified and demonstrated through the simulations using matlab and real experiments for a MIP. 
 
Keywords: Segway, Mobile inverted pendulum, accelerometer, performance evaluation, filter 
 

I. Introduction 
The mobile inverted pendulum(MIP), generally called 

‘Segway’ is invented by Dean Kamen in 2001 for commercial 
use[1]. At that time, ‘Segway’ is considered as next-generation 
transportation. Conventional transportation method by that 
time guaranteed the stability along the pitch direction by the 
position of the wheels which is placed at the front and the rear, 
but the wheels of the ‘Segway’ is placed by the side of the 
robot body[2]. The ‘Segway-PT’ use five gyroscopes and two 
tilt sensors to sensing the angle of robot body’s slope. By the 
two kinds of sensor information, robot can real-time calculate 
the alternation of COG(Center Of Gravity), then moving from 
the combined information of the knob, which determine the 
direction, and the angle calculated as above sequences. 

Commercialized ‘Segway’ use sensor fusion of multiple 
gyroscopes and tilt sensors, ‘Segway’ is relatively experience 
to be a next-generation transporter. The MIP is well researched 
for partial feedback linearization method[3] and iterative 
impulsive control[4], and so on. But these researches is biased 
to control algorithm fields, and this is initially assume that 
multiple sensor fusion algorithm. These factors make 
‘Segway’ is lack of sociality, nevertheless it has a strong 
advantage like unnecessariness of a special skill like bicycle. 

This paper proposed a new single accelerometer filtering 
algorithm to control MIP. Median filter, popularly used in 
image processing, and EKF(Extended Kalman filter) was 
used to reduce the fluctuation noise of the accelerometer 
signal. 

 This paper is consist of six-sections including introduction. 
In section 2, the shortcoming of LPF(Low Pass Filter) for the 
accelerometer, a time delay caused by time constant and lack 

of robustness, and theoretical back ground of signal 
processing of accelerometer, median filter and EKF as 
mentioned above, is stated. Section 3 shows the simulation 
and experimental results. Section 4 describes the performance 
evaluation by spectrum analysis using FFT(Fast Fourier 
Transform) and PSD(Power Spectral Density). In section 5, 
experimental environment and simulation tool, fda-tool(A 
filter design and analysis GUI tool) of provided by matlab, 
was described, and compare conventional block diagram of 
MIP and proposed one. In section 6, detail conclusion is 
described by quantitative analysis based on section 5, verified 
simulations and real experimental results.  

II. Single accelerometer filtering algorithm 
Conventional MIP control method is sensor fusion of multiple 

gyroscopes and tilt sensors for reliable angle information. Gyroscope 
is robust for the external disturbance by the structural characteristics.  
But generally, gyroscope has many demerits, 1. Truncation error 
caused by limited sampling period or limited bits for resolution of A/D 
converter. 2. Non-linearity of conversion factor by the temperature. 3. 
Feasible modeling error caused by G-sensitivity. 4. The gap of angular 
velocity information mean and 0(integrate infinitely and this unbiased 
information lead to accumulate of angle signal), generally called bias 
drift[3]. This gyroscope error signal is accumulated as time goes on. 
By this reasons, commercialized ‘Segway’ use sensor fusion 
algorithm to estimate angle. For another sensor, tilt sensor is weak for 
the external disturbances so if there exist disturbances over the fixed 
threshold, the robot operates as a hardware amplifier, so sometimes 
it’s diverging. The most common filtering method for reducing this 
variation is LPF. But LPF has its own time delay caused by time 
constant, essentially exist during designing a LPF. This time delay 
makes MIP hard to real-time control, so LPF has some restrictions to 
apply for single accelerometer signal processing. Figure 1 illustrates 
the shortcoming of LPF for mobile inverted pendulum. 
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Fig. 1. Shortcoming of low pass filter for mobile inverted pendulum 
 
Figure 1.a. shows the accelerometer signal without filter. It has 

many variations having high frequency. Figure 1.b. displays the 
accelerometer signal after 10th order LPF. Figure 1.c. illustrates both 
signal stated above. After LPF signal doesn’t have high frequency 
information but has time delay comparing with original signal. So 
LPF is not suitable for real-time controller like MIP. 

This paper proposed a new real-time accelerometer noise & 
variation reduction algorithm, median filter and EKF, one of the most 
effective adaptive filter. The theoretical back ground of these two 
method is described next section. 

 
2.1. Median filter 

Median filter is well known as a most effective filter to removing 
AWGN widely distributed in frequency domain, especially removing 
‘salt & pepper noise’ which has impulsive noise in image processing. 
The window of median filter can be adjusted as various formulations. 
But the accelerometer signal is real-time one dimensional signal, so 
set up a horizontal window. Median filter algorithm as stated above is 
simply realized as figure 2.  

For cnt1=0,… 1N       // 1N is variable window size 

For cnt2=cnt1+1,… 1 1N +  
If  ( accelerometer[cnt1] > accelerometer [cnt2] ) 

temporary value   =  accelerometer[cnt1]; 
accelerometer[cnt1] =  accelerometer[cnt2]; 
accelerometer[cnt2] =  temporary value; 

End if 
End for 

End for 
Fig. 2. Median filter algorithm 
 
Figure 3 illustrates the results for median filter applied to single 

accelerometer. 

 
Fig. 3. Results of median filtering for the various window 
size(0,5,10,20). 

 
2.2. EKF(Extended Kalman Filter) 

EKF is described below in equation 1. EKF is consist of time 
update process and state update process iteratively, during these 
sequences, if the system is not deterministic, but noise is Gaussian 
distributed, then this algorithm can find local optimal solution(s). 

Time update equation(predict) 

1ˆˆ ( , ,0)k k kx f x u−
−=                              (1.a) 

1 1
T T

k k k k k k kP A P A W Q W−
− −= +                     (1.b) 

Measurement update equation(correct) 
1( )T T T

k k k k k k k kK P H H P H V RV− − −= +               (1.c) 

ˆˆˆ ( ( ,0))k k k k kx x K z H x− −= + −                     (1.d) 

( )k k k kP I K H P−= −                             (1.e) 

 
Figure. 4. Modeling of mobile inverted pendulum for EKF. 
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III. Experimental results  

 
Fig. 5.a. Compensated gyroscope signal. Fig. 5.b. Accelerometer 
signal without filtering. Fig. 5.c. Accelerometer signal after median 
filter only(Window size = 20). Fig. 5.d. Accelerometer signal after 
median filter and EKF. Fig. 5.e. Above 4 signals and 10th order LPF 
signal which have some time delay. 
 

Figure 5 shows the experimental results for proposed algorithm and 
LPF. Figure 5.a. shows the compensated gyroscope signal. It’s smooth 
and considered as reference when performance evaluation. Figure 5.b. 
shows raw accelerometer signal has many variation and weak for 
external disturbances. Figure 5.c. illustrates accelerometer signal after 
median filtering, high frequency, impulsive noise, is removed out. 
Figure 5.d. displays an accelerometer signal after median filter and 
EKF, which is similar with reference, compensated gyroscope signal. 
Figure 5.e. shows above 4 signals and LPF signal. Above 4 signal has 
almost same except for variation, but 10th LPF signal(red line) has 
time delay caused by time constant. 

IV. Performance evaluation 
4.1. Spectrum analysis using PSD(Power Spectral Density) 

In this paper, performance evaluation parameter is 
selected as spectrum analysis using FFT and PSD. Figure 6 
illustrates the PSD of accelerometer signals applied various 
window size(0,5,10,20) of median filter. 

 
Figure 6. PSD of various window size of median filter. 
 

4.2. Spectrum analysis using FFT(Fast Fourier Transform) 
In figure 7, FFT signal of raw accelerometer signal, 

median filtered signal, and median filter and EKF signal are 
shown, respectively. 

 
Fig. 7.a. FFT signal of without filtering. Fig. 7.b. FFT 
signal of median filtering with 20 window size. Fig. 7.c. 
FFT signal of median filter & EKF. 
 

V. Simulation & Experiment 
 

4.1. Mobile inverted pendulum block diagram 
Conventional operating block diagram when using only PID 

controller is illustrated in figure 8.  
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Fig. 8. Conventional operating algorithm of MIP. 
 

A block of figure 8 is sensor fusion, between gyroscope and 
accelerometer, algorithm using ‘kalman filter’. DC 
information of gyroscope signal is rejected and integrated to 
calculate gyroscope angle. And accelerometer is used for 
compensatin the accumulated drift error of gyroscope signal. 
In figure 10, proposed block diagram is shown. A-block is 
replaced with median filter and EKF.  

 

 
Fig. 9. Proposed operating algorithm of mobile inverted 
pendulum using single accelerometer. 
 

VI. Conclusion 
 

Conventional mobile inverted pendulum uses sensor fusion 
algorithm between multiple gyroscopes and accelerometers to 
calculate real-time angle. Single gyroscope control has 
accumulated drift error, and this cause divergence in future, as 
stated in section 2. And single accelerometer has a fatal 
shortcoming, weak for external disturbances. This paper 
proposed a new accelerometer filtering algorithm, median 
filter and EKF(Extended Kalman filter), and verify through 
simulations using matlab and real experiment. ‘Segway’ must 
cost reduce to be a next-generation transporter. For this aspect, 
single accelerometer filtering algorithm is essential for 
‘Segway’. Research on single accelerometer filtering 
algorithm for cost reduction and sensor fusion for performance 
improvement must be progressed concurrently. Future 
research topic on mobile inverted pendulum is, 1. Optimal 
controller design for  a single accelerometer. 2. Study on 

predictive control method to reduce the response time and 
robust for the disturbances. 3. Cooperation control between 
mobile inverted pendulum and humanoid robot shown in 
figure 10, and so on. And performance evaluation method to 
be added is, Cross-correlation algorithm and RLMS(Recursive 
Least Mean Square) to calculate the difference between 
compensated gyroscope signal, as we think reference, and 
single accelerometer signal applied proposed algorithm. 

 
Fig. 10. Cooperation control scheme between MIP and 
humanoid robot. 
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Abstract: This paper proposes a localization method for the multiple robots navigation in a multi-block workspace. 

Indoor localization schemes using ultrasonic sensors have been widely studied due to its cheap price and high accuracy. 

However, ultrasonic sensors have some shortages of short transmission range and interferences with other ultrasonic 

signals. In order to use multiple robots in wide workspace concurrently, it is necessary to resolve the interference 

problem among the multiple robots. This paper introduces an indoor localization system for concurrent multiple robots 

in a wide service area which is divided into multi-block for the reliable sensor operation. A beacon scheduling 

algorithm is developed to avoid the signal interferences and to achieve efficient localization with high accuracy and 

short sampling time. 

 

 

Keywords: Localization, Multiple robots, Multi-block, Beacon scheduling, Block recognition. 

 

I. INTRODUCTION 

In order to perform the commands of humans, robots 

have to know their own positions and target position. 

For that reason, localization is one of the problems 

which are basic and important in robotics. Ultrasonic 

based localization is susceptible to environmental noises 

from their propagation characteristics and has decay 

phenomena when it is transmitted over a long distance. 

However, it has been widely used in the indoor 

environments since it is cheap, easy to be controlled and 

has high accuracy and repeatability. To use it in a wide 

area, multi-block consisted by a number of beacons is 

mainly used [1]. However, multiple robots localization 

in multi-block has some problems which are ultrasonic 

signal interferences and determination of sequence 

calling beacons [2]. This paper proposes efficient multi-

block division for multiple robot localization in a wide 

area using Master/Slave robot division for beacon 

arbitration of robots and beacon scheduling algorithm 

for calling beacon without interference in ultrasonic 

signal with short sampling time.  

 

II. MULTIPLE ROBOTS LOCALIZATION 

1. Problems Definition 

If there are more than two mobile robots in a same 

workspace, where consists of three or four beacons, 

they separately call different beacons for localization 

concurrently. And then all selected beacons send out 

ultrasonic signals at once. At this time, mobile robots 

cannot recognize which beacons send out a useful signal 

from beacon themselves called since TOF of ultrasonic 

from beacons is different and the robots recognizes a 

threshold value of the first arrival signal. Therefore, the 

robots do not know their own real positions due to 

measurement of wrong distance.  

2. Master/Slave Robot 

Only one robot is designated as the master robot and 

the other robots are designated as the slave robots. 

Master robot has a mission to call the specified beacon 

only and Slave robots respectively receive the ultrasonic 

signal from a specified beacon calling the master robot. 

The master robot considers max transmission time of 

ultrasonic because the arrival times of ultrasonic signal 

are different according to positions of the robots. 

 

III. BEACON SCHEDULING 

1. Beacon Scheduling 

For localization without signal interference in a 

multi-block workspace which is divided in a detectable 

range, a round robin schedule is one of the simple 

methods. However, the round robin schedule is not 

suitable in a real time localization system which updates 

each position of robots in a fast period due to increasing 

a time to call all beacons as increasing the number of 

beacons. For that reason, efficient beacon scheduling 

algorithm needs to obtain the fast period for localization 

in a multi-block workspace. This paper proposes a new 

beacon scheduling algorithm applied a color code 

scheduling algorithm. 
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Fig.1. Basic structure of multiple robot localization in a 

multi-block workspace 

 

2. Color Code Scheduling 

Color code scheduling is the method that 

concurrently calls beacons without collision among 

signals based on the idea that ultrasonic signal does not 

collide out of their interference range. Color code 

scheduling is divided into three steps which are conflict 

graph, graph coloring and scheduling [2]. The first step 

is to draw a conflict graph considering beacon’s position 

and ultrasonic interference range from the beacon. For 

example, b1 beacon in Fig. 2 is connected with b2, b5, 

b6 and b9 beacons with edge in Fig. 2-(a) because of 

overlapping the interference ranges shown in Fig. 1. 

With conflict graph about all beacons, the second step is 

to assign a color code to each beacon such that any two 

beacons with a conflict edge cannot have the same color. 

This paper uses a Welsh-Powell algorithm [4] to find the 

coloring solution with the chromatin number. Figure 2-

(b) shows graph coloring with conflict graph in Fig. 2-

(a). Finally, the third step is to make a color code 

schedule which is designated by different color codes in 

Fig 2-(c). 
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(a) Conflict graph (b) Graph coloring 
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(c) Color code schedule 

Fig.2. Color code beacon scheduling 

 

3. New Color Code Beacon Scheduling 

The conventional color code scheduling is able to 

concurrently call two beacons which never overlap the 

interference ranges. But, in case of ultrasonic 

localization system using threshold value, ultrasonic 

signal from the closed beacon always arrives firstly. In a 

multi-block workspace, therefore, some cases that are 

able to concurrently call beacons which overlap the 

interference ranges exist. For example in Fig. 3, a b1 

beacon belong to block 1 overlaps the interference 

range of a b3 and b6 belong to block 2 only not to block 

1. If b1 and b2 beacons concurrently call, R1 robot 

existed in the interference range of them always 

receives the ultrasonic signal from a b1 firstly. Hence, 

concurrently calling them will be possible. Considering 

the abovementioned problems, algorithm to draw a new 

conflict graph represents in Fig. 4. 
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Fig.3. New conflict graph algorithm 
 

Input : Coverage of each beacon C(bi) ( 1<= I <= Nb) 

Output : conflict graph CG(Vb, E) 

1. For each beacon i = 0, …, Nb 

2.   For beacon i+1,…, Nb 

3.     If ((C(bi) ∩ C(bi+1)) > 0) 

4.       If(beacon ID(bi+1)∈ block of beacon bi Block(bi) 

5.         && C(bi+1) != diagonal C(bi))  

6.          CG[i][i+1] = 1;  // conflict 

7.       else 

8.         CG[i][i+1] = 0;   
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9.        End if 

10.     else 

11.        CG[i][i+1] = 0; 

12.     End if 

13.   End for 

14. End for       

Fig.4. New conflict graph algorithm 

 

Figure 5 shows new color code beacons scheduling 

allows some interference with the position and the 

interference range of all beacons shown in Fig. 1. 
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(a) Conflict graph (b) Graph coloring 
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(c) Color code schedule 

Fig.5. New color code beacon scheduling 

 

IV.BLOCK RECOGNITION 

Existing block recognition method[1] for using new 

color code beacon scheduling can sometimes make 

problems that the robot estimates a wrong position 

shown in the Fig. 6. In case of color codes B and D, 

each range is overlapped, but it is assumed that it is 

possible to call them at the same time. When a robot is 

at 1nP in block 1, it will receive the US signal from the 

b1 beacon firstly than b3 beacon if a beacon of color 

code B is called, and the robot will receive the US 

signals from b1 and b3 beacons at nearly same time if it 

moves to the boundary of a block, nP . In case of 

existing methods, if the mobile robot is moving out of 

the boundary of block 1, it may recognize block 2 by 

using its own position. However, the mobile robot will 

be localized by using the position information of 

beacons in block 1 and )4,3,2,1(,  idi , the same 

distance value with )4,3,2,1(, idi  measured by 1nP if 

the beacon scheduling algorithm suggested in this paper 

is used, because it can receive a signal from b3 beacon 

but it cannot recognize block 2 when it is moving from 

nP  to 1nP . Hence, it will not measure 1nP  but 

1nP  which is wrong position of the robot. To solve this 

problem, this paper presents a new block recognition 

algorithm using a previous position value and a 

predicted position value obtained by motion 

characteristics of the robot at the boundary of blocks. 

Real 

trajectory

b1

b6b5b4

b3

Block 1

Beacon Robot

Block 2

AD D

CB B

Estimated 

trajectory

1nP
nP

1nP1nP

1d 

2d  3d 

4d  4d1d

3d 2d

b2

 

Fig.6. Error location estimation of mobile robot due to 

fault of block recognition 

 

1. Estimating the position of a robot 

Theoretically, it is possible to calculate them which 

are the angular velocity of the mobile robot, r , the 

driving distance of the mobile robot, d  and the 

rotation radius, R if the information of two past position 

   1111 nnnn yxP  ,   nnnn yxP   are known 

[3]. Based upon the motion-continuity property, the 

state of the mobile robot at time 1n , 
   1111

ˆ
nnnn yxP 

can be predicted as [15]  

)}sin(){sin(ˆ 11   nnnn Rxx  ,       (1-a) 

)}cos(){cos(ˆ 11   nnnn Ryy  ,       (1-b) 

  nn 1
ˆ .                   (1-c) 

This predicted location is used for the recognizing 

blocks. 

 

2. Block recognition by using the predicted location 

If the mobile robot is approaching near the boundary 

between block 1 and block 2(±10cm, considering the 

maximum error of iGS), it is able to calculate two new 

position coordinates of location 1blockP and 2blockP  by 

using beacon information of each block and then, a new 

position coordinates is going to be a minimum value 

which is obtained  between the predicted location, 

1
ˆ
nP  from 2 previous locations and the measured 

location, 1blockP , 2blockP . If the robot goes through a 

beacon b6 in Fig. 1, it will be possible to recognize a 
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new block by comparing between four beacons 

coordinates from four blocks and predicted coordinates. 

 

V. EXPERIMENTS 

For algorithm verification, four-block were built by 

9 beacons with one master robot and two slave robots. 

Error comparative analysis method was used between 

the encoder trajectory and iGS moving trajectory of 

mobile robot.  

Fig. 7 & 8 illustrate moving trajectory of three 

mobile robots in one workspace consists of several 

blocks and the estimated error for each robot, 

respectively. The average error of three mobile robots is 

22.12mm and the maximum error is 67.62mm, which is 

accurate enough to apply to most of the mobile robot 

navigations using beacon scheduling algorithm and 

block recognition algorithm. 

 

VI. CONCLUSION 

Although ultrasonic localization system is not 

feasible for localization of multiple robots in multi-

block environment because of attenuation and 

interference among ultrasonic sensors, it is widely used 

for indoor localization systems since it is cheap and 

easy to be controlled and also it has high accuracy and 

repeatability. This paper proposes a new color code 

beacon scheduling algorithm for the arbitration among 

robots. A new block recognition algorithm based on 

motion characteristics of the mobile robot is also 

proposed in this paper for recognition of block 

boundary when the mobile robot is moving freely in the 

multi-block environment. And also for the efficient 

localization of multiple robots, the master and slave 

concept is introduced to govern the localization process 

synchronously. The efficiency of localization algorithms 

proposed in this paper is verified through the real 

experiments for multiple robots’ localization in a multi-

block workspace. Through this research, the base of the 

localization-based services is established since this 

localization scheme is robust against increase of the 

number of robots and the size of indoor environments. 

 

ACKNOWLEDGMENT 

This work was supported by the IT R&D program of 

MKE/ITA. 

[2008-S033-01, Development of Global Seamless 

Localization Sensor] 

 

REFERENCES 

 [1] D.G. Seo, J.M. Lee, "Localization Algorithm 

for a mobile robot using iGS," Proceedings of the 17th 

World Congress The International Federation of 

Automatic Control, Jul. 6 - 11, 2008. 

 [2] M.Y. Nam, Al-Sabbagh, J. E. Kim, M.K. 

Yoon, C.G. Lee, E. Y. Ha, “A Real-Time Ubiquitous 

System for Assisted Living : Combined Scheduling of 

Sensing and Communication for Real-Time Tracking,” 

IEEE TRANSACTIONS ON COMPUTERS, vol. 57, 

no.6, Jun. 2008. 

 [3] S.S. Han, H.S. Lim, J.M. Lee, “An Efficient 

Localization Scheme for a Differential-Driving Mobile 

Robot Based on RFID System," IEEE 

TRANSACTIONS ON INDUSTRIAL ELECTRONICS, 

vol. 54, pp. 1-8, Dec. 2007. 

 [4] D. J. A. Welsh and M. B. Powell, “An upper 

bound for the chromatic number of a graph and its 

application to timetabling problems”, Computer Journal, 

vol. 10, pp. 85-86, 1967.  

 

 

Fig.7. Trajectory of three robots in four-block 
 

 

Fig.8. Estimated position error according to the number 

of sampled data 
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Abstract: This paper present error minimization using angular histogram for engaging pallet of forklift 
AGV(autonomous guided vehicle). Existing pallet recognition methods using LRF(laser range finder) have used vari-
ous linearization methods for error minimization of LRF. However, to apply forklift AGV which need near real-time 
control, those methods need large amount of operation. Hence we studied error minimization of LRF using angular 
histogram to search suited linearization for forklift AGV. For experiment, we attach LRF on forklift AGV that we made 
ourselves, and recognize pallet. In result, we verified that average recognized angle error of pallet is within 1.2° when 
pallet is placed on far at 2m, 3m from forklift AGV. 
 
Keywords: forklift, AGV, pallet, engaging, LRF, angular histogram 
 

I. INTRODUCTION 

In the modern industrial technology, it is importance 
to production administration so that AGV is actively 
developed. As a result, it was made huge profits in the 
cost and time. Especially, the forklift AGV could be 
used multipurpose, so it is studying popular [1-3]. 

First, for development of the forklift AGV, the de-
velopment of autonomous vehicle needs to recognize 
location of vehicle accurately. Therefore, for localiza-
tion of vehicle, SLAM(simultaneous localization and 
mapping), GPS, Laser Navigation System are studying 
actively. 

The forklift needs to engage a pallet through the ac-
curate pallet recognition for automation of the loading 
and unloading. Therefore, we must know the accurate 
angle and position for development of forklift. At this 
time, the forklift AGV need to recognize the accurate 
angle as well as position for put safely in the hole of 
pallet. Existing methods for pallet recognition are main-
ly using stereo vision camera[4,5]. However, the accu-
racy of methods using camera changes by brightness, 
the position of camera or environmental condition. So, 
we think that it’s not suitable for the forklift AGV. 
Therefore, this paper present pallet recognition using 
LRF(laser range finder) that is less influenced of envi-
ronmental condition. 

This paper is divided into four sections. Section 2 
proposes the methods of pallet recognition and section 3 
introduces some experimental results for proving pro-

posed methods. Finally, section 4 is conclusions and our 
future research. 

 

II. PALLET RECOGNITION 

We can know position and height of a pallet when a 
pallet is placed on the rack in work space. But, position 
and angle of a pallet are changed during repeatedly 
works. If the forklift AGV recognizes only position of a 
pallet without angle, it causes any problem. Therefore, 
the accurate pallet recognition is necessary to solve this 
problem.  

In this paper, we used LRF(URG-04lx) for a pallet 
recognition. URG-04lx scans every 0.36° between 0° 
and 240° range and can measure maximum 4 meters. 
After we set up LRF at the front of fork as shown in Fig. 
1., we studied recognition of a pallet. 

 

 

Fig.1. LRF is set up at forklift AGV  
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Because shape of the pallet is rectangle, the forklift 
AGV can recognize the position and angle of a pallet by 
detecting at the front line of a pallet. Results of LRF 
scanning a pallet are shown in Fig.2. We are possible to 
extract region of pallet because of knowing location of 
the rack.  

In the result of LRF scanning, scan data is included 
noises as shown in Fig.2-(b). So, we needed to reduce 
noise. In this paper, we proposed angular histogram 
method for reducing noise. Angular histogram calculate 
angle of between two points about all points and count 
every 10°. And then, the forklift AGV recognizes a pal-
let using both end points of maximal frequency that 
result of angular histogram.  

 
step 1. Scanning using LRF 
step 2. Sampling range of pallet 
step 3. Reducing noise using angular histogram 
step 4. Detecting at the front line of pallet 
step 5. Calculating range of pallet using both end 
      points 
 

 
 (a) Result of scanning     (b) Sampled pallet 

Fig.2. Result of LRF scanning 
 

III. EXPERIMENTS 

1. Experimental environment 
We tested the pallet recognition using the actual for-

klift AGV for verifying performance. Present position of 
the forklift AGV were possible to calculate online by 
localization system. We set up LRF between forks as 
mentioned in section 2. For engaging pallets, we as-
sumed that forklift AGV has at target point as far 2m 
from a pallet. This distance(2m) is considered a fork 
size and the minimum curve radius. If angle of a pallet 
is between -10° and 10° based the forklift AGV, it is 
able to insert forks in a pallet by forward driving. In the 
other case, forklift AGV need to drive back and drive 
forward to engage pallet. We tested pallet recognition 
about 0°, 5° and 10° when a pallet is placed on far at 2m 
and 3m. 

2. Experimental Result 
The experiment of pallet recognition is repeated 20 

times, and average angle of recognized pallet is shown 
in Table 1. We could show that recognized angle at 2m 
is more precise than at 3m. The reason is that LRF is 
more precise as close. The best results at 3m are shown 
in Fig.3 and recognized angles of pallet are -0.75°, 
4.39° and 8.97°. Similarly, results at 2m are shown in 
Fig.4 and recognized angles of pallet are 0.41°, 4.98° 
and 9.69°. Because experimental result is that the aver-
age error angle is calculated within 1.2°, this error 
doesn’t influence pallet engaging and doesn’t occur any 
problem. We confirmed that the proposed method effec-
tively reduced noises of LRF and is possible to apply to 
the forklift AGV for pallet recognition based on experi-
mental result. 

 
Table 1. Experimental result of pallet recognition 

 
3m 2m 

0° 5° 10° 0° 5° 10°

avg. -1.22 3.73 8.32 -0.98 4.45 8.97

RMSE 1.22 1.27 1.68 0.98 0.55 1.03

 

 

(a) 3m, 0° 

 

(b) 3m, 5° 

 

(c) 3m, 10° 
Fig.3. Pallet recognition result (far 3m from LRF) 
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(a) 2m, 0° 

 
(b) 2m, 5° 

(c) 2m, 10° 

Fig.4. Pallet recognition result (far 2m from LRF) 
 

 IV. CONCLUSION 

This paper proposed pallet recognition and noise re-
duction for engaging a pallet. We used angular histo-
gram to reduce noise of LRF data and tested proposed 
method by installing LRF at the actual forklift AGV. 
Experiment was performed repeatedly 20 times about 0°, 
5° and 10° when a pallet is placed on fat at 2m, 3m. The 
average error of angle is calculated -1.22°, 3.73°, 8.32° 
at 3m, and it is calculated -0.98°, 4.45°, 8.97° at 2m. 
This error rates doesn’t affect for engaging a pallet. 
Therefore, we verified the proposed pallet recognition 
has enough accuracy and is applicable forklift AGV.  
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Abstract: In many manufacturing processes and robotic applications, localizing geometric structure is very important 
and useful. Localizing a large structure on the sea is a challenging process as sensory information. The purpose of this 
paper is to create a new localization method for large structures by using laser beam. In this paper, we propose a new 
method of large structure localization. This method is mainly based on using inexpensive PC included a LD, a PD, and 
a real time data transmission (RTDT) system to acquire precise measurements. 
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I. INTRODUCTION 

In many manufacturing processes and robotic 
applications, localizing geometric structure is very 
important and useful. Localization of a general structure 
has been studied in many papers [1-4]. In the 
construction industry, large objects are normally 
measured directly using tapes and plummets. However, 
LD and PD with wireless communication capacity 
eliminate the burden of direct contact to the object. This 
eliminates the risk to operators who previously had to 
move around a large dangerous structure. This approach 
also gives more precise data to the level measurement, 
and is more productive. In addition, it creates a 
retrievable digital record on to the PC database 
(Microsoft Excel). 

In order for this method to be accepted generally it 
must be inexpensive and accessible to people with no 
knowledge of laser measurements. This method is 
mainly based on using inexpensive PC included a LD, a 
PD, and a real time data transmission (RTDT) system to 
verify the precise level measurement. We have applied 
this method to monitor the correct level of a large 
structure on the near sea. As the result, it is possible to 
detect the height of a large structure with only minor 
errors. 

 

II. EXPERIMENTS 

1. Description of the laser measurement system 
Fig. 1(a) shows the schematic diagram of our 

monitoring system for measuring the correct height of a 
large  
structure. The rotating laser system on the floor emits 
the red beam at 635mm in wavelength and 2mm in 
diameter. The receiver catches the laser beam, and the 
real time data is transferred to monitoring room by the 
RS-422 communication or Bluetooth, then it is 
displayed on the LCD. The specifications of laser 
transmitter are as follows. Automatic control range of 
angle: ±5˚, rotating speed : 50~ 300rpm, accuracy : 
±20" 

The diameter of beam from laser sensor is about 
2mm. In 5mm interval, two sensors are located, and then 
it becomes possible to detect the size of laser beam in 
the near region. The size of laser point gets larger as it 
goes further. Therefore many receiving sensors installed 
on PCB could detect the laser beam. At that moment, 
the output signal from the laser beam is transmitted to 
the input of microprocessor. Fig. 1(b) shows the 
enlarged beam spot in the far away region. In this case, 
the microprocessor read the signal from center of the 
enlarged laser beam. Therefore, it could be possible to 
detect the correct level even though the larger beam size 
in a long distance. 

Fig. 2(a) shows the driving circuits of receiving 
sensor. The photo sensor perceives the signal from the 
rotating laser beam, at that moment, the obtained TTL 
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signal is transmitted to the microprocessor. Only 
constant frequency is transmitted by using band-pass 
filter circuit, while the scattering light is cut off. Up and 
down frequency near the constant frequency is ignored 
by the programming techniques. Therefore, it is 
designed to perceive signal of rotating laser beam. Fig. 
2(b) shows Fig.1. The schematic diagram of monitoring 
system, and the enlarged beam spot in the far away 
region 
 
the waveforms which come out from the receiving 
sensor. The upper yellow waveform is obtained from the 
amplifier, and the lower blue waveform is obtained from 
the ending part of Fig. 2(a). This is also the input signal 
for microprocessor. Fig. 3 shows the transmitting circuit 
of RS-422 and Bluetooth which sends the retrievable 
perceiving signal to PC through the communication 
systems. It is possible to send signal selectively with 
wireless or not. 

Fig. 4 shows real time data transmission (RTDT) 
module. It consists of three parts which are the laser 
beam sensors, RTDT board, and the PC monitoring 
system. The RTDT module has 10 channels which deal 
with accumulated data in real time communications 
with RS-232. At this moment, each sensor has its own 
numbering and the height is displayed on the PC 
monitor with numbering. In case of wireless, each 
signal is transmitted by the Bluetooth module. 

Each signal from laser beam sensors is read on the 
PC monitor in a real time. And the change of 
accumulated data is displayed with graphs on the PC 
monitor. The difference between previous and current 
data is also displayed. All the data is stored in Excel file 
according to the elapsed time. Fig. 5 shows the example 
of experimental arrangement. The location of installed 
sensors is shown in this figure. There are more than 3 
laser sensor poles in P-line and S-line. These sensors 
perceive the beam spot from the rotating laser on 
ground, the perceived data is transmitted to the PC 
monitor in real time. Up-down balance is sustained by 
comparing with the reference level. The location of 
NEAR and FAR sensors perceive the barge level which 
is right or left. 

 

 
Fig.2. The driving circuits of receiving sensor, and the 
waveforms which come out from the receiving sensor 

 
Fig.3. The transmitting circuit of RS-422 

 

RS-422

RS-232

RS-422

Bluetooth module
slot  

Fig.4. The real time data transmission (RTDT) module 
 

 
Fig.5. The example of experimental arrangement 
 

III. CONCLUSIONS 

In this work, we try to attempt the real time 
localization by using inexpensive PC included a LD, a 
PD, and a real time data transmission (RTDT) system to 
verify the precise level measurement. We attempt this 
method to monitor the correct level of a large structure 
on the sea. As the result, it is possible to detect the 
height of a large structure with a small error. 
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Abstract: This research proposes a novel approach to outdoor localization based on map matching. The main map for 
localization is an elevation map which is a grid map with elevation information on each cell. This research presents an 
elevation moment of inertia (EMOI) which represents the distribution of elevation around a robot in the elevation map. 
A robot continues to build a local elevation map using a laser sensor and calculates its EMOI. This EMOI is then 
compared with the EMOIs for all cells of the given reference elevation map to find a robot pose with respect to the 
reference map. The experimental results of particle filter-based localization show that the proposed EMOI-based 
approach can be successfully used for outdoor localization with an elevation map. 
 
Keywords: Outdoor Localization, Monte Carlo Localization, Elevation Map. 

 
 

I. INTRODUCTION 

Localization is one of the most important techniques 
for mobile robot navigation in the indoor and outdoor 
environments, and various types of maps such as a grid 
map, elevation map, topological map, and so on, can be 
exploited for localization. A 2D grid map is the efficient 
and sufficient map when a robot navigates in the indoor 
environment with a range sensor. In this case, the 
motion of a robot can be expressed by 3 degrees of 
freedom (x, y, θ) in 2D space. However, outdoor 
navigation usually requires the estimation of 6 DOF 
motion (x, y, z, roll ψ, pitch θ, yaw ϕ) in 3D space, and 
therefore the environment should be represented by a 
3D map for localization. 

An elevation map is the most popular map to 
represent 3D outdoor environment. In this map, the 
environment is regularly divided into small cells, say, 
0.1m*0.1m, and each cell has height information. An 
accurate elevation map can be generated using the 
airplane mapping system equipped with both a GPS/INS 
for localization and a lidar sensor for range data 
acquisition. This type of map is suitable for large 
outdoor environment and used as a main map for special 
applications such as military robots. In this research, an 
elevation map is used as a main map for localization. 

Research in city modeling using DSM (digital 
surface map) has been conducted in Fruh [1]. DSM is 
used as a reference elevation map and a vehicle pose 
with respect to the DSM is estimated through the MCL 
(Monte Carlo localization) method. The range data 

obtained by a laser scanner is compared with that 
predicted from the DSM to estimate a vehicle pose. The 
path generated by MCL is very accurate without error 
accumulation even after traveling more than 10km 
because it estimates a pose with respect to the reference 
map. However, it takes very long to generate the path 
because of high computational complexity. 

The concept of moment of inertia is widely 
exploited in various fields. 2D/3D object recognition is 
an example to use the moment of inertia in Laga [2] and 
Ohbuchi [3]. The characteristics of various 3D objects 
are defined according to the surface moment of inertia 
which represents the distribution of surface about three 
principal axes. By comparing the moment of inertia of 
the unknown model with those of the known models in 
the database, the most similar model could be found.  

This research proposes the elevation moment of 
inertia (EMOI) which is used for matching of elevation 
maps to find a robot pose with respect to the pre-given 
elevation map. The EMOI quantifies the distribution of 
elevation using the concept of moment of inertia. Then 
the similarity between the reference map and the locally 
built map is evaluated using the EMOI. A particle filter 
is used for localization, and the probability of each 
particle is updated using the results of similarity 
comparison. Since probability update based on EMOI is 
simple and fast, the robot pose can be found globally 
without knowledge of the initial position in the large 
outdoor environment. 
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II. ELEVATION MAP BUILDING 

Figure 1 shows the experimental setup consisting of 
a Pioneer 3AT mobile robot and a SICK laser scanner. 
This laser scanner senses the environment within 32 m 
and is tilted from -45° to 45° by a DC motor. The 
absolute roll and pitch angles of a robot are sensed by 
the IMU (inertial measurement unit), and the yaw angle 
and small motion increments are sensed by both the 
wheel encoder and IMU. Combining these data allows 
the estimation of the 6 DOF motion in the global 
coordinate frame in Lacrois [4]. 

 

 
Fig. 1. Experimental setup and local coordinate frames. 

 

An obstacle is sensed by a tilted laser scanner, and 
its elevation can be calculated based on a 6 DOF robot 
pose. The elevation of each cell is updated when it is 
sensed as follows. 
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where et(i,j) is the elevation of cell (i,j) at time t, and 
zt(i,j) is the sensed elevation of cell (i,j). If the newly 
sensed elevation of cell (i,j) is higher than the previous 
elevation, the elevation of cell (i,j) is replaced by this 
new elevation. This is a simple and common method for 
building of an elevation map. Figure 2 shows an 
example of the environment under consideration and its 
elevation map. 

 

 

Fig. 2. Example of elevation map. 
 

III. ELEVATION MOMENT OF INERTIA 

The elevation and distance are the most important 
information when the elevation map is adopted as a 
model for the environment. These two properties, 
therefore, should be combined to design a new feature 
for elevation map matching. In this research, we 
propose an elevation moment of inertia. It means the 
distribution of elevation along the distance from a 
certain position of interest, as shown in Fig. 3. EMOI is 
calculated using the elevation values of all cells within a 
circular region of radius R. The EMOI calculation is not 
affected by the orientation of a robot, which makes the 
matching process simple and fast. The reference 
elevation of an elevation map is not fixed. For example, 
the elevation can be calculated with respect to a sea 
level, start position, and so on. Therefore, the difference 
in elevation, Δe, from the center of the region is 
exploited, and the EMOI is defined as follows. 

 
Rrderyx ≤= ∫ for   , ),(EMOI 2    (2) 

 
where (x,y) represents the center of the region at which 
the EMOI is calculated, r is the distance from the center 
to a certain cell of which the elevation difference is Δe, 
and R represents the radius of the region of interest. In 
this research, (2) is implemented in a real elevation map 
as follows. 
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where (i,j) represents the cell at which the EMOI is 
calculated, e(i,j) is the elevation of cell (i,j) updated by 
(1), and n is the number of cells within the circular 
region of interest. R' is the radius of the region 
expressed in the unit of grids. For example, if the size of 
a cell is 0.1 m * 0.1 m, then 10 cells exist along a 
distance of 1m, and thus R' is a rounded value of (10*R). 
The term 22 )()( jqip −+−  is the distance from cell 
(i,j) to cell (p,q) and if this distance is less than R', cell 
(p,q) is within the region of interest and it is used for 
EMOI calculation. If the cell size is changed, the 
number of cells used for EMOI calculation is also 
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changed and it affects the EMOI values. To eliminate 
this effect, the result is averaged by division of n. 

 

 

Fig. 3. Concept of elevation moment of inertia (EMOI) 
 
Figure 4(a) shows the elevation map of the 

experimental environment of 90 m * 70 m in size. 
Figure 4(b), (c), and (d) represent EMOIs of all cells 
with several values of R. The size of a cell is 0.1 m * 0.1 
m and the resolution of elevation is 0.1m. A high EMOI 
means that the distribution of elevation within the 
region of interest changes substantially and is not 
uniform. If the reference elevation map is given for 
localization, the EMOIs of all cells can be calculated in 
advance, as shown in Fig. 4, and it makes the matching 
process very fast. 

 

 

Fig. 4. EMOI calculated from all grids of elevation map 
with R = 5, 10, 15 m. 

 

IV. EXPERIMENTAL RESULTS IN 
OUTDOOR LOCALIZATION 

A particle filter is used for localization in this 
research. A particle filter is one of the popular Bayesian 
filters that can track the distribution of probability using 
a set of particles. At each time step, the probabilities of 

particles are updated using a motion model and a sensor 
model, and then the particles are re-sampled. The state, 
a robot pose in this case, is represented by the weighted 
sum of all particles. More detail on particle filter-based 
localization can be referred to Thrun [5]. 

In this research, the EMOI is used as an observation. 
To calculate the EMOI using sensor data, the local 
elevation map is generated as shown in Fig. 5 by the 
mapping method described in Section 2. As a robot 
continues to move around, it senses the environment 
more and more. Suppose a robot moves forward about 5 
m. Then a circular region with a radius of 5 m around a 
robot can be mapped sufficiently. The EMOI with R = 5, 
therefore, can be calculated from this local elevation 
map, and the probabilities of particles are updated using 
a sensor model. Then, the local elevation map is erased 
and a new elevation map is built again to calculate the 
EMOI at a different location. If the value of R for EMOI 
calculation is small, an update by a sensor model is 
frequently executed. However, the EMOI of cells may 
be almost uniform in some environments because the 
region of interest for the EMOI is small and only a few 
obstacles may be within that region. If R for EMOI 
calculation is large, many obstacles are considered in 
calculating the EMOI, but an update by EMOI is 
executed less frequently. Therefore, different values of 
R can be exploited according to the environmental 
characteristics. 

 

 

Fig. 5. Building of local elevation map with different 
scan sets. 

 
Figure 6 shows the experimental results of particle 

filter-based localization using the EMOI. The outdoor 
environment is 70 m * 90 m in size and 20,000 particles 
are used to find a robot pose globally with respect to the 
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reference map. The EMOI is computed for R = 5 m and 
thus the probabilities of all particles are updated about 
every 5 m. During localization, a robot moves at a speed 
of 0.3 m/s and all processes run in real-time on a Dual 
Core 1.7 GHz notebook. Figure 7 shows the number of 
particles and standard deviation of particle positions as 
a function of travel distance. Though a robot pose is 
estimated by correct particles in Fig. 6(e) and (f), they 
converge and diverge slightly depending on the nearby 
environment. 

 

 

Fig. 6. Experimental results of particle filter-based 
localization using EMOI in outdoor environment. 

 

 

Fig. 7. Number of particles and standard deviation of 
particle positions. 
 

V. CONCLUSION 

This paper describes a localization scheme with an 
elevation map in the outdoor environment. To find a 
robot pose, a local map built by the range sensor is 
compared with the entire reference elevation map. To 

this end, a new feature for elevation map matching was 
proposed based on the concept of moment of inertia. 
The characteristics and performance of the proposed 
feature, EMOI, were verified by a series of experiments. 
From this research, the following conclusions have been 
drawn. 

 
1. The proposed EMOI applies the concept of 

moment of inertia to elevation map matching. Each 
position has its own EMOI, and the EMOI can be 
exploited as a feature for finding a position. 

2. The probabilities of all particles in the particle 
filter can be updated by the EMOI, and a robot pose can 
be estimated in real time during movement in the large 
outdoor environment. 

 
The EMOI is a scalar value and the whole 

distribution of elevation in a certain region is 
compressed into this scalar value. It can make local 
tracking inaccurate as well as simple and fast. The local 
peak near the travel distance of 40 m in Fig. 7 occurred 
because of this situation. This is a weak point of this 
proposed localization scheme using EMOI, and the 
research on improving the performance of local tracking 
is under way. 
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Abstract: This paper studies a method how a robot can detect collision between the canister on the end-effector of a 
robot and a pin of a slot in a rack of the vessel during operating the manipulator of an automatic cryogenic storing 
vessel which can improve a ratio of survival of a cord blood. The cord blood is kept in liquid nitrogen in the cryogenic 
vessel. The integrated robot control system for storing a cord blood is developed, which is based on mechanism of 
SCARA robot. The robot manipulator consists of four axes. To overcome difficulty in detecting collision between 
canister and the pin of the slot in cryogenic circumstances around -196°C, a collision detection algorithm for the robot 
manipulator is proposed. To improve performance of the integrated system, the proposed algorithm for the collision 
avoidance is applied to the end effecter of the robot manipulator. 
 
Keywords: Motion control, Collision detection, Robot manipulator, Cryogenic 

 
 

I. INTRODUCTION 

Many researchers recently have studied to extract 
adult stem cells from umbilical cord blood and to 
implant embryonic stem in the body for improvement of 
human life [1], [2], [3]. The cord blood is used to 
usefully cure disease such as cancer. Therefore a storing 
vessel of the cord blood in cryogenic environment is 
important to keep a ratio of survival of the cell. Storing 
vessel is divided manual type and automatic type. The 
ratio of survival is higher than manual type. Because of 
the ratio of survival, the automatic type is developed 
and has been operated even if the price of an automatic 
storing vessel type is 10 times higher than the one of a 
manual type. In addition, because the work of picking 
the cord blood up by hand outside is frequent, the ratio 
of survival is low due to sudden temperature change. 
We have been developed the automatic type previous 
study [4]. A collision is occurred in previous study. This 
study is proposed the algorithm of collision avoidance 
in cryogenic environment. Because of an electronic 
sensor can not apply to the environment of liquid 
nitrogen. This study is accomplished that the method 
how a robot manipulator can detect collision between 
the canister and the end effecter of robot manipulator. 

 

II. DESIGN OF ROBOT 

The storing cord blood system consists of cryogenic 
vessel, robot manipulator, and control PC. Fig. 1 shows 
inner space of storing vessel’s layer and the canister. 
Each layer consists of 7 rings. The ring consists of three 
racks. An outer rack has 270 ea slot pin. Middle rack 
has 149 ea slot pin. Inner rack has 71 ea slot pin. The 
numbers of total slot pin are 3,430 ea. When storing the 
cord blood, liquid nitrogen is filled up the top of the 
ring. The material of the ring and the canister is a 
stainless steel. A ratio of contraction in z-axis is bigger 
than x-y plane. Therefore we consider the contraction 
for a direction of z-axis. So we propose the collision 
avoidance algorithm for robot manipulator based on 
collision detection algorithm using the position of z-axis. 

 

 
Fig.1. Pins of ring in rack and canister 
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Fig. 2 shows the block diagram of robot manipulator 
based on mechanism of SCARA robot [5], [6]. The link 
of manipulators are consists of d_1, l_2, d_2, l_3, d_3, 
and l_4. The parameter of d_1 is height of storing vessel. 
The value of l_2 add to l_3 is a radius of major lid. The 
parameter of l_3 is a radius of minor lid. But the storing 
vessel should be a sealed structure because of liquid 
nitrogen is vaporization gas in the normal temperature. 
Therefore, major lid and minor lid are designed using 
the structure of the robot manipulator instead of upper 
cover. Table 1 is D-H parameter of the robot 
manipulators. Transformation matrixes are as formula 
(1). The material of the cryogenic vessel and the robot 
manipulators were made of a stainless steel. 

 
 
 

 
Fig.2. Block diagram of manipulator for SCARA 
 
 

Table 1. D-H parameter of robot manipulator 
Θ d α a 
θ1 d_1 0 0 
Θ2 0 0 l_2 
Θ3 -d_3 0 l_3 
0 0 0 l_4 

 
 

        (1) 
 

 
 

III. SIMULATION 

The robot manipulator consists of four axes. Each 
axis consists of a rotation of a major lid, a rotation of a 
minor lid, a rotation of periscope and a linear motion of 
periscope. Fig. 3 shows the rotation direction of each 
axis. Motions of manipulators have three patterns for 
storing. One is rotation motion by major lid and 
periscope. Another is linear motion by combination of 
three axes. The other is linear motion of z-axis by ball 
screw. 

Fig. 4 shows a simulation of dynamics using 
OpenGL program. We know a position of the canister in 
the storing vessel by the simulation. Fig. 5 shows 
forward kinematic analysis and inverse kinematic 
analysis using MATLAB program. Parameters of an 
existing product were used for the simulation [7]. 

 
 

 
Fig.3. A rotation direction of each axes 

 
 

 
Fig.4. Visual C++ program of OpenGL simulation 
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Fig.5. Block diagram of MATLAB simulation 
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IV. COLLISION DETECTION ALGORITHM 

Fig. 6 shows block diagram of a direction for storing 
canister. If collision state is occurred, a contact of the 
limit switch sensor is closed. Fig. 7 shows procedure of 
a canister for storing procedure. We defined safety area 
for the robot manipulator. A rotation motion moved by 
major lid for search a correct ring of address pin. The 
collision detection algorithm was used for a linear 
motion by combination of three axes. 

Fig. 8 shows a view of the canister and the pin of the 
slot in the rack. The ratio of contraction as the direction 
of z-axis is bigger than the x-y plane in cryogenic 
environment. Therefore we consider the control of 
manipulator for the direction of z-axis. So we propose 
the collision avoidance algorithm for robot manipulator 
based on collision detection algorithm using the position 
of z-axis. We used two parameters that are length of 
linear move for the x-y plane and the status of limit 
switch contact in the end effecter of the hook. Fig. 9 
shows each case of the canister position. Case 1 is 
normal operation. The collision detection is case 2 and 
case 3. Case 4 is failure canister for storing in rack pin. 

 
The relationship of each case is 
- Case1 : Normal linear motion and open contact s/w 
- Case2 : Short linear motion and close contact s/w 
- Case3 : Short linear motion and close contact s/w 
- Case4 : Open contact s/w and open contact s/w 
 
Fig. 10 shows a flowchart of collision detection 

algorithm. The signal of the limit switch sensor and the 
position value of AC servo motor's encoder are used. 
Each manipulator of servo motor is controlled by using 
MMC board on the control PC. I/O port of MMC board 
gets a signal of input for contact of limit switch sensor. 

 
 
 
 

 
Fig.6. Block diagram of direction for storing 

 
Fig.7. Procedure of a canister for storing 

 

 
Fig.8. View of the canister and rack slot pin 

 

 
Fig.9. Each cases of the canister position 

 

 
Fig.10. Collision detection algorithm 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 150



V. CONCLUSION 

The cryogenic vessel of containing liquid nitrogen 
for the storing of the cord blood in the canister is needed 
to precision control. We defined the position of the 
canister by analyzing of kinematics. The ratio of 
contraction in liquid nitrogen is bigger than in the air. It 
is too difficult to measure using visual or other 
electronic sensors in cryogenic environments. To 
overcome difficulty to detect collision between the 
canister and the pin of the slot in the rack of the vessel, 
the limit switch sensor was designed the hook of the end 
effecter for robot manipulator. If the canister of the cord 
blood to enter with abnormal location for storing, the 
algorithm for the collision avoidance can be modified in 
the normal location by operating of the limit switch 
sensor. The canister of the cord blood can be store in the 
normal position by using this collision detection method. 
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Abstract: In this study, a trajectory tracking control method of a mobile robot moving along curved wall is proposed. To 
move along curved wall, we use imaginary wall that is generated by distance between the mobile robot and the wall the 
trajectory tracking control method consists of three control methods. The first one is a method that controls the mobile 
robot to move along a wall maintained constant. The second one is a method that controls the mobile robot to move 
along a wall in case of the wall direction changes. The third one is obstacle avoidance on a path. We developed a 
mobile robot which has two-driven wheels and the laser range finder to confirm the proposed method. 
 
Keywords: Mobile Robot, Trajectory Tracking Control, Wall, Obstacle, Laser Range Finder. 

 

 

I. INTRODUCTION 

In recent year, differential type mobile robots have 

been applied in not only a factory but also a hospital and 

an office. For examples, a security robot for security 

patrols in a building, a cleaning robot and an 

information robot that works at a shop and an airport are 

developed. To move these robots autonomously, it is 

necessary to determine its own position and orientation. 

Dead-reckoning by using an internal sensor such as a 

rotary encoder and an external sensor such as a vision 

sensor are used so as to determine the position and 

orientation of the mobile robot. Many studies on the 

dead-reckoning of the mobile robot have been proposed. 

A position estimation method of a wheeled mobile robot 

by integrating the informations in an odometric dead 

reckoning and a laser navigation system (e.g., [1]), a 

method of mobile robot localization on a Topological-

Geometrical map which permits inaccurate description 

(e.g., [2]) are reported. But measurement errors of the 

position and orientation of the mobile robot increase as 

the distance covered increases in the localization 

method using the dead-reckoning.  

On the other hand, a motion control method for the 

mobile robot using an external sensor is studied. Sensor-

based navigation used a target direction sensor for the 

mobile robot among unknown obstacles in work space 

(e.g., [3]), long distance outdoor navigation of the 

autonomous mobile robot along a curbstone (e.g., [4]) 

are reported.  

When the autonomous mobile robot moves the long 

distance, it often moves along the target such as the 

guide tapes, wall and curbs. Kojima et al [5] proposed a 

hierarchical vehicle control system of the mobile robot 

along the wall. Their control system consists of a 

desired signal generator of wheel velocities using two 

laser displacement sensors and a wheel velocity 

controller. 

II. Development of Mobile Robot with Two 
Independently Drive Wheels 

1. System construction 

Mobile Robot

Straight Wall
Laser Range Finder

Obstacle

Curved Wall

 
Fig.1 Mobile robot moving along wall and avoiding

 obstacle 
 

We develop a mobile robot has two independently 

driven wheels shown in Fig.2 (a). The mobile robot has 

one laser range finder in the front of the body, two 

driving wheels on both sides and two non-driving 

wheels in the front and in the rear. The system 

construction of the mobile robot is shown in Fig.2 (b). A 

DC servomotor with a reduction gear and a rotary 

encoder actuates the driving wheel using a belt pulley. 

The mobile robot is controlled by a notebook computer. 

The DC motor which actuates the wheel is controlled by 
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a DA converter and a motor driver. A signal of a rotary 

encoder is measured by a counter board and sent to the 

notebook computer. An angular velocity of wheel is 

detected by numerical differentiation of signal of the 

rotary encoder. 
 

LRF

DC motor + Encoder

D/A
converter

CardBus

Motor
driver

Counter
board

Notebook
computer

Laser range
finder

USB

(b) System construction(a) Mobile robot  
Fig.2 Mobile robot and system construction 

 

2. Laser Range Finder 
Figure 3 illustrates the 2-dimensinal laser range 

finder which was made by Hokuyo Automatic Co, Ltd... 

This sensor features compactness, lightweight, high 

precision and low power consumption, and provides the 

wide scan angle with high resolution, which is very 

important for environment recognition by mobile robots 

(e.g., [6]).  
 

 
Fig.3 Laser range finder "URG-04LX" 

 

III. Wall Tracking Method for Mobile Robot 
using LRF 

To move the autonomous mobile robot along the 

wall require maintaining a distance between the mobile 

robot and the wall constant, measuring a changing 

direction of the wall and avoiding obstacles on a path. 

In this study, the wall tracking control method for the 

mobile robot follows some rules as below conditions. 
 
� The distance between the mobile robot and the 

wall is maintained constant. 
� The mobile robot moves along a curved wall and a 

changing direction of the wall.  

� The mobile robot avoids obstacles. 
 
 
 

Wall

LRF

Desired
Trajectory

s1

Pc

body

wheel

P1

L1d

 
Fig.4 Relationship between mobile robot and wall 

 

Wall

s1

Pc
P1

s2

P2

L2d

φ2

 
Fig.5 Calculation of the changing direction of wall 

 

1 .  Control Method to Maintain the Distance 
between Mobile Robot and Wall Constant 

Figure 4 shows a coordinate of the mobile robot and 

the wall. The LRF is mounted on the center of gravity 

of the mobile robot. The LRF can measure a precise 

distance to a target. A maximum scanning angle range is 

270[degrees] and a resolution of the angle range is 

0.36[degrees]. In this subsection, only a distance to a 

perpendicular direction to the forward direction is used. 

The distance to the perpendicular direction is s1 and a 

point of intersection between s1 and the wall is P1. Here 

a desired distance between the center of gravity of the 

mobile robot and the wall is L1d, a deviation to maintain 

the distance between the robot and the wall is written as 

follows. 

dLs 11 −=δ    (1) 

Next, the wall is not necessarily straight. It is 

difficult for the mobile robot to track not straight wall 

by eq. (1). Then to estimate the changing direction of 

the wall, a distance s2 that inclines by φ2 relative to the 

s1 is measured. Assuming that the wall continues in 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 153



 

parallel to the forward direction of the mobile robot as 

shown in the dotted line in Fig.5, a distance to the wall 

in the direction of s2 is expressed as following equation. 
 

2

2
2 cosφ

s
L d =                (2) 

If s2 < L2d, the changing direction of the wall is as 

shown in solid line in Fig.5. When a point of 

intersection between s2 and the wall is defined to be P2, 

an imaginary wall that connects P1 with P2 is generated 

as shown in Fig.6. An angle of inclination of the 

imaginary wall φ is express as following equation. 





 −= −

22

2211

sin

cos
tan φ

φφ
s

ss
         (3) 

To move the mobile robot track the wall, control 

objectives are to bring δ and φ to 0. In case of the 

mobile robot with two independently driven wheels, δ 

and φ is able to bring to 0 by controlling the angular 

velocity. Let ∆ t be a frequency of sensing, a desired 

angular velocity of the mobile robot to move along the 

wall ωref is written as follow. 

tKKtref ∆+−= )()( δφωω δφ        (4) 

Let vref be a desired forward velocity, desired angular 

velocity of right and left wheels ωr
ref, ωl

ref is expressed 

as follows. 
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If the inclination of the wall changes as shown in 

Fig.6 (s2 > L2d), the angle of inclination of the imaginary 

wall cannot be calculated. In that case, the mobile robot 

can move along the wall shown in Fig.6 by setting φ to 

0. 

Wall

s1

Pc
P1

s2

φ2

 
Fig.6 Relationship between mobile robot and wall 

 

2. Obstacle Avoidance 
It is difficult to avoid the obstacle and dead-end in 

the method of subsection III.1. Then, to avoid the 

obstacle and the dead-end as shown in Fig.7, a distance 

of forward direction s3 is measured by the LRF.  Let 

L3d be a minimum allowed distance between the mobile 

robot and the forward object. If s3 < L3d, the mobile 

robot turns until s3 > α L3d. α is safety rate. 
 

Wall

Pc

s3 L3d

 
Fig.7 Obstacle and dead-end avoidance 

 

3. Tracking Control 
The mobile robot can move along the wall and avoid 

the obstacle and the dead-end by using the proposed 

method. But it is difficult to satisfy the tracking control, 

the obstacle avoidance and dead-end avoidance 

simultaneously. Then in this study, we introduce the 

concept of the order of priority into the tracking control 

method. Here, we place the first priority is given to 

obstacle and dead-end avoidance, the second priority is 

given to tracking control moving along wall. The 

algorithm of the proposed method is shown as follows. 
 

STEP 1: The distance to a perpendicular direction 

to the forward direction s1, the distance s2 that inclines 

by φ 2 relative to the s1 and the distance of forward 

direction s3 are measured by the LRF. 
 

STEP 2: If s3 < L3d, the mobile robot turn until s3 > 

α L3d then return to STEP 1. If s3 > L3d, go to STEP 3. 
 

STEP 3: From eq.(2), $L2d is calculated. If s2 < L2d, 

the angle of inclination of the imaginary wall is 

calculated from eq.(3). If s2 > L2d, φ is set to 0. From 

eq.(1), δ is calculated. 
 

STEP 4: From eq.(4), the desired angular velocity of 

the mobile robot ωref is calculated, the desired angular 

velocity of the right and left wheels ωr
ref and ωl

ref are 

calculated by eq.(5). 
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IV. Experiments 

To verify the efficiency of proposed method, this 

section shows two experiments result. In first 

experiment, one obstacle is placed on the path. In 

second experiment, the path is dead end. 
 

1. Experiment 1 
Figure 8 shows the experimental environment 

composed of the obstacle, the straight line wall and the 

curved wall. A size of the obstacle is 0.5[m] x 0.5[m] 

and the other parameters are as follows; vref = 0.2[m/sec], 

L1d = 0.5[m], L3d = 0.6[m], ∆t = 0.1[sec], tf = 26.0[sec]. 

From Fig.8, the mobile robot is able to move along the 

wall and to avoid the obstacle. After the obstacle 

avoidance, the mobile robot moves toward the straight 

wall then follows again along the straight and curved 

one. 

2. Experiment 2 
Figure 9 shows the experimental environment 

composed of the obstacle, the straight line wall, the 

curved wall and the dead end. Parameters are as 

follows; vref = 0.2[m/sec], L1d = 0.5[m], L3d = 0.6[m], ∆t 

= 0.1[sec], tf = 37.0[sec]. Fig.8 the mobile robot moves 

along the wall and avoids the obstacle. Therefore, the 

efficiency of the proposed method is confirmed. 
 

V. Conclusion 

In this paper, we discussed the tracking control 

method for the mobile robot moving along the wall. 

This method consists of maintaining the distance 

between the mobile robot and the wall constant, 

estimating the changing direction of the wall and 

tracking it with avoiding the obstacle and the dead-end. 

To track the wall efficiently, we introduce the concept of 

the order of priority into the tracking control method. 

Finally, we demonstrate the effectiveness of proposed 

method in actual environments. 
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Vision-based Obstacle Avoidance System for Autonomous Mobile 

Robot in Outdoor Environment. 
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Abstract: In this paper, we propose the obstacle avoidance system on based vision sensor for an autonomous mobile 

robot. For real-time turn angle correction, we obtain the state equation of a mobile robot from input-output continuous 

data. Each individual image pixel is classified as belonging either to an obstacle or non-obstacle based on its color 

property (HSI color model). HSI color model is less sensitive to illumination changes than RGB color model. Using 

some conditions and the voting system, we choose the path area, the navigation point, and the turn angle. This method 

uses a single color camera. 

 

Keywords: Vision system, Autonomous mobile, obstacle avoidance. 

 

I. INTRODUCTION 

 

As to vision-based approaches to obstacle detection, 

they basically can be divided into three classes. In the 

first class, obstacles are extracted directly from 2D 

images. Only one camera and only the image in the 

current navigation cycle are used, with certain a priori 

knowledge and predefined assumptions being 

considered. In the second class of approaches, motion 

information obtained from a sequence of images are 

utilized to detect obstacles. The most popular 

approaches in this class are based on optical flow. In the 

third class of approaches, obstacles are detected using 

stereo-vision techniques.[1] 

Although the first class in general takes less 

computing time and has better detection results than the 

second and the third classes, in fact, it does not really 

detect obstacles because obstacles are extracted directly 

from the 2D image. Shadows on roads may also be 

regarded as obstacles in this class of approaches. On the 

contrary, in the second and the third classes, 3D 

computer vision techniques are used to really judge 

whether object on roads are obstacles, although more 

computing time is required in these two classes than the 

first class 

In this paper, we propose an intelligent approach to 

obstacle guidance in outdoor environments using a 

single color camera. 

We use subspace system identification algorithms, 

calculate a state-space model form input-output mea-

surements of system. As the state-space model, we 

predict the real wheel angle of robot. By the 

combination of wheel angle and velocity, prediction of 

location can be computed. 

Various color information on roads is used in this 

paper to extract path and obstacle. For this, the HSI 

color model is chosen, which is less sensitive to 

intensity than RGB color model. To judge whether a 

pixel is an obstacle or not, the histogram of the front 

trapezoid is compared with one of the input image. The 

process to vote the possible area as path, the path area is 

extracted. We select the navigation point, turn angle 

from the path area. 

The remainder of the paper is organized as follows. 

In section 2, subspace system identification algorithms 

are introduced. In section 3, the details of the proposed 

vision-based obstacle detection method is described. 

The descriptions of the obstacle avoidance method are 

included in section 4. Experimental studies from 

simulation in section 5 and conclusion are presented in 

section 6, respectively. The paper ends with reference. 

 

II. Subspace System Identification 

1. State-space model 

Subspace identification algorithms calculate a state-

space model from input-output measurements of a linear 

system of the form 

 

1k k k kx Ax Bu w              (1) 

k k k ky Cx Du v              (2) 

 

where 
m

ku R  and l

ky R  are the given 

measured input and output sequences of the 

multivariable system with m inputs and l outputs. The 
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consecutive states n

kx R  are unknown, as are the 

(real) system matrices A, B, C and D of appropriate 

dimensions. The sequences l

kw R  and m

kv R  

represent so-called process and observation noises, 

respectively. The noise kw  and kv  are both assumed 

to be stationary white Gaussian processes with zero-

mean and covariance matrices: 

 

  0
p T T

q q pqT
p

w Q S
E w v

v S R


    
     

           (3) 

 

Where     is the Kronecker delta function. 
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Where 
F

  denotes the Frobenius-norm of a matrix[2]. 

Formidable as it may seem, subspace algorithms 

manage to identify the order of the system n (the 

number of difference equations needed to model the 

data appropriately) and to calculate the matrices A, B, C, 

D, Q, R and S.[3] 

A least squares problem to obtain the state space 

matrices solve Eq. (5).  

 

1

| |

i i

i i i i

X XA B

Y UC D

    
    
    

        (5) 

 

Where |i iU , |i iY  are block Hankel matrices with 

only one block row of inputs respectively outputs, 

namely  | 1 1i i i i i jU u u u    and similarly for 

|i iY . This set of equations can be solved. As there is no 

noise, it is consistent.      

 

2. Modeling of robot 

The system input is steering wheel angle and output 

is vehicle’s yaw. Fig. 1 represents the input signal and 

Fig. 2 represents the output signal. 

 We use the Visual C++ for data acquisition and use 

MATLAB toolbox for data processing. By relation of 

input data and output data, we solve the discrete-time 

state equation. 

Fig. 3 represents the estimation of system model 

using the discrete-time state equation. 
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Fig.1 Input data(Steering wheeling angle) 
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Fig.2 Output data(yaw angle) 
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Fig.3 Performance of subspace identification 

 

The discrete-time state equations in sampling time 

T=0.01sec is the following (Eq.6). 
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(6) 

 

III. Obstacle detection method 

The simplified version of our appearance-based 

obstacle detection method consists of the following four 

steps: 

 

i) Filter color input image. 

ii) Transformation into HSI color space. 

iii) Histogramming of reference area. 

iv) Calculation the back project of the histogram. 

 

In the first step, the 320×260 color input image is 

filtered with a 5×5 Gaussian filter to reduce the level of 

noise. 

In the second step, the filtered RGB values are 

transformed into the HIS (hue, saturation, and intensity) 

color space. Because color information is very noisy at 

low intensity, we only assign valid values to hue and 

saturation of the corresponding intensity is above a 

minimum value. Similarly, because hue is meaningless 

at low saturation, hue is only assigned a valid value if 

the corresponding saturation is above another minimum 

value. An appealing attribute of the HSI model is that it 

separates the color information into an intensity and a 

color component. As a result, the hue and saturation 

band are less sensitive to illumination changes than the 

intensity band. 

In third step, a trapezoidal area in front of the mobile 

robot is used for reference. The valid hue and intensity 

values of the pixels inside the trapezoidal reference area 

are histogrammed into two one-dimensional histograms, 

one for hue and one for intensity. Histograms are well 

suited for this application, as they naturally represent 

multi-model distributions. In addition, histograms 

require very little memory and can be computed in little 

time.[4] 

In the fourth step, the backprojection of histogram 

puts the value of the histogram bin, corresponding to the 

tuple in the output image, for each tuple of pixels at the 

same position of all input single-channel images (hue 

channel, intensity channel). In terms of statistics, the 

value of each output image pixel is the probability of 

the observed tuple given the distribution (histogram). 

The backprojection of hue and intensity histograms are 

united by OR operation. 

 A pixel is classified as an obstacle if the value of 

pixel is above the threshold in backprojection image. In 

the current experiment, the threshold is set to 100. 

 

a)                       b) 

Fig.4 a) Input color image with trapezoidal reference 

area b) output image 

 

IV. Obstacle avoidance method 

The software of the obstacle avoidance algorithm 

uses two queues: a candidate queue and a reference 

queue. From the central line, we search a trapezoidal 

area. A trapezoid area is stored in the candidate queue if 

the two following conditions are satisfied: 

 

i) The sum of the value at the inner pixel is below 

the intensity threshold. 

ii) The angle δ of the nonparallel side and the 

longer parallel side is bigger than 45 degree.  

 

If a trapezoid is satisfied condition of the candidate 

queue, all pixel of current trapezoid gain weight at 

dimension of trapezoid. After trapezoid retrieval is over, 

a pixel is classified a reference queue if the weight of 

pixel is above the voting threshold. 

The reference queue is chosen to path area. The 

center point of the top horizon line is selected as the 

navigation point. After the navigation point is chosen, 

the turn angle θ is calculated to be 
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(7) 

 

Where NP: 0 0( , )u v is the navigation point, ,u v  

are width and height of image, respectively. 

 

Fig.5 Illustration of how the candidate queue is 

chosen. 

 

The turn angle θ inputs Eq. (6) and gets the 

predicted output data (the yaw angle of mobile robot) by 

system state equation. Until the error of current angle 

and destination angle is less than the past error, the turn 

angle input four times. In the current experiment, the 

intensity threshold is set to 5000. 

 

V. EXPERIMENT 

Fig. 6 shows some images and their results in 

several complex road environments. Fig 6 (a) shows a 

road image that include one red color area, which is 

candidate queue. NP1 (the naviga-tion point) is set to be 

central and avoid lane that exist left side of image.  

Fig.6 Experimental result 

Fig.7 Experimental result 

 

The pixel of blue line zone has over weight than 

weight threshold. As shown Fig.7, candidate queues of 

the left side are being dropped, because pixel’s weight is 

below the threshold. As a result, the right navigation 

point can be calculated successfully. 

 

VI. CONCLUSION 

This paper presented a method for obstacle detection 

and avoidance with a single color camera. The method 

performs in real-time and provides the path area, the 

navigation point, and the turn angle. Using the system 

state equation, the turn angle is closed to the destination 

yaw angle gradually. The system can be trained and has 

performed well in outdoor environments. 
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Cooperative Localization by using Knowledge of Self-organized Regularity
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Abstract: In this paper, a new localization approach for a team of robots which utilize emergent properties of their
formation is proposed.  At times, some of such a synchronized behavior generates spin-off effects that include
geometric patterns on them. Therefore, it seems to be a reasonable question whether it is possible to utilize the pattern.
Firstly, the authors discuss Takayama's control strategy which is proposed for target enclosure formation, which is a
typical formation for Robocup. Then they propose a simple and useful expansion of Monte Carlo localization to utilize
the emergent pattern of this formation. The proposed algorithms are confirmed by a series of computer simulations.

Keywords: Distributed Robots, Swarm Intelligence, Particle Filter

I. INTRODUCTION

Localization is an important issue for mobile

robotics. It requires to integrate a set of observed data

captured by different sensors. Bayesian approach is one

of the major approaches which sets up probabilistic

mathematical framework. Particle Filter is a non-

parametric probabilistic Bayesian approach which is

adequate for non Gaussian distribution of particles.

However, it needs larger amount of computational

resources than others. Generally, localization accuracy

is depended on robot’s behavior and task so on.

Therefore, when a robot cannot manage sufficient

computational resource for its localization by itself

multi robot cooperation seems to be a hopeful direction.

However, current multi robot cooperation for

localization methods indicates poor scalability.

In this paper, we discuss a new multi robot

localization approach which complements this weakness.

We assume that robots already know their collective

behavior which are emerged while they are at work.

Collective behavior is a bottom-up phenomena, for

example, Mexican wave. Generally, the phenomena is

more stable, the larger the group size is. Therefore, it

can be possible to make a new cooperative localization

approach by using this property which works well when

the group size is large. In this paper, we show an good

example and formulate its ability.

This paper is composed as follows. Firstly, we

explain Takayama’s target enclosure scheme which is

adopted as their work to generate collective behavior.

Also Monte Carlo Localization is explained which is the

algorithm to estimate a robot’s position. Then, a new

multi robot localization algorithm is proposed. Then, the

results of a series of computer simulation verify this

idea. As a result, the proposed algorithm can use target

as a new landmark with 

€ 

1/ n  times small variance.

Fig.1. Takayama’s Target Enclosure: dynamics

II. COOPERATIVE LOCALIZATION

2.1. Particle Filter(MCL)
A bunch of sensor fusion methods are introduced.

Multisensor fusion method based on particle filter is

called as MCL(Monte Carlo Localization).

MCL is an implementation of Bayes Filter which a

set of particles are used for representing probability

distribution. Let’s suppose current time is t. The set of

particle at t is

Fig.2. Takayama’s Target Enclosure: rules
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€ 

χ t := xt
[1],xt

[2],...,xt
[M ] (1).

Each particle represents a hypothesis about state of its
robot. Here, a hypothesis means robot’s position and
direction in 2D space, namely 

€ 

(x,y,θ) .
The a set of particle is updated by the step. A single
update procedure is composed the following 3 sub
procedures.
Step1) sampling
The new particle set 

€ 

xt
[m ] is generated by the last

particle set 

€ 

xt−1
[m ] and the control signal at t 

€ 

ut . We
supposed that each robot has crawler so that 

€ 

xt
[m ] is

calculated by [2] and 

€ 

ut=

€ 

(v,ω) . The set of new
particles are called as 

€ 

χ t

Step2) Evaluation
In this step each particle of 

€ 

χ t
 is evaluated. The

likelihood of each particle

€ 

wt
[m ] is calculated. Let’s

suppose there are J landmarks on map L, which location
is known. The 

€ 

wt
[m ] is calculated by the probability

€ 

p(zt xt
[m ],L j ) of observing 

€ 

zt=

€ 

(r,φ)  about j-th

landmark 

€ 

L j

€ 

(1≤ j ≤ J)  when it locates 

€ 

xt
[m ] as

follows.

€ 

wt
[ m]∗ = prob(r − ˆ r ) ⋅ prob(φ − ˆ φ ) (2)

where 

€ 

(ˆ r , ˆ φ ) is the true valu of j-th landmark 

€ 

L j  and
prob indicates a error function.
Step3) Resampling
The new set of particle 

€ 

χ t  is generated by 

€ 

χ t
 We adopt

roulette selection. The selection probability of  m-th
particle is 

€ 

wt
[m ].

2.2. Particle Filter(MCL)
A bunch of sensor fusion methods based on

Bayesian approach are introduced [1]. Relative

distance[3], rendezvous probability[4] transmitted are

utilized for new evaluation criteria of equation (2). [5]

proposes a camera system which uses transmitted

particle for new candidates. It works well but all of

these previous works supposed that each robot can

identify all other robots. It makes serious problems

when robots move fast and when they work in closed

order. Basically, larger number of robots there are in a

team, it makes harder to recognize a particular

teammate.

III. THE PROPOSED ALGORITHM

3.1. Collective Behavior and Bottom Up Properties
By the above summary the following idea comes up

naturally. If some properties which get more reliable as

increase of the number of robots are utilized, the robots

can expect more accurate localization by using

equation(2). Generally speaking, collective phenomena

is occurred when many objects interact, for example,

jam, Mexican wave. As known well, it is more difficult

to emerge such character when the number of people in

stadium is small so that this collective phenomena

seems to be a good candidate for the robust property for

localization of dense robots. For this purpose, we

assume the following. Normally, these phenomena

occur by chance and it is not intentional act. However,

in this paper, we suppose that all of robots agree that

they take some action to generate such collective pattern.

More over, all of them know the bottom up pattern

before hand.

3.2. Target Enclosure Behavior
In this paper, target enclosure behavior proposed by

takayama [6] is adopted in exemplification of this new

multi robot localization framework. Takayama proposes

interesting simple rule for target enclosure in 2D plane.

Let’s suppose that n nonholonomic robots try to enclose

a target at origin (see Fig.1). These robots are numbered

counterclockwise. They propose the following control

method.

€ 

vi = fβ i (3)

€ 

ω i = vi / r − k cosα i (4)

The 

€ 

Pi  , 

€ 

vi and 

€ 

ω i  denote i-th robot , its control

speed 

€ 

vi, and angular velocity respectively. This rule

uses 2 angle information, 

€ 

α i ,

€ 

β i (see Fig.2) and relative

distance to the target. 

€ 

k, f > 0  are gain parameters.

According this rule, the robots form a circle path around

the target(see Fig.3).

Fig.3 a scene of the target
enclosure behavior. (i) An
initial state

(ii) A convergence state

Therefore, the following characteristics could be

observable when this circular formation succeeds.

(E1) the relative distance to the target should be kept 

€ 

r .

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 161



(E2) the relative angle 

€ 

α i to the target should be kept

€ 

π /2(by tangent line theorem).

(E3) the relative angle to its neighborhood should be

equalized.

Fig.4. The proposed algorithm

Fig.5. The simulation environment

3.3. Proposed algorithm

By these 3 information, the localization algorithm is

proposed(Fig.4). This algorithm composes of 3 stages.

Firstly, each robot

€ 

Pi  deduces its position 

€ 

xit  by

average of its own particles

€ 

xit
[m] . Next, by transmitting

the deduced position each other, the position of target

€ 

Tt  is estimated by averaging the set of position of them,

namely 

€ 

Tt = 1/n xi t∑ .

 At the third step, in MCL, the particle 

€ 

xt
[m]  is

evaluated by this information about the target and its

observation 

€ 

zt  more than the landmark information

€ 

L j .

€ 

wt
[m] = prob(Tr − r ) ⋅ prob(Tφ − π / 2)

         ⋅ prob(r − ˆ r ) ⋅ prob(φ − ˆ φ )

(5)

€ 

Tr = (Tx − x)
2 + (Ty − y)

2 (6)

€ 

Tφ = atan2(Ty − y,Tx − x) −θ (7)

where 

€ 

Tt  is the distance to the target when 

€ 

Pi  locates
at 

€ 

xt
[m ], and 

€ 

Tφ  indicates the angle to the target 

€ 

Tt
when 

€ 

Pi  is at 

€ 

xt
[m ].

IV. EXPERIMENTS

4.1. Accuracy of the target position
Our algorithm consists of 3 steps, and the first 2 steps

estimates the target location by averaging of all of

robots position. Firstly, the results of estimation of the

target location are shown(Table.3.2).

 We build the simulation (see Fig.5). Each robot is

simplified as a 40cm diameter cylinder. The 12m x 12m

rectangle field is surrounded by the same shape objects

as wall. There are 4 landmarks at each corner of this

field. At the center of the field, the target is set. The 

€ 

r 
sets 3m. All sensors installed at a robot contains realistic

nose. Any measure of the distance suffers Gaussian nose

with variance of 1m 

€ 

N (0,1.0) , on the other hand,

€ 

N (0,0.01rad)  Gaussian noise comes to be mixed in any

measure of angle.

 Fig.6 shows the error of the estimation of target

location by the proposed method (blue) and the error of

the estimation by an isolated robot (red). The x axis

means the time progress (step). Table 1 shows the

statistic of the result.   

 Fig.6 says that the proposed method can estimate the

target location more accurate than that of a single robot.

Additionally, this method can provide the good quality

information immediately on starting to enclose the

target.

 The estimation of target location is average of

members’ location. Therefore, the improvement seems

to be getting large as the increase of the number of

robots. Let’s suppose that the standard deviation of error

of distance to one of landmark is 

€ 

σ L . Also 

€ 

σ X  and

€ 

σT  denote the standard deviation of error of

localization of a robot and estimation of the target,

respectively. An isolated robot uses landmarks only to

estimate its position so that

€ 

σ X =σ L                   (8)

If each of the above estimation is independent, 

€ 

σT
2

can be written as follows，

     (9).

Then, we get

(10)
€ 

σT
2 =

1
n

σ X
2

∑

€ 

σT =σ X / n
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Therefore, we can conclude that the proposed method

can provide a 

€ 

1/ n  time more stable target location

estimation than that by a single isolated robot.

 Table 1 shows the results of that by a single robot (left

column), by 5 robots team(the center column), and 8

robots team (the right column). 

€ 

σT  of single robot is

0.5004. On the other hand, 

€ 

σT  of 5 robots team and

8robots team are 0.2323 and 0.1836 respectively. These

results about the improvement fit the above discussion

because 

€ 

1 5 =0.4472 ≒  0.4642=(0.2323/0.5004)

and 

€ 

1 8 =0.3535 ≒ 0.3669=(0.1836 /0.5004)

Therefore, the proposed algorithm in n robots can

estimate the target location with 

€ 

σ L / n  deviation.

4.2. Accuracy of Proposed localization Algorithm

Finally, we show the total performance of the

proposed method. 

€ 

r =3m. A simulation runs 3000 steps.

Table 2 shows the statistics of the robot’s location

estimation error of the last 2000 steps. The left column

indicates localization error by a single isolated robot.

The center and the right column mean that by 5 robots

team and by 8 robots team, respectively. The 5 robots

team can get better estimation (0.2618 m) than that of a

single robot.(0.3356 m) Moreover, the 8 robots team can

get more better estimation than that of 5 robots team.

Fig.6. The error of the estimation of the target location
by the proposed method.

Table 1. The statistics of the estimation error of the
target location by the proposed method.

(meter) estimation by
 an isolated 

robot

the proposed
 by 5 robot

 team

the proposed
 by 8 robot

 team
error average 0.5004 0.2323 0.1836
deviation of
error 0.311 0.124 0.111
distribution of
error 0.097154 0.015556 0.012502
the number of
samples 3000 3000 3000
the worst
error 3.1432 0.7945 0.9241
the best
estimation 0.0243 0.0011 0.0023

Table 2. The statistics of the estimation error of robot
location.

(meter) an isolated
robot

the
proposed(5

robots)

the
proposed(8

robots)
error average 0.3356 0.2618 0.2574
deviation of
error 0.021274 0.021094 0.023420
the worst
error 0.9005 0.9856 1.0394
the best
estimation 0.0069 0.0023 0.0053

V. CONCLUSION

In this paper, we proposed a new multi robot

localization approach by using collective behavior

which are emerged while they are at work. The results

of a series of computer simulation based on Takayama’s

target enclosure scheme verify this idea. Then this

cooperative localization approach by using this bottom-

up property which works well. Especially, the proposed

algorithm can use target as a new landmark with 

€ 

1/ n
times small variance. Therefore, we hope that this

framework could complement the low scalability of

traditional multi robot cooperative localization.
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Abstract: Statistical algorithms for collaborative multi-robot localization have been proposed using particle filter. In 

these algorithms, with synchronizing each robot’s belief or exchanging particle of robots each other, fast and accurate 

localizations are attained. These algorithms assume correctness of recognition of other robots, and influence of 

recognition error is not discussed. However, if the recognition of other robots is wrong, a large amount of error in 

localization may occur. This paper explains this problem. Furthermore, an algorithm for collaborative multi-robots 

localization is proposed to cope with this problem. In the proposed algorithm, particles in a robot are sent to other 

robots according to measurement result in the sending robot, at the same time, some particles remain in the sending 

robot. Received particles from other robots are evaluated using measurement result in the receiving robot. The 

proposed method is tolerant to recognition error by remaining particles and twice evaluations of exchanging particles in 

sending robot and receiving robot, and if there is no recognition error, the proposed method increases accuracy of 

estimation by these twice evaluations. These properties of the proposed method are argued mathematically. Simulation 

results show that mistakes of recognition of other robots does not cause serious problem in the proposed method.   

 

Keywords: Multi-Robot Localization, Particle Filter, Localization, Collaborative Multi-Robot System 

 

I. INTRODUCTION 

Localization of mobile robot using sensors is 

considered to be one of the most important problems in 

mobile robotics, and probabilistic methods have been 

proposed [1]. Probabilistic methods are expected to be 

robust for sensor noise or some inappropriate sensor 

information. The Kalman filter and Monte Carlo 

Localization (MCL) are widely used for probabilistic 

localization [1]. These are based on Markov localization 

[2],[3],[4],[5]. MCL uses particle filter that consists of 

possible positions of a robot [6],[7],[8].  

In a multi-robot system, each robot can recognize 

other robots as mobile landmarks for localization and 

know relative positions of other robots by using sensors, 

and each robot can know the estimation results of 

locations in other robots by communication. In this 

situation, the accuracy of localization may increase and 

the calculation time may decrease by collaborating 

information of robots. For example, there are such 

collaborative methods by using geometrical group 

configuration of robots. Nakamura et al.[9] propose a 

localization method for mobile robots using geometrical 

constraints of observed robots and landmarks in the 

environment. Also, Kurazume et al. propose CPS 

(Cooperative Positioning System) [10]. In CPS, robots 

are divided into two groups, and while robots in one 

group are moving, robots in another group are stationary 

as landmarks.  

On the other hand, there are methods by unifying 

localizations of robots. In these methods, first, each 

robot localizes own position independently without 

information of other robots, and then localization 

information of robots are exchanged and unified. Using 

Kalman filter, Bahr et al. [11] propose a method for 

cooperative localization. This method combines 

multiple estimations. In general, Kalman filter assumes 

the distribution of noise to be Gaussian. In particle filter, 

there are few assumptions about distribution of noise. In 

this paper, robot localization problem using particle 

filter is discussed.  

Fox et al.[12],[13] propose a method for 

collaborative multi-robot localization using particle 

filter. In this method, each robot’s belief is synchronized 

whenever one robot detects another. With this 

collaboration, faster calculation and higher accuracy of 

localization is obtained. Gasparri et al. [14] propose 

another method, in which particles and sensor 

information are exchanged if these weights exceed a 

threshold.  

In these probabilistic collaborative multi-

localization algorithms using particle filter, recognition 

of other robots is assumed to be correct, and influence 

of recognition error of other robot is not discussed. 

However, recognition of other robots is difficult in some 
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cases. For example, in a case that a robot recognizes 

other robot using laser range sensors and shapes of 

robots are similar, it is difficult to distinguish robots. 

This may cause a serious problem for localization. This 

paper discusses this problem. 

To cope with this problem, a new algorithm for 

probabilistic collaborative multi-robot localization is 

proposed. In the proposed algorithm, particles in a robot 

are sent to other robots according to measurement result 

in the sending robot, at the same time, some particles 

remain in the sending robot. Received particles from 

other robots are evaluated using measurement result in 

the receiving robot. With remaining particle, 

localization results are expected to be tolerant to 

recognition error of other robot, and with twice 

evaluation of exchanging particles in sending robot and 

receiving robot, high accuracy is expected. These 

properties of the proposed method are argued 

mathematically and confirmed by simulation in this 

paper. 

II. OUTLINE OF SOME CONVENTIONAL 

ALGORITHMS FOR COLLABORATIVE 

MULTI-ROBOT LOCALIZATION 

First, the outline of MCL without collaboration is 

presented [1]. Here, the only one robot is considered. 

MCL is a probabilistic method and uses particle filter to 

represent the probability of location of robot that is 

called belief. Belief is the probability ( )tbel =x  

( )t t tp | , ,x u z  where 
tx  is the location of robot at the 

time t  and ( )t t t tx y θ= , ,x . 
tu is input data such as 

behavior of robot, and 
tz  is measurement data by 

sensors of robot. Precisely, there are two types of belief, 

that is, prior belief and posterior belief. ( )tbel x  means 

posterior belief and prior belief is denoted by ( )tbel− x . 

Particle filter represents above probability 

distributions by particles. Current set 
tX  of particles is 

obtained as follows. For each particle ( )

1 1

k

t tX− −∈x  

(1 )k M≤ ≤ , another set 
tX
−  of particles is made 

according to the motion model ( )

1( )k

t t tp −| ,x u x .   

tX
− represents prior belief ( )tbel− x , expressed by 

( )t tX bel− −≈ x . For each ( )k
t tX

−∈x (1 )k M≤ ≤ , a 

weight ( ) ( )( )k k
tt tw p= |z x is calculated according to 

measurement model ( )t tp |z x . 

Finally, M particles are selected randomly from 

tX
− with probability proportional to its weight, and 

tX  

consists of these M particles with ( )t t t tX p≈ | ,x u z . 

Fox et al. [13] have expanded algorithms for multi-

robot by using this MCL. They denote N is the number 

of robots, 
id  is the data gathered by robot i  and 

nx  

is the location of robot n . 
id  consists of odometry 

measurements, environmental measurements and 

detections by robot i . When robot j  recognizes other 

robot i , information about the location of robot i  

relative to robot j  is sent to robot i  from robot j , 

and ( )i tbel ,x  is calculated as below. 

( )i tbel ,x ( ) ( )i t i t i t j tp d p d, , , ,= | |x x  

1( ) ( ) ( )i t i t i t j t j t j t j t j tp d p r p d d, , , , , , , − ,= | | , | ,∫x x x x x    (1) 

where 
j tr ,

 is a detection variable showing relative 

position of robot i  from robot j . 

Gasparri et al. have proposed another algorithm for 

collaborative multi-robot localization [14]. Particles in 

each robot are exchanged if these weights exceed some 

threshold, under the assumption that recognitions of 

robots are correct. 

III. THE PROBLEM OF RECOGNITION 

ERROR OF OTHER ROBOTS 

The conventional collaborative multi-robot 

localization methods assume that recognition of a robot 

from other robot is correct. That is, the robot number of 

robot i  is recognized as i  correctly from robot j . In a 

multi-robot system, many robots with the same shape 

are used. In that case, recognition of a robot from other 

robot is difficult. In the case that initial positions of all 

robots are known, a robot can recognize other robots by 

tracing positions of other robots successively using laser 

sensors of the robot. However, if other two robots are 

very near, these robots cannot be distinguished by the 

robot and recognition of other robots may fail.  

In the method proposed by Fox et al., probabilities 

of localizations of robots are collected and multiplied 

and the probability of localization of a robot is obtained 

as (1). However, if recognition of a robot from another 

robot is wrong, collected probability from wrong 

recognized robot may be very small and the probability 

of localization of a robot is also very small. In (1), if 

robot i′  is recognized as robot i  incorrectly, ( )i tbel ,x  

( ) ( )i t i t i t j tp d p d′, , , ,= | |x x  and this may become very 

small.  

In the case that the recognized robot location is far 

from the correct robot location, the probability of 

localization may be almost zero. In this case, the 

probability of location cannot be calculated correctly 

and estimated location of a robot may be very far from 

the correct location and this causes a serious problem.  

In the case that the recognized robot location is near 

to the correct robot location, the estimation error of 
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location is not very large. However, as the distance 

between the correct robot location and the wrong 

recognized robot is larger, the estimation error of 

location becomes large. 

 

IV. THE PROPOSED ALGORITHM 

To cope with the problem described in the previous 

section, a new algorithm for collaborative multi-root 

localization is required. Recently the accuracy of laser 

range sensor is very high, therefore we assume that 

there is no error about measurements for relative 

position from a robot to another robot. Additionally, we 

assume that there is no communication delay between 

robots. In the proposed algorithm, particles of robots are 

exchanged. Some particles are selected according to 

their weights determined by perception using sensors. 

Selected particle are sent to another robot and weights 

of these particles are evaluated again by using sensors 

of another robot. These particles are evaluated twice at 

sending robot and receiving robot. Some particles 

remain in the sending robot. If detection of another 

robot is wrong, weight of received particle is very small, 

and detection error is not harmful for localization by 

using remained particles. If detection of another robot is 

correct, weight of particle is evaluated in two robots, 

and improvement of accuracy of localization is expected.  

The number of robots is assumed to be N . Robot   

has a set of M particles (1) (2) ( )… M

i t i t i t i tX { }, , , ,= , , ,x x x  at the 

time t  which represents ( ) ( )i t i t i t i tbel p, , , ,= | ,x x u z , 

where ( )i t i i ix y θ, = , ,x .  

In the same way, (1) (2) ( )… M
i t i t i ti tX { }−
, , ,, = , , ,x x x  

represents ( )i tbel− ,x , that is, ( )i t i tX bel− −
, ,≈ .x  A weight 

of ( )k
i t,x  is denoted by ( )k

i tw ,
, that is, ( ) ( )( )k k

i ti t i tw p ,, ,= |z x .  

The relative position of robot j  from robot i  can 

be represented as ( )ij ij ij ijx y θ= , ,s , and ideally 
j =x  

i ij+x s . In this paper, 
ijs  is assumed to be correct and 

( )j i ijp | ,x x s  is assumed to be Dirac delta function, then 

( )j i i ijp | , , =x u z s ( ( )) ( )j i ij i i i ip dδ − + | ,∫ x x s x u z x  

       ( )j ij i ip= − | , .x s u z            (2) 

In robot i , 
0(1 ) ( 1)p M N− / − particles (

00 1p< < ) 

are selected from 
i tX −
,

 according to their weights. 

These particles are considered to represent 

( )i t i t i tp , , ,| ,x u z . For each selected particle ( )k
i t,x , 

( ) ( )
ˆ
k k
j t i t ij t, , ,= + sx x is calculated. The set ˆ

ij tX ,
 of these ( )

ˆ
k
j t,x  

represents ( )j t i t i t ij tp , , , ,| , ,x u z s . Then ˆ
ij tX ,

 is sent to 

robot j  from robot i . In the same way, robot i  

receives a set ˆ
ji tX ,

 of particles from robot j . The 

number of received particles in robot i  is 
0(1 )p M− . 

Whereas a set 
iR  of 

0p M particles remains in robot i , 

which are selected from 
i tX −
,
 according to their weight. 

In robot i , a weight for each received particle is 

calculated according to the measurement model. 

Particles remained in i  and received particles are 

collected as the disjoint union : ˆ
i t i ji tj i

X R X, ,≠
= ∪∪ . 

M particles are resampled from 
i tX ,

 according to 

its weight, and 
i tX ,ɶ  is produced. 

i tX ,ɶ represents 

current position of robot i . 

Probabilistic property of the proposed method will 

be discussed mathematically. In probabilistic expression, 

0[ ( )i t i t i t i tp pX η, , , ,≈ ⋅ | ,x u zɶ   

01
( ) ( )]

1
i t i t i t i t j t j t ji t

j i

p
p p

N
, , , , , , ,

≠

−
+ | , | , , ,

− ∑ x u z x u z s   (3) 

 

whereη  is the normalization coefficient for probability 

distribution. 

When abilities of sensors of robots are almost the 

same and relative position of robots j ’s from robot i  

are estimated correctly, the second term of (3) have 

smaller standard deviation than that of the first term of 

the equation and the estimation of position of robot i  

is expected to be more accurate than the original 

estimation. 

For example, ( )i t i t i tp , , ,| ,x u z and 

( )i t j t j t ji tp , , , ,| , ,x u z s are assumed to be normal 

distribution with mean value being true value 

ˆˆ( )ˆˆ i t i i i
yx θ, = , ,x  for the location of robot i . 

( )i t i t i tp , , ,| ,x u z
11

2
exp ( ) ( )ˆ ˆ

T
i t i ti t i i tη − 

 , ,, , 
= − − Σ − ,x xx x (4) 

where η  is normalization coefficient and 
iΣ  is the 

covariance matrix assumed to be a diagonal matrix 
2 2 2

i i i idiag{ }σ σ µΣ = , ,  with diagonal elements 
2 2 2

i i iσ σ µ, , , and 

( )i t j t j t ji tp , , , ,| , ,x u z s
11

2
exp ( ) ( )ˆ ˆ

T
i t i tjii t i tη − 

 , ,, ,  
Σ= − − − ,x xx x (5) 

where η  is another normalization coefficient and 
jiΣ  

is the covariance matrix assumed to be 
2 2 2

ji ji ji jidiag{ }σ σ µΣ = , , . 

Then, ( ) ( )i t i t i t i t j t j t ji tp p, , , , , , ,| , | , , =x u z x u z s  
1 11

2
exp ( )( )( )ˆ ˆ

T
i t i ti t i ji i tη  − − 

  , ,, ,  
− − Σ +Σ −x xx x  and the 

covariance matrix is 1 1 1( )
i ji

− − −Σ +Σ =  

2 2 1 2 2 1 2 2 1( ) ( ) ( )
i ji i ji i ji

diag{ }σ σ σ σ µ µ− − − − − − − − −+ , + , + . Since 
2 2 1 2( )i ji iσ σ σ− − −+ < , the standard deviation of the second 

term of (3) becomes smaller than that of the first term, 

and the localization is expected to be more accurate. 

Especially when 
i ijσ σ≈  and 

i ijµ µ≈ , standard 

deviation becomes 2 2 1 2( ) 2i ji iσ σ σ− − − /+ ≈ / . 

Now the problem of the previous section is 

discussed in the proposed algorithm. Robot i  detects 
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another robot j  by using sensor. We consider the case 

that robot j  is recognized incorrectly as robot j′ . 
Proposed method works well under these conditions. 

If there is a recognition error of robot as above, the 

corresponding summand in the second term of (3) 

becomes ( ) ( )i t i t i t i t j t j t j i tp p ′, , , , , , ,| , | , ,x u z x u z s  and may 

be very small. Then, remaining parts of the equation (in 

the case all recognitions are wrong, only the first term 

( )i t i t i tp , , ,| ,x u z ) are not small and correct estimation is 

done from the remaining part. This can be seen as below. 

( )i t i t i tp , , ,| ,x u z  and ( )i t j t j t j i tp ′, , , ,| , ,x u z s  are assumed 

to be normal distributions as above (4),(5). But in this 

case, from (2), ( )i t j t j t j i tp ′, , , ,| , , =x u z s ( )i j i j jp ′− | , =x s u z  
11

2
exp[ ( ) ( ) ]ˆ ˆ

T
ijj t ijj tjii t i tη −

′ ′, ,, ,Σ− − − ,x xx x where ˆ ijj t′, =x  

( )ˆ ˆ ˆi t j t j t′, , ,− − =x x x ˆˆ( )ˆ ijj ijj ijj
yx θ′ ′ ′, , .  If 

ji iΣ ≈ Σ , and 
iΣ  is 

assumed as above, 

 

   
2 2 2 21

2

2 2 2 2 2

2 2 2 2 2 21
4

( ) ( )

ˆexp (( ) ( ) ) (( )ˆ ˆ

ˆ ˆˆ( ) ) (( ) ( ) ) ]

ˆ ˆˆ ˆexp[ ( ) ( ) ( ) ]ˆ ˆ

i t i t i t i t j t j t j i t

i ijji i i i i

i i i i iijj i ijj

j j i i ij j j j

p p

{ x x y yx x

y }y

{ }y yx x

η σ

σ θ θ µθ θ

η σ σ µθ θ

′, , , , , , ,

−
′

− −
′ ′

− − −
′ ′ ′

| , | , , ≈

− − + − + − +

− + − + −

≤ − − + − + − .

x u z x u z s

 

 

 

The last inequality is obtained from the inequality 
2 2 21

2
( ) ( )a b a b+ ≥ −  for arbitrary real numbers a b, .  

In the case that wrong recognized robot j′  is apart 

from robot j , 2( )ˆ ˆj jx x′ − , 2ˆ ˆ( )
j j
y y′ −  becomes very 

large, hence ( ) ( )i t i t i t i t j t j t j i tp p ′, , , , , , ,| , | , ,x u z x u z s becomes 

very small. 

V. SIMULATION 

The effectiveness of the proposed method is 

confirmed in this section by computer simulation. Each 

robot knows the precise locations of landmarks and 

makes a map of the field. Behaviors of each robot are 

assumed to be two : straight moving and pivoting 

(rotation in place). One of these two behaviors is 

selected randomly in each time. In this experiment, five 

robots are used.  

The comparison result of the proposed method and 

conventional MCL without collaboration is shown in 

Fig. 1. The horizontal axis shows the number of 

particles and the vertical axis shows the estimation error 

between estimated location and true location. In this 

simulation, there assumes to be no recognition error of 

robots, and 
0 0 85p = . . Simulations are executed with 

150 trials. Lines without markers show the results of 

conventional estimation. Lines with markers show the 

results of the proposed method.  

 

 
 

Fig.1. Estimation error and number of particles 

 

Average of estimation error of the proposed method 

is better than that of conventional method. The proposed 

method needs less number of particles than 

conventional method for attaining the same average of 

estimation error. For example, seeing the horizontal line 

of estimation error 30cm, the number of particles 

required for attaining the average of estimation error 

less than 30cm is approximately 90 in the proposed 

method. However, that number is approximately 1050 in 

the conventional method.  

 

 
Fig.2. Estimation error and recognition error 

 

The relation of estimation error and recognition 

error probability is shown in Fig. 2. The number of 

particles is 320 and 
0 0 85p = .  as before, and the 

number of trials is 150. The recognition error 

probability is varied between 0 0.  and 1 0. . As an 

implementation of recognition error of other robots at 

robot i  in the simulation, a wrong robot j′  is 

selected randomly except robot i  and the correct robot 
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j . Particles for exchange are sent to robot j′  instead 

of robot j . 

In Fig. 2, vertical axis shows estimation error and 

horizontal axis shows recognition error probability. The 

horizontal line with 31cm shows the estimation error of 

conventional MCL without collaboration in the case that 

the number of particles is 320.  

When there is no recognition error of robots, the 

average of estimation error is 25cm and minimum 

among all recognition error probability. When all 

recognitions of robots are wrong, the average of 

estimation error is 34cm and maximum. Even if 

recognition error probability is 95%, estimation error of 

the proposed method is better than that of conventional 

MCL without collaboration. This result shows that the 

proposed method improves estimation error of 

localization by collaboration, unless recognition error 

probability is almost 100%.  

These simulation results confirm the effectiveness of 

proposed method under the condition of existence of 

recognition error of robots. 

 

VI. CONCLUSION 

In this paper, the problem of recognition error of 

robots in localization of multi-robots has been discussed. 

The discussion has shown that if the recognition of 

other robots is wrong, a large amount of error in 

localization may occur. Then, a new algorithm for 

collaborative multi-robot localization using particle 

filter has been proposed to cope with this problem. In 

the proposed method, particles in a robot are sent to 

other robots according to measurement result in the 

sending robot, at the same time, some particles remain 

in the sending robot. Received particles from other 

robots are evaluated by using measurement result in the 

receiving robot. The proposed method copes with 

recognition error by remaining particles in sending 

robot, and increases accuracy of estimation by twice 

evaluation of exchanging particles in sending robot and 

receiving robot.  

By simulations, estimation errors of localization of 

the proposed method and conventional MCL without 

collaboration have been compared. From the simulation 

with recognition error, even if there are many 

recognition errors, estimation error of the proposed 

method is better than that of conventional MCL without 

collaboration. From the simulation without recognition 

error, the accuracy of localization of the proposed 

method is better than that of the conventional method, if 

the numbers of particles are the same. In addition, the 

proposed method needs less number of particles than 

the conventional method for attaining the same accuracy 

of estimation, and this shows that the execution time of 

the proposed method can be faster than the conventional 

method with the same estimation error.  

From these results, the proposed method is tolerant 

to recognition error and accurate for multi-robot 

localization. 
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Abstract: In the application of a mobile robot, we generally pay more attention on the navigation. In this paper, we 
study the visual based navigation for a mobile robot. We assume that we set the moving trace with some simple marks. 
Based on the image processing, the robot can extract the moving trace and realize self-location. At the same time, 
combing with some logic algorithms, the robot can reach the target point. Here, we try to find how to extract the visual 
signal from the simple continuous landmarks. 
 
Keywords: Image processing, Navigation, Mobile robot. 

 
 

I. INTRODUCTION 

Navigation is the important part to develop a mobile 
robot. After we complete the development of the 
fundamental functions, such as the basic motor control 
etc. We will consider how to make the robot reach 
specified target. Till now, many solutions have been 
developed for the navigation. Considering the reliability 
and repeatability, we pay more attention on the visual 
navigation. 

For the visual navigation, the robot uses the visual 
signal to control navigation. The robot captured the 
images with the CCD camera. By special image 
processing technique, the target signal is extracted. That 
means the target signal is important for the visual based 
navigation. But it is not easily to extract the target signal 
under any environments based on present image 
processing techniques. This is because the background 
is always changed when the robot is moving. 
Sometimes, some objects similar to the target will 
appear in the background. The robot will make mistakes 
if the algorithms are not robust enough. Moreover, the 
lighting conditions are changed as the robot moves. 
Most of important, some landmarks will be missed if 
the robot move at different speed. In view of those 
problems, there are many things to be studied before the 
robot can realize reliable visual based navigations. 

In this paper, we pay more attention on the route 
extraction. We assume that we set the moving trace with 
some simple marks based on our requirements. The 
route works like the continuous landmarks. By the 
image processing, the moving trace will be extracted 
and the robot can realize self-location. Moreover, it will 
also know the moving target. We will introduce how to 

extract the guideline from the common guideline 
settings. And we will also introduce how to mark the 
cross points, the horizontal line and vertical line. After 
the robot obtain those information, combined with some 
logic algorithms, we hope the robot can realize self-
location under some simple environments settings. 

 

II. ROUTE PLANNING 

For the navigation, it is necessary to perform route 
planning first. In real applications, generally we will 
meet following route planning. 

 
Figure 1 Route format sample 1 

In format sample 1, we only set the route simply. It 
is also the common setting for general applications. In 
this case, the robot has to recognize the crossing point 
automatically. 

 
Figure 2 Route format sample 2 

In format sample 2, the crossing points are 
intentionally separated from the vertical line and 
horizontal line. 
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Figure 3 Route format sample 3 

In the format 3, it is a little different from sample 2. 
Here only the internal crossing points are considered. 

In the real applications, we will design various 
routes based on the requirements. But for the robot, it is 
necessary to separate the vertical line, the horizontal 
line and the crossing points. After the robot obtains 
those information, combining some sign landmarks, the 
robot will gradually realize the self location. 

Considering the geometric information of the route, 
we can separate the vertical line, horizontal line and 
crossing points. The results are shown as followings. 

 
Figure 4 The result of the sample 1 

 
Figure 5 The result of the sample 2 

 
Figure 6 The result of the sample 3 

In this process, we mark the vertical line, horizontal 
line and crossing point of different formats with 
different color. 

  

III. EXPERIMENTS 

The structure of our mobile robot is shown in figure 
7. 

Figure 7 The structure illustration of the mobile robot 
In the navigation development of our mobile robot, 

we only use the visual signal to control the robot to 
reach the specified target. The navigation route is set 
with the continuous landmarks. 

Till now artificial landmarks of red/yellow circle, 
triangle, cross and guideline were developed. Under 
normal lighting conditions, these landmarks can be 
recognized accurately. But under poor lighting or strong 
reflection conditions, because there were not enough 
pixels that can be extracted from the image taken by the 
CCD video camera, sometimes these landmarks can be 
detected but not be recognized. Figure 8 is the 
illustration of the red landmarks of triangle and cross 
that were recognized in recognition experiments. 

In real cases, it is normal that the characters of the 
sign landmarks can not be all extracted because various 
reasons, such as lighting, hiding, the interval of the 
camera to take the picture etc. It is necessary to use 
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compound sensors or compound image processing 
techniques for some important sign landmarks. 
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igure 8 The recognition illustration of some landmarks 
In order to find the guideline in any intervals when 

e robot is moving, the moving speed should be 
ntrolled based on the curvature of the guideline. 

ecause of the camera frame rate (NTSC 30fps) and 
e constants of the motors (20-30ms, experimentally 

termined from non-load step response), the cycle time 
r our control loop was impossible to be extended. The 
bot will miss some landmarks or the guideline if the 
bot moves at high speed when there is the curvature 
ange of the guideline or the locations of the 
ndmarks does not correspond the intervals effectively. 
 the practical applications, such cases can not be 
oided. In order to make the response in real time, the 
eed of the robot was controlled based on the curvature 
 the guideline. The robot can move at high speed 
hen it moves along the straight guideline. Otherwise, 
will move at low speed. Figure 9 is the illustration of 
lf-location for the robot when it is moving. One is the 
se of straight guideline, and another is the robot will 
ove along the curve line. The position and direction of 
e robot relative to the guideline were calculated in the 
al time. 
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igure 9 The illustration of the self-location in the 
visual servo control 

           

IV. CONCLUSION 

n this paper, we try to study how to control the 
ile robot with the visual signal. It is possible to 
ct the general map setting based on the image 
essing technique. By the image processing, the 
t can realize the self location. Moreover, the robot 
also separate the vertical line, the horizontal line 
the crossing points. Finally, we test the navigation 
r mobile robot with the visual signal.  
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Abstract: Volatility plays a key role for microstructure issues in the study of financial market. Stochastic Volatility 
(SV) models have been applied to the behavior study of financial variables. Two stock markets exist in China: 
Shanghai Stock exchange and Shenzhen Stock exchange. As emerging stock markets, investors are increasingly 
concerned about volatilities of these two stock markets. We introduce briefly how to estimate SV models using Markov 
chain Monte Carlo (MCMC) method. In order to do full and comprehensive analyses of the volatilities of stock returns, 
we estimate SV models using most of the historical data and different data frequencies of the two Chinese markets. We 
find that estimated values of volatility parameters are very high for all data frequencies. It suggests that stock returns 
are extremely volatile even at long term intervals in Chinese markets.  
 
Keywords: MCMC Method, Volatility, Stock returns, Chinese markets. 
 
 
 

I. INTRODUCTION 
Volatility plays a key role for financial market 

microstructure issue. This gives rise to strong interest in 
volatility model which describes the evolution of 
conditional variance of the time-series variable.  

There are essentially two types of models for 
describing the dynamics of volatility. One is GARCH 
model, and the other is SV models. 

GARCH model considers only one source of 
uncertainty, but SV model introduces the additional 
innovation to the conditional variance equation so that 
they are much more flexible than ARCH or GARCH 
models [1].   

There are two stock markets in China: Shanghai 
Stock exchange and Shenzhen Stock exchange. Many 
want to know Chinese stock markets’ volatility. 

In this paper, we primarily apply SV models to 
describe the behavior of volatility for different 
frequencies data for Chinese stock returns. In order to 
compare the results form SV models with other models, 
we also estimate stock returns’ volatility with GARCH 
models.  

The first contribution is that our analyses almost 
cover all historical data of Chinese stock markets, 
providing a full description about volatility. The second 
contribution of this paper is that we set and estimate SV 
models for different data frequencies, so we give very 
comprehensive analyses for the behaviors of volatilities 
of stock returns.  

The rest of the paper is outlined as follows. In section 
2, we introduce the basic principle and framework of SV 
models. Section 3 applies SV models, together with 
GARCH models, to analysis of Chinese stock returns, 

and then provides and discusses the estimated results. A 
final section concludes. 

 

II. SV MODELS  

1. The structure of volatility and GARCH model 
Before discussing how to estimate SV models, we 

briefly introduce the structure of a volatility and 
GARCH model. The structure of a volatility model can 
be described as 

 
( )t t tx μ θ ε= +                       (1) 

 
( )t t tzε σ θ=                         (2) 

 
In (1), the return tx  at time t is decomposed into a 

residual term tε  and a conditional mean ( )tμ θ  

According (2), the residual term tε  has volatility 
conditional on information set available at time t-1, 
denoted tσ . θ  is the vector of unknown parameters. 

The variable tz  will be assumed to follow some 
distribution with mean 0 and variance 1. 

The conditional variance of a GARCH is  
 

2 2 2
0

1 1

p q

t i t i j t j
i j

σ α α σ β ε− −
= =

= + +∑ ∑        (3) 

 
For this model to be well defined and the conditional 
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variance to be positive, the parameters must satisfy the 
following constraints: 

  

0 0α > ,  
 

0iα ≥ ,  
 

1, ,i p= L ,  
 

0jβ ≥ , and 
 

1, ,j q= L . 

2. Stochastic volatility 
Jacquier, Polson, and Rossi consider a model where 

the log 2
tσ  follows an AR (1) process with the error 

term tv  of volatility 2
tσ  [2, 3].  

 

t t tx μ ε= +                          (4) 
  

t t tzε σ=                             (5) 
 

2 2
0 1 1ln lnt t v tvσ α α σ σ−= + +            (6) 

3. Estimating SV models: MCMC method 
SV model is not estimated directly by Maximum 

Likelihood method because the process 2
tσ  is an 

unobservable variable. In this paper, we model stochastic 
volatility using MCMC method. 

Tsay gives great details to work for the above 
described with Gibbs sampling approach [4].  

 

III. STOCHASTIC VOLATILITY MODELS 
OF STOCK RETURNS IN CHINESE 
MARKETS: EMPIRICAL ANALYSIS 

1. Data 
As authoritative statistical indicators widely adopted 

by domestic and overseas investors in measuring the 
performance of Chinese stock markets, many indices are 
compiled and published by Shanghai and Shenzhen 
stock exchanges. We choose the composite index of 
Shanghai stock exchange spanning the period from Dec 
31, 1991 through Sep 30, 2009, and the component 
index of Shenzhen exchange, spanning the period from 
Jan 3, 1994 through Sep 30, 20091. 

For the observed sequence, t = 1, ……, T, we let 

1X  to be the last composite index of Shanghai stock 

exchange and 2X  to be the last component index of 

                                                           
 
1 Data is retrieved on Oct 20, 2009, from 
http://vip.stock.finance.sina.com.cn/. 

Shenzhen stock exchange. Then, we let 1Y  to be the 

returns of the composite index and 2Y  to be the returns 

of the component index. 1Y  and 2Y  are defined as 
follows. 

 

1tY = )/ln( 111 −tt XX                   (7) 
 

tY2 = )/ln( 122 −tt XX                   (8) 
 

In order to examine the features of stock indexes’ 
returns for different frequencies, we consider three 
frequencies: daily returns, monthly returns, and quarterly 
returns. Denote that 1

d
tY , 1

m
tY , and 1

q
tY  are Shanghai 

composite indexes’ daily log returns, monthly log returns, 
and quarterly log returns, respectively. Denote that 2

d
tY , 

2
m
tY , and 2

q
tY  are Shenzhen component indexes’ daily 

log returns, monthly log returns, and quarterly log 
returns, respectively. Each log return is measured in 
percent. 

2. Estimating GARCH models  
In contrast to SV models’ results, we estimate 

GARCH models for log returns using Maximum 
Likelihood method.  

For parsimony, we let mean equation equal to 
constant, hence, volatility model is  

  
2 2 2

0 1 1 1
G G G

t t tσ α α σ β ε− −= + +            (9) 
 
There are estimated values of 1

Gα in Table 1. 
 

Table 1. Estimating GARCH Models  
 1

Gα  

1
d
tY  1

m
tY  1

q
tY  

0.788 0.517 0.696 

2
d
tY  2

m
tY  2

q
tY  

0.891 0.702 0.838 
 

In Table 1, all estimates of volatility parameter, 

1
Gα , for different frequencies of two stock markets are 

statistically significant; in fact, their significant levels 
are all below 1%. The volatility parameter 1

Gα  
measures the persistence of volatility, namely, volatility 
clustering. This suggests that volatility of log returns is 
strongly serially correlated; in other words, this means 
that a large (positive or negative) return tends to be 
followed by another large (positive or negative) return. 
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3. Estimating SV models  
Consider SV models, 
  

2 2
0 1 1ln lnSV SV SV

t t v tvσ α α σ σ−= + +      (10) 
 

We run the Gibbs sampling for 10000 iterations for 
daily log returns, but for 2000 iterations for monthly log 
returns and quarterly log returns because of their small 
sample size relative to daily log returns. We discard 
results of the first 100 iterations in order to make 
remaining samples independent. 

 
Table 2. Estimating SV Models  

 1
SVα  

1
d
tY  1

m
tY  1

q
tY  

0.903 0.891 0.891 

2
d
tY  2

m
tY  2

q
tY  

0.889 0.857 0.889 
 

According our estimating, SV models provide 
improvements in model fitting relative to GARCH 
models since most of parameters are statistically 
significant. (Here we do not present the t-statistics of 
GARCH and SV models for parsimony.) From Table 2, 
we see that all estimated values of persistent parameters 

1
SVα  are larger than estimated values 1

Gα , the 
persistent parameters for GARCH models. This shows 
that in the case of SV models, the persistence of 
volatilities is high, relative to the case of GARCH 
models. In addition to high persistence in volatilities, 
there are almost identical estimated values of 1

SVα  for 
different frequencies in SV models, while estimated 
values of 1

Gα  for monthly log returns are apparently 
smaller than estimated values for other frequencies in 
GARCH models. 

4. Discussion 
Table 2 shows that log returns are extremely volatile 

for Chinese stock markets even with a long time interval.  
Lu, Ito, and Voges indicate that stock returns of 

Shenzhen component index exhibit long memory 
processes [5]. Lu and Ito find that there is a two-way 
feedback between Chinese two stock markets by using 
the expectational model to trace the response of a stock 
market to the other stock market [6]. These studies could 
suggest that high volatilities of stock markets could give 
rise to long memory or strong two-way feedback for 
stock market. Moreover, Lu and Ito have showed 
Chinese many macroeconomic series seem to turn out to 
be unstable [7]. Hence, this suggests that macro-
economic instability could cause the stock market to be 
extremely volatile. 

 
 

IV. CONCLUSION 
Volatility is very important issue for studying the 

behavior of stock markets. There are two stock markets 
in China: Shanghai Stock exchange and Shenzhen Stock 
exchange. As emerging stock markets, investors are 
increasingly concerned about volatilities of the two stock 
markets.  

We estimate SV and GARCH models of Chinese 
stock markets’ returns in this paper. 

According to our empirical analyses for Chinese 
stock markets, we show that SV models provide 
improvements in model fitting relative to GARCH 
models since most of parameters are statistically 
significant. Furthermore, for all data frequencies of 
Chinese stock markets, we find that estimated values of 
volatility parameters are very high for all frequencies’ 
data. This implies that log returns are extremely volatile 
even with a long time interval in Chinese stock markets.  
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Abstract: The limit cycle is one of the effective tools to analyze organizational behaviors. The authors discuss the 
background of this research, and explain the outline of the limit cycle. The organizational behavior and velocity 
history of all companies in the keiretsu of Mazda, Kansai Yokokai, are measured in this paper. Imasen Electric 
Industrial Co., Ltd, Hi-lex Corporation, and Tokai Corporation are excluded because of lack of data. The organiza-   
tional behaviors of all suppliers are divided into four patterns using new approach of the limit cycle, and the 
velocity history are measured in this paper. The authors concluded this paper by indicating the weak point of the 
limit cycle. 
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I. INTRODUCTION 

One of the essential issues in corporate management 
is how to analyze the organizational behaviors. All of 
statistical techniques are linear model. But most of the 
organizational bahaviors can be explained better by 
nonlinear model, because they are not linear. The main 
contribution of this paper is that the organiaitonal 
behavior is successfully divided into four different 
patterns using the limit cycle, and the velocity history of 
these companies have been measured. The managerial 
implication of the organizational behaviors and their 
velocity history are discussed. In this paper, the authors 
expalin the basic information of Yokokai, and measure 
the limit cycles and velocity history of all listed 
companies in the keiretsu of Mazda, Kansai Yokokai. In 
Section 2, the authors introduce a brief background of 
this research. The details of the limit cycle will be 
explained and all of the companies in the Kansai 
Yokokai have been measured in section 3. In section 4, 
the authors discuss the results. The authors summarize 
this paper in section 5. 

 

II. BACKGROUND 

New findings in physics and biology have 
discovered some examples of the chaos [1]. An original 

index developed in hydrology for the practical matter of 
determining optimum dam sizing for the Nile river’s 
volatile rain and drought conditions has been published 
in 1951 [2]. It is a typical nonlinear index and directly 
related to fractal dimension. In 1992, Tsuda I. et al 
found a chaotic pulsation in a finger’s capillary vessels 
in normal subjects and psychiatric patients, as well as 
cardiac chaos [3]. Generally, Chaos would be described 
as disorder state. But most of the recent findings 
showed us that chaos is driven by deterministic 
nonlinear processes, such as hydraulic flow and 
astronomical phenomena.  

Priesmeyer H. R. and Baik K. proposed a new 
method to discover the pattern of chaos in 1989 [4]. 
They noticed that organization have characteristic limit 
cycle like the human heart. Furthermore, Ito T. and 
Sakamoto M. successfully clarified the relationship 
between economic development and the velocity history 
of the typical companies in Japan using the limit cycle 
[5]. 

 

III. MEASUREMENT 

1. Data collection 
In order to discover the pattern of the organizational 

behaviors, the authors collected the data from the 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 176



keiretsu of Mazda. Like other keiretsu organization, 
there are three groups of suppliers, Kanto Yokokai, 
Kansai Yokokai and Nishinihon Yokokai. Kansai 
Yokokai is one of the most important groups in the 
keiretsu of Mazda. There are totally 26 listed companies 
in Kansai Yokokai. The authors focus their analysis on 
23 listed companies of Kansai Yokokai, all companies 
except Imasen Electric Industrial Co., Ltd, Hi-lex 
Corporation, and Tokai Corporation because of lack of 
datai.  

2. Results 
The authors measured the limited cycle and velocity 

history of all these companies using a computer 
program. Fig. 1 and Fig. 2 show the result of limit cycle 
and its velocity of the selected companies respectively. 

 

IV. DISCUSSIONS AND IMPLICATIONS 

In complex systems theory, a set of states, invariant 
under the dynamics, towards which neighboring states 
in a given basin of attraction asymptotically approach in 
the course of dynamic evolution, is called attractor. 
According to Priesmeyer, there are 4 patterns of chaos 
in the limit cycle. They can be expressed as Fig. 3 [6]. 

Compared Fig. 1 with Fig. 2, these companies can 
be divided into five parts. Sumitomo Electric Industries, 
Ltd., NTN Corporation, Bando Chemical Industries, 
Ltd., and Suminoe Textile Co., Ltd. can be considered 
as Period Two, because these limit cycles are very 
similar with straight lines. Aisan Industry Co., Ltd. and 
Chuo Spring Co., Ltd. can be regarded as Period Four. 
The limit cycles of these companies look like butterfly. 
And Ashimori Industry Co., Ltd., Exedy Corporation, 
Owari Precise Products Co., Ltd., Kawashima Selkon 
Textiles Co., Ltd., Seiren Co., Ltd., Daido Steel Co., 
Ltd., Daido Metal Co., Ltd., Tsubakimoto Chain 
Company, Denso Corporation, Tokai Rubber Industries, 
Ltd., NGK Spark Plug Co., Ltd., Matsushita Electric 
Industrial Co., Ltd. and Mitsuboshi Belting Ltd. can be 
divided into the group of Period Eight. The limit cycles 
of these companies look like chaos.  

Part of these companies is no equivalent for Fig. 3. 
For example, Toyoda Gosei Co., Ltd. can be regarded as 
behavior pattern between period One and Two. And 
Aichi Steel Corporation, ShinMaywa Industries, Ltd., 
and Sumitomo Metal Industries, Ltd. can be considered 
as a group between Period Four and Eight. (See Table 1) 

Toyoda Gosei Co., Ltd. is a wholly-owned 
subsidiary of Toyota. Its capital reaches 28 billion 
Japanese Yen. It experiences an annual oscillation that 
reflects proportional changes in performance. And Aichi 
Steel Corporation and Sumitomo Metal Industries, Ltd. 
produce specialty steel, forged products, electronic and 
magnetic parts, and rail automotive and machinery parts 
such as wheels and break disks, Tubes and pipes. 
ShinMaywa Industries, Ltd. is engaged in producing 
special purpose trucks, vacuum systems, automotive 
wire processing machines, environment systems. These 
companies are slightly different with other parts-maker. 
This difference may be considered as the reason why 
these companies differ from other companies. 

In order to understand the difference between Period 
Four and Eight, two typical companies such as Denso 
Corporation and Aisan Industry Co., Ltd. should be 
considered. Denso Corporation falls within the group of 
period eight with high-order chaos and unpredictable 
pattern. Priesmeyer once indicated that “Period 8 limit 
cycles are common in business. The result from 
turbulent external environments and management 
decisions made without knowledge of the structural 
patterns of change that bind the organization.” [6, p.35]. 
Denso Corporation is one of the important subsidiaries 
of the keiretsu of Toyota, separated from Toyota Motor 
Co., Ltd in 1949. Denso Corporation provides its 
products to not only Mazda, but also Toyota, Honda 
Motor Co., Ltd, Suzuki Motor Corporation and other 
automakers. Contrarily, Aisan Industry Co., Ltd. is also 
one of subsidiaries of Toyota. Compared Aisan Industry 
Co., Ltd. with Denso Corporation, the dependence from 
Toyota is very clear. This may be the reason why the 
behavior of Aisan differs from Denso Corporation.  

From Fig. 3, it is easy to find the same change in 
velocity history for Toyoda Gosei Co., Ltd. and Aisan 
Industry Co., Ltd. because they are both subsidiaries of 
Toyota. Basically, it is easy to find the same change of 
the velocity in the same group. 

The difference between these two companies can be 
expressed as follows. The first is the scale. The sales 
and ordinary profit of Denso Corporation reaches 
22,929 billion Japanese Yen and 2,021 billion Japanese 
Yen in 2006 while those of Aisan Industry Co., Ltd. are 
121 billion Japanese Yen and 6 billion Japanese Yenii.  

 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 177



 
 
 
 
 
 
 

-200000 -150000 -100000 -50000 50000 100000 150000 200000
salesdiff

-10000

-7500

-5000

-2500

2500

5000

7500

10000

rproffitdiff

-100000 -50000 50000 100000
salesdiff

-4000

-2000

2000

4000

6000

8000

rproffitdiff

-15000 -10000 -5000 5000 10000 15000
salesdiff

-1500

-1000

-500

500

1000

1500

rproffitdiff

 
Aisan Industry Co., Ltd.         Aichi Steel Corporation          Ashimori Industry Co., Ltd. 

 
 
 
 
 
 
 
 

-100000 100000 200000 300000 400000 500000
salesdiff

-40000

-20000

20000

40000

rproffitdiff

-40000 -20000 20000 40000
salesdiff

-100000

-50000

50000

100000

rproffitdiff

 
Sumitomo Electric Industries, Ltd.     Toyoda Gosei Co., Ltd.             

Fig.1 The limited cycle of selected companies in Yokokai. 
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Fig.2 The velocity history of selected companies in Yokokai.  
 

Table 1. Classification of all companies in Kansai Yokokai 
Period Companies 

Period One None 
Between Period One and Two Toyoda Gosei Co., Ltd. 
Period Two Sumitomo Electric Industries, Ltd. ,  NTN Corporation ,  

Bando Chemical Industries, Ltd., and Suminoe Textile Co., Ltd. 
Between Period Two and Four None 
Period Four Aisan Industry Co., Ltd. and Chuo Spring Co., Ltd. 
Between Period Four and Eight Aichi Steel Corporation ,  ShinMaywa Industries, Ltd. ,  a n d  

Sumitomo Metal Industries, Ltd. 
Period Eight Ashimori Industry Co., Ltd. ,  Exedy Corporation ,  

Owari Precise Products Co., Ltd., Kawashima Selkon Textiles Co., Ltd., 
Seiren Co., Ltd. ,  Daido Steel Co., Ltd. ,  Daido Metal Co., Ltd. ,  
Tsubakimoto Chain Company ,  Denso Corporation ,  
Tokai Rubber Industries, Ltd. ,  NGK Spark Plug Co., Ltd. ,  
Matsushita Electric Industrial Co., Ltd. and Mitsuboshi Belting Ltd. 
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The second is the dependence from Toyota. Denso 
Corporation has a chaotic pattern because it deals with 
many automakers rather than Aisan Industry Co., Ltd. 
Compare with Denso Corporation, Aisan Industry Co., 
Ltd. is one of the subsidiaries under the direct control of 
Toyota. The difference of scale and independence may 
be considered as the important factors to determine the 
different patterns of organizational behavior. 
 

VI. CONCLUSION 

The authors measured limit cycle and its velocity 
using limit cycle theory, and found that difference of 
scale and independence may determine different 
organizational behaviors. One of the weak points of 
limit cycle theory is that it will be very hard to 
recognize the difference behaviors among the same 
group, such as Period Eight. Much more measurement 
is required. To better understand the pattern of different 
organizational behaviors, much more researches should 
be developed. 
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Abstract: One of the most important issues in corporate management is to find those companies that have higher 
influence and strength their reciprocal relationship with them. A set of companies with interlocking business 
relationships is known as a Keiretsu in Japan. In this paper we use the influence analysis tool DEMATEL (DEcision 
MAking Trial and Evaluation Laboratory), to measure one kind of reciprocal relationship, the influence, of each 
company in the keiretsu of Mazda Yokokai from the viewpoints of transactions and cross-shareholdings. Furthermore, 
we calculate the centrality index of each company, and then analyze the relationship between centrality index and 
influence in order to identify the determinants of the influence. The results of this research are used to identify some 
characteristics of the effective relationships between Mazda and its suppliers. 
 
Keywords: Influence, Relationship, Cross-shareholdings, Transactions, DEMATEL, Mazda. 

 

I. INTRODUCTION 

A keiretsu is a set of companies with specific 
interlocking business relationships. These relationships 
include not only friendship and workflow, but also 
cross-company transactions and cross-shareholdings 
among automobile manufacturers and companies 
supplying their parts in the Japanese automobile 
manufacturing industry. A keiretsu can be considered as 
a type of network organization based upon the 
viewpoint of network theory. 

The main contributions of this paper are to identify 
the important issue of determining the board of network, 
and to measure the influence of the keiretsu of Mazda 
using one kind of analytical tool DEMATEL (DEcision 
MAking Trial and Evaluation Laboratory). And then we 
measure the quantitative influence of each company in 
the keiretsu of Mazda Yokokai, and hence discover the 
effective relationships between the automobile 
manufacturers and their suppliers. 

This paper is organized as follows. In Section 2, we 
briefly review some previous studies of relationships. 
Section 3 introduces and applies the DEMATEL 
measurement technique, showing the result of the 
influence of each firm in the keiretsu of Mazda. An 
analysis and discussion of the implications of the 
measurement results are presented in Section 4. Finally, 

in Section 5 we conclude by a summary of this paper 
and discuss opportunities for future research. 

 

II. BACKGROUND 

Many kinds of reciprocal relationships such as 
friend relationship and workflow relationship will be 
considered as the important factors for designing an 
effective strategy. As an effective approach, qualitative 
analysis is considered as one of the most important 
studies of the relationship [1, 2]. Recently, quantitative 
approach is becoming more and more important 
analytical tool due to the advances in computer 
technology. Dyer H. J. analyzed the relationship among 
firms based on distances between their locations and the 
frequency of face-to-face communication among 
engineers in the automobile industry [3, 4]. Furthermore, 
inter-organizational relationships in keiretsu have been 
analyzed with quantitative analysis tools such as 
centrality analysis. Fukuoka et al. reported a new trend 
in relationships between firms in the keiretsu of Nissan 
from the viewpoint of network organization [5].  

One kind of reciprocal relationship is the level of 
influence between firms. An important strategy in the 
field of corporate management is to find those firms that 
have higher influence and strength their reciprocal 
relationship with them. Measuring this level of 
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influence helps to identify effective relationships 
between firms. However, there are only a few empirical 
studies that analyze the influence, one of the most 
important reciprocal relationships between the firms in 
the keiretsu. 

 

III. MEASUREMENT 

Influence is defined as one of the powers to directly 
and indirectly control or affect the actions of other 
persons or things. In the social sciences, influence 
derives from an interpersonal relationship, and most 
research into influence is based on a psychological 
approach. Fontela E. and Gabus A. developed a 
mathematical model for visualizing the structure of 
complicated causal relationships with matrixes or 
digraphs, called DEMATEL, which is an abbreviation 
for DEcision MAking Trial and Evaluation Laboratory 
[6]. This model distinguishes the cause and effects 
between individual firms and identifies the structure 
presenting these two groups separately. DEMATEL 
model has been successfully applied in many fields. 

As a new analytical tool, DEMATEL can be 
considered as an approach to find not only direct 
relations but also indirect relations in a group. In this 
paper, DEMATEL model is used to measure the 
influence of the direct and/or indirect power of each 
firm within the keiretsu of Mazda Yokokai, based on the 
principle “Friends of my friend are my friends”. 
 

1. Outline of DEMATEL and data collection 
A brief overview of the mathematical basis of 

DEMATEL is as follows. 
In a social network composed of n actors, the binary 

relation between each actor and the strength of this 
binary relation can be identified. Based upon the 
structure of this pattern of reciprocal relationships, an 
n×n adjacent matrix A* can be obtained. The first step in 
the analysis is to normalize this matrix by multiplying 
each element of A* by λ, the largest row sum of A*. 
The normalized matrix A =λA* is therefore obtained. 
The (i, j) element of aij of this matrix denotes the level 
of direct influence from actor i to actor j.  

The reachable matrix, denoted by Ax, refers to the 
fact that actor i can reach actor j through the number of 
steps x. For instance, A2 means that actor i can reach 
actor j through 2 steps. Therefore, Ax measures the 
indirect influence from actor i to actor j. All of the 

levels of indirect influence can be summarized as 
follows, which we refer to as the indirect matrix. 

 
1232 )(  AIAAAAA nf     (1) 

 
The total influence matrix, which includes both the 

direct and indirect influence matrix, can therefore be 
expressed as follows. 

 
132 )(  AIAAAAAAAT nf   (2) 

 
In order to measure the influence among Yokokai, 

data showing the transactions and cross-shareholdings 
in the keiretsu of Mazda Yokokai were collected from 
the publications of the Japan Auto Parts Industries 
Association and Automotive Parts Publishing Company 
[7]. Yokokai is the suppliers' association of Mazda. It is 
composed of three groups categorized by the geographic 
location, namely, Kanto Yokokai, Kansai Yokokai, and 
Nishinihon Yokokai. 

The relationships between the firms in each category 
were identified through graph modeling. A tie shows the 
presence or absence of transactions or cross-
shareholdings between each pair of firms. We collected 
directed and weighted data to measure the influence of 
each firm. The network of transactions in Yokokai is 
shown in Fig. 1. 

 

 
Fig.1. Graph of transaction relationship in Yokokai  

in 2003-04. 
 

2. Influence measurement 
We developed a computer program and calculated 

the influence of each firm in Yokokai. The result of the 
influence of transactions is shown in Fig. 2. 

In order to find the firms with high influence to 
Mazda in Yokokai, we also calculated the detailed 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 181



influence between Mazda and all other suppliers. The 
transactional influence from Mazda to all other 
suppliers and the influence of cross-shareholdings from 
all other suppliers is zero respectively because Mazda 
does not supply any parts to other suppliers in the 
network of transaction, and no any suppliers invest to 
Mazda. Fig. 3 shows the details of the influence of 
cross-shareholdings from Mazda to other suppliers and 
the transactional influence from all other suppliers. 
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Fig.2. The results of the influence of transactions  

in Yokokai. 
 

Fig.3. Influences of transactions from other suppliers 
to Mazda (bar graph) and cross-shareholdings 
  from Mazda to other suppliers (line graph). 
 
Fig. 3 shows the influence of transactions from 

other suppliers to Mazda and the influence of cross 
shareholdings from Mazda to other suppliers in detail. 
The total influence from other suppliers reaches 3.85. 
This shows Mazda received many parts from suppliers. 
The top five firms are Sumino Kogyo Co., Ltd. (0.076), 
NOK Corporation (0.075), NSK Ltd. (0.075), Marui 

Industrial Co., Ltd. (0.075), and Hanshin Electric Co., 
Ltd. (0.075). 

The influence of cross-shareholdings was calculated 
using the same method. The influence from Mazda to 
other three suppliers, Kurashiki Kako Co., Ltd., Keylex 
Corporation, and Japan Climate System Corporation, 
are high. These three firms also have higher influence of 
transaction to Mazda. The rank of these firms is 6, 14 
and 14 respectively. This result shows that there are 
correlation between investments and transactions. 
 

IV. ANALYSIS AND IMPLICATIONS 

The finding that the more investment that Mazda 
makes in its supplier firms the more transactions Mazda 
will have with them is not an unexpected result. Two 
questions can now be asked. The first is “How strong is 
this relationship between level of investment and 
number of transactions?” The second is “what kind of 
relationship between the influence and centrality?” To 
answer these two questions, we calculated centrality 
index of all these firms, and analyzed the correlation 
coefficients between transaction and cross share-
holdings. The details of centrality index are described in 
Ito et al. [8]. The results of this analysis are shown in 
Table 1. 

In Table 1, Influence A means actor i directly 
influences actor j, and Influence B means actor i is 
influenced from actor j. This shows that two 
correlations, that between influence B of transactions 
and influence A of cross-shareholdings, and that 
between influence A of transactions and influence B of 
cross-shareholdings, were significant (P < 0.01). The 
correlation ratios were 0.678 and 0.399 respectively, 
which shows that a strong relationship exists between 
the level of transactions and cross-shareholdings. In 
other words, the statement that “the more a firm invests 
in a supplier, the more the firm receives parts from that 
supplier” is valid. The reciprocal finding that “the 
higher level of investment that a firm accepts, the more 
parts that firm will supply” is also valid. 
 

V. CONCLUSION 

In this paper, the influence of each firm was 
measured in order to investigate the pattern of 
relationships in the keiretsu of Mazda. The study found 
that the influence of cross-shareholdings in other firms 
is closely related to the influence of the transactions 
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between them. This means that the higher influence of 
cross-shareholdings has a strong impact on the influence 
of transactions. The implication of this finding for the 
automobile manufacturer Mazda is that an important 
strategy for them is to find those firms that have higher 
influence in the keiretsu and strengthen their reciprocal 
relationship with them. 

One limitation of the paper is that the data of 
transactions and cross-shareholdings in this analysis are 
restricted to one fiscal year. Data from more years 
would be required in order to more completely study the 
trend of these identified influences through time series 
analysis. 

 
Table 1. Matrix of correlation coefficient between transaction and cross-shareholdings. 

Cross-shareholdings Transaction  Influence A Influence B Influence A Influence B 
1.000  0.030  0.039   0.678** 

- 0.687  0.604  0.000  Influence A 
181 181 181 181 

  1.000   0.399**   -0.033  
  - 0.000  0.660  

Cross- 
shareholdings 

Influence B 
  181 181 181 
    1.000    -0.036  
    - 0.633  Influence A 
    181 181 
      1.000  

      - 

Transaction 

Influence B 
      181 

           **P < 0.01. 
 

In addition, the form of influence investigated in this 
study is only one aspect of the reciprocal relationship 
between an automobile manufacturer and its suppliers. 
Further quantitative research, such as the use of capacity 
analysis between two actors and clique analysis of the 
network structure, will be undertaken in the future, to 
attempt to capture the complexity of the relationships in 
the keiretsu of Mazda. 
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Abstract: Cooperation is one of the most important factors in organizations. Unsolved issues of cooperation are still left 
although many researches have been published. One is the mechanism of cooperation. In Barnard’s book, He analyzed 
the principle of cooperation, but he did not explain the mechanism of cooperation because he considered the ability of 
each individual to be equal. We believe Barnard’s idea to be incorrect; therefore, we will discuss this issue and try to 
understand network organization using mathematical model to prove our point. Furthermore, we attempt to simulate a 
percolation model of network organization, and to discover the connection law under the condition that the abilities of 
all individuals are not equal. Discovering the connection law of cooperation is vital because it will take on more 
significance in the age of Information Technology than ever before. 
 
Keywords: connection law, network organization, mechanism of cooperation, percolation, simulation. 

 
 

I. INTRODUCTION 

Many different groups are formed by individuals 
and subgroups. These groups face their different 
situations when they deal with various social activities. 
One type of the different groups is an organization such 
as an enterprise and/or a firm. Cooperation is one of the 
most important factors in organizations. Some unsolved 
issues of cooperation are still left. One of them is the 
mechanism of cooperation.  

In this paper we review the relevant literature of 
network analysis and discuss the issue of cooperative 
mechanism. The main contributions of this paper is that 
we discover the connection law under the condition of 
the abilities of all individual’s are not equal in network 
organization using computer simulation with 
percolation model. 

The rest of this paper is organized as follows. In the 
next section, we review some background and previous 
literature of the cooperation theories. In section 3, we 
focus on computer simulation with an invasion 
percolation model, and we explain the connection law in 
network organization. The final section contains 
concluding remarks. 

 

II. BACKGROUND 

An organization, especially a corporate organization 
like an enterprise, would not only vary with the 
structure of the organization, but also with the 
cooperative relationship with other firms and the 
fluctuation of the economic situation. Needless to say, 
cooperation is one of the most important factors 
determining the success or failure of a corporate 
organization. Cooperation is meaningful not only for the 
participants of the organization, but also for the 
management of the organization itself to discover the 
mechanism of cooperation. 

The market is controlled by the relationships 
between business entities under the principle of 
competition. The relation between demand and supply is 
adjusted and the effective allocation of managerial 
resources can be realized through the mechanism of 
market price. On the other hand, the internal process of 
vertical integration in under the control of authority in 
traditional organizations. Organizations generate a 
participant consciousness and a belonging sense of 
memberships, and create a trust value. 
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Network organizations realize both the merit of the 
market and the organization and maintain the 
relationship among autonomous business entities under 
the utilization of common managerial resources. A 
network organization is a form which differs from the 
form of an organization and market, and it is considered 
as a form located at the middle between market and 
organization, so it is called a moderate organization. 

Network organization could be considered as one of 
the cooperative systems. Network organizations provide 
a higher degree of responsiveness to change that cannot 
be obtained within hierarchical organizational structures 
[1]. Cooperation plays an important role in network 
organization. For instance, personal contacts play key 
roles in obtaining information about job opportunity [2, 
3]. The relationships among the firms in network 
organization are analyzed. The relationship between 
corporate performance and the structure of network 
such as centrality and network size are also measured 
[4-6].  

Most of the recent researchers focused on the 
relationship among firms and the structure of network 
organizations. But they do not take mechanism of 
cooperation, one of the most important issues into 
consideration in their research.  

 

III. CONNECTION LAW 

Invasion percolation model is one kind of complex 
theories [7]. Invasion percolation model will be 
executed in this paper to uncover the mechanism of 
connection in business activities. 

1. Connection by individuals 
In order to uncover the mechanism of connection, 

percolation model and hypothesis are executed as below. 
Suppose that the percolation model will be executed 

in a two-dimensional square lattice system. And the 
following steps will be executed in our percolation 
model. 

Step1. Each individual and/or business entity could 
be considered as a node in percolation model. Each one 
has its own ability of p. The starting node exists and its 
optional ability is p. The range of p is from 0 to 1. 

Step2. Neighbor node of the starting node means 
von Neumann neighborhood with random number of p 
hereby.   

Step3. Sort the ability of each neighbor node of the 
starting node and compare the ability of the starting 
node with the abilities of each neighbor node.  

Step4. Put the node whose value of p is the smallest 
one in the neighbor nodes into the cluster of starting 
node if there is any node whose value of p is smaller 
than the starting node. And then new neighbor nodes 
will be formed. 

Step5. Execute the sequence from step 3 to step 4 
repeatedly until n if there exists the node whose p is less 
than starting node in the cluster of new neighbor node 
until the p of all neighbor nodes is larger than the 
starting node. 

From these steps mentioned above, we can image 
that business entities, as the starting node, do their 
business activities repeatedly and expand their scale 
gradually depending upon the ability of the starting 
node. The business entity could be explained as the 
autonomous individual or autonomous company.  

The relationship between ability (influence) of the 
starting node and the average of cluster caused from the 
repeated activities of the starting node with computer 
simulation can be illustrated as Fig. 1 and Fig. 2. 
 

 
 

[n=1000, p=0.2]        [n=1000, p=0.8] 
Fig.1. Simulation results of percolation model 

 
Cluster curve of the starting node could be divided 

into three parts in Figure 2.  
The first is the group of node whose abilities are all 

smaller than 0.40. And the increasing ranges of the 
average of cluster, as the speed of incorporate is very 
small. And the second is the group of node whose 
abilities are from 0.40 to 0.68, and its increasing range 
is obviously large one. And the third is the group of 
node whose abilities are over 0.68, and it shows the 
same trend as the first one. 
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Fig.2. Relationship between Individual influence and 
cluster 

 
Some conclusions will be drawn as follows. 
1. If the ability of each node is smaller than 0.4, the 

gap among each node is very small even if there are big 
difference between them. 

2. If the ability of each node is lager than 0.40, the 
gap of each node is very remarkable even if there are 
very small differences. 

3. If the ability of each node is larger than 0.68, the 
gap of each node is very small again even if there are 
some difference between them. 

The ability hereby can be considered the influence 
such as transaction power and the R&D of new products 
in the case of enterprise. Other influences, for instance, 
capital power, sales power and the power of market 
share also will be included. Therefore, the result of 
competition will be reversed at any time if the market 
share is less than 40 percent. In the case that the market 
shares are larger than 40 percent, the power will be 
remarkable even if the difference between them is only 
1 percent. It means the competition is under an 
uncertain situation. At last, if the market share is larger 
than 68 percent, the power becomes a very small one 
again. It could be explained that this is an uncertain 
situation, but in fact it is impossible that the market 
share of two companies are both over 50 percent. 
 

2. Connection by new clusters 
The computer simulation mentioned above is 

executed under the condition of each node whose ability 
does not grow with the increase of the number of node 
in new cluster. In other words, the ability of new cluster 
is equivalent to the ability of the starting node. It is a 
constant variable. Such phenomenon is only seen in 

small enterprises. The ability of new cluster will grow 
with the increase of the number of node in new cluster 
in many business cases.  

One typical example of competitions is the 
competition between Sony and the JVC. It is a 
competition of the network organization, but not as an 
individual organization. The ability of the network 
organization will be improved with the expansion of 
new cluster. Therefore, the ability of p will grow when 
the number of nodes increases in new cluster. In other 
words, it is better to consider the ability of new cluster 
instead of the starting node. 

It is necessary to revise program mentioned in 
previous section in this paper from this viewpoint. The 
result of new computer simulation is shown in Figure 3 
and Fig. 4. 

 
 
 
 
 
 
 
 
 
 

[n=1000, p=0.2]       [n=1000, p=0.8] 
Fig.3. Simulation results of the revised percolation 

model 
 

Figure 4 shows the tendency which the ability of 
new cluster grows depending upon the ability of new 
cluster formed with other nodes. The tendency stops at 
the ability of 0.76 of new cluster. It means that business 
entities with small ability have a greater advantage to 
organize a network organization. In network 
organization a small enterprise will obtain a larger merit.  

A gap between individual and the new cluster 
formed with other nodes is illustrated in Figure 5. 

Gap between individual and the new cluster formed 
with other nodes grows remarkably with the ability 
increasing of other nodes, and stops at 0.43 of the ability. 
The gap will continue to grow slowly when the ability 
of an individual is larger than 0.43, and stop at 0.78 with 
the ability increasing of an individual. Therefore, in 
comparing with an individual, the new cluster formed 
with other nodes under 0.43 will get a bigger effect of 
connection. It is necessary to connect with other 
individuals for these entities when their abilities are  
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Fig.4. Relationships between the ability of new   
cluster and the effect of connection 

Fig.5. Gaps between the Ability of Individual and 
the New Cluster 

 
under 0.43 and it is not necessary to connect with other 
individuals when their abilities are over 0.78 because 
the connect effect will be small.  

The author called it the connection law in this paper. 
The connection law means entities such as individuals 
and/or companies need to connect with each other when 
their abilities are small than 43 percent in order to get 
much more advantages and benefits from cooperation. 
The advantages and benefits will be very small if their 
abilities are larger than 78 percent. This result shows us 
the principle of the connection and helps us to 
understand how to cooperate with each. 

 

IV. CONCLUSION 

As the mechanism of cooperation to determine the 
economy of connection, the connection law in an 
organization has been uncovered in this paper under the 
consumption that the ability of each individual is not 
equal.  

The next research is to measure the ability (such as 
influence or power) of the individual and the ability of 
the individual organized by network, and uncovers the 
relationship between ability of business entity and 
corporate performance based on this conclusion. 
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Abstract: Structure analysis is one of the most important issues in corporate management. Pyramid
structure, as one of the well-known vertical structure, plays an important part in the corporate orga-
nization. Most structures of the traditional organizations such as functional structure and divisional
structure are vertical. Recently, due to the development of Information Technology, a new horizontal
structure, instead of the vertical one, has been drawn considerable attention. In this paper, we reviewed
the efficient organization structure, and found that there are two efficient structures: vertical structure
and horizontal structure, depending on the different abilities of each member in any organizations with
the comprehensive evaluation measurement. The line structure of vertical organization is efficient when
the ability of all members is small. While the ability of all members is large, the star structure of
horizontal organization will be efficient. Therefore, this paper provides a theoretical perspective to
prove the efficient organization structures and their required conditions.

keywords: vertical structure, horizontal structure, efficient, comprehensive evaluation measurement.

1 Introduction

Organization structure is one of the important fac-
tors to determine organizational performance. It
means the formal system of task and communica-
tion that control, coordinates, and motivates em-
ployees in order to achieve organization’s goal. Most
structures of the conventional organizations, such
as functional structure and divisional structure,
are vertical. They generally refer to the formal,
prescribed hierarchy of authority, or administrative
structure. Recently organizational structure has
been changed from vertical to horizontal due to the
development of informational technology. Most of
the empirical studies showed that horizontal struc-
ture more effective [1, 2, 3].

The question is what kind of structures is an ef-
ficient? And what kind of conditions is required
for an efficient structure. The main contribution
of this paper is to answer this question, and clar-
ify the relationship between the efficient structures
and their condition. And based upon our result, we
will discuss the implication.

2 Notations

Suppose that G = (V (G), E(G)) is a graph. Through
this paper, a graph is always finite, undirected and

simple with order n = |V (G)|(n ≥ 2) and size
m = |E(G)|.

For U is any set of vertices, G − U is obtained
from G deleting all the vertices in V (G) ∩ U and
their incident edges. If U = {v} is Singleton, we
write G−v rather than G−{v}. As above, G−{e}
and G + {e} are abbreviated to G − e and G + e
for e ∈ E(G).

For u ∈ V (G), by N(u) =
{

v | {u, v} ∈ E(G)
}

,
we denote the set of vertices adjacent to u, and call
deg(u) = ]N(u) the degree of u ∈ V (G). We refer
to a path in G = (V (G), E(G)), by the sequence
of its vertices, writing,

G(x0, xk) = x0x1 · · · xk

for xi ∈ V (G)(i = 0, 1, · · · , k) and xjxj+1 ∈ E(G)
(j = 0, 1, · · · , k − 1), where xi are all distinct, and
calling G(x0, xk) a path from x0 to xk in G. And
the number of edges of path is its length; above
path G(x0, xk) has length k.

Assume that P = x0x1 · · · xk−1 is a path and
k ≥ 3, then

C ≡ P + xk−1x0

is called a cycle. On the other hand, an acyclic
graph, one not containing any cycles, is called a
forest. A connected forest is called a tree. Thus, a
forest is a graph whose components are tree. Some-
times we consider one vertex of a tree as special,
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then such vertex is called the root of this tree.
While the vertices of degree 1 in a tree but the
root of the tree, are its leaves. A tree graph T with
fixed root r is written by Tr and then the set of
Tr’s leaves is written by L(Tr). That is,

L(Tr) = {v ∈ E(Tr)|deg(v) = 1, v 6= r} .

x

y

down-closure of x

up-closure of y

r

depth

Fig. 1: x ≺ y in Tr, down-closure of x, and up-
closure of y.

Writing x � y for x ∈ Tr(r, y), then defines a
partial ordering on V (Tr), the tree-order associated
with Tr. This ordering will be considered as the
expression ‘depth’: if x ≺ y, we say x lies below y
in Tr, see Fig.1. We call

dxe ≡ {v ∈ V (Tr)|v � x}

and
byc ≡ {v ∈ V (Tr)|v � y}

the down-closure of x and the up-closure of y in
Tr. Note that the root r is the least element, and
that the leaves of Tr are its maximal elements in
this partial order.

Suppose that Σ = {σ1, σ2, · · · , σn}(n ≥ 2) and
A(]A ≥ 1) are finite sets. For a given Σ, we call
(Σ, {φi}i∈A) an evaluation system, if

φi : Σ → R+ ≡ {x ∈ R | x > 0} for i ∈ A.

We call φi(σ) the personal ability of σ ∈ Σ with
respect to i ∈ A.

For a given (Σ, {φi}i∈A), let Tr be a tree graph
with V (Tr) = Σ. Then we shall evaluate the rooted
tree Tr by

Φ(Tr) =
∑

i∈A

∑

l∈L(Tr)

∏

v∈Tr(r,l)

φi(v). (2.1)

We call Φ(Tr) the ability value of Tr with respect
to the evaluation system (Σ, {φi}i∈A). Our purpose
is to find the most efficient organization structure
tree which maximize its ability value for a given
(Σ, {φi}i∈A).

Through this paper, we shall substitute (Σ, φ)
for (Σ, {φ}) if ]A = 1. Since ]A means the number
of evaluation measures, thus ]A = 1 indicates that
its number is one. This paper should treat only this
special case. Then we have the following.

Lemma 1 Suppose that Tr is an efficient tree for
a given (Σ, φ). Then we see that x ≺ y implies
φ(x) ≥ φ(y).

Proof of lemma 1 For a given (Σ, φ), let Tr be
an efficient tree. Assume that φ(x) < φ(y) holds
for some x, y ∈ Σ with x ≺ y in Tr. And that T ′

r is
the tree by interchanging x and y in Tr. Then we
get

Φ(T ′
r) − Φ(Tr)

=

(

φ(y)

φ(x)
− 1

)

∑

l∈L(Tr)
l�x, y/∈Tr(r,l)

∏

v∈Tr(r,l)

φ(v) > 0.

This contradicts that Tr is an efficient tree for
(Σ, φ). Thus we get φ(x) ≥ φ(y) if x ≺ y in Tr. �

Lemma 1 suggests that our efficient trees are
suitable for a hierarchical model of the group Σ
whose personal abilities are given by {φ(σ)}σ∈Σ,
when the number of evaluation measures is only
one. In this article, we shall show that our efficient
trees must be the following three types under our
special setting of ]A = 1.

Fig. 2: Three types of our efficient trees when ]A =
1.

Actually, two or more evaluation measures ex-
ist, so the overall evaluation value of the organiza-
tion should obtain the expression (2.1). Thus, there
might be the most efficient tree besides the types
in Fig.2. For example, let us set Σ = {1, 2, 3, 4},
and put

φ1(1) = φ1(2) = 3, φ1(3) = φ1(4) = 1/2,

φ2(1) = φ2(2) = 1/2, φ2(3) = φ2(4) = 3.
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Then we get an efficient tree for (Σ, {φi}i=1,2) as
follows.

4

1

23

Fig. 3: An efficient tree for (Σ, {φi}i=1,2).

3 Results for ]A = 1

In this section, we shall discuss a structure of an
efficient tree for a given (Σ, φ). Without loss of
generality, we may assume that

φ(σ1) ≥ φ(σ2) ≥ · · · ≥ φ(σn) (3.1)

for Σ = {σ1, σ2, · · · , σn}. Firstly, we shall exam-
ine what kind of situation would be better if or-
ganization structure tree branch off. For a given
({σ1, · · · , σn}, φ)(n ≥ 3), let us {σπ(1), · · · , σπ(n)}
be a permutation of {σ1, · · · , σn} satisfying with

σπ(1) = σ1,

φ(σπ(2)) ≥ φ(σπ(3)) ≥ · · · ≥ φ(σπ(l)),

φ(σπ(l+1)) ≥ φ(σπ(l+2)) ≥ · · · ≥ φ(σπ(n))

and 2 ≤ l ≤ n − 1. Let us set two organization
structure trees Tσ1 and T ′

σ1
as shown in Fig.4.

σπ(1)

σπ(2)

σπ(1)

σπ(n)

σπ(2)

σπ(l)

σπ(l+1)

σπ(n)

(a) Tσ1 (b) T ′
σ1

Fig. 4: Two organization structure trees Tσ1 and
T ′

σ1
for (Σ, φ)

Then, we see that

Φ(Tσ1) − Φ(T ′
σ1

)

= φ(σ1)

(

l
∏

i=2

φ(σπ(i))

n
∏

i=l+1

φ(σπ(i))

−
l
∏

i=2

φ(σπ(i)) −
n
∏

i=l+1

φ(σπ(i))

)

.

Therefore we have the following lemma.

Lemma 2 Under the assumption (3.1), for Tσ1

and T ′
σ1

in Fig.4, we get

Φ(Tσ1) − Φ(T ′
σ1

)

{

≥ 0 if φ(σn) ≥ 2

≤ 0 if φ(σ2) ≤ 1.

By using lemma 2 repeatedly, we obtain the fol-
lowing conclusions.

Theorem 1 Under assumption (3.1), we have the
followings.

(a) If φ(σn) ≥ 2 holds. Then we see that an ef-
ficient graph is the path graph σ1σ2 · · · σn in
Fig.5.

σ1 σ2 σn

Fig. 5: Tσ1 as a path graph.

(b) If φ(σ2) ≤ 1 holds. Then we see that an ef-
ficient graph is the star graph with center σ1

in Fig.6.

σ1

σ3σ2 σn

Fig. 6: Tσ1 as a star graph.

The typical form of the efficient tree is a path
graph or star graph which appeared in Theorem 1.
In general, we can show that the form of the effi-
cient tree becomes the form which seems to have
put these two figures together, when ]A = 1.

For a given (Σ, φ) and its organization structure
tree Tr, let us define

D3(Tr) = {σ ∈ Σ|deg(σ) ≥ 3 if σ 6= r,

deg(σ) ≥ 2 if σ = r} .

Theorem 2 Assume that Tr is an efficient tree
for a given (Σ, φ). Then we see the followings.

(a) ]D3(Tr) is equal to 0 or 1.

(b) Putting D3(Tr) = {x} when ]D3(Tr) = 1.
Then {σ ∈ Σ | σ � x in Tr} = L(Tr) holds.
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The general form of the most efficient tree which
theorem 2 insists on, is shown in Fig.7. It is obvious
that the upper-half is a path graph, and the lower-
half is the star graph.

Fig. 7: General form of the efficient tree.

Proof of theorem 2 Assume that ]D3(Tr) ≥ 2.
Then we can find x, y ∈ D3(Tr) satisfying with
x ≺ y and x, y ∈ Tr(r, l) for some l ∈ L(Tr). If
Φ(Tr(r, x)) < Φ(Tr(r, y)), put

T ′
r = Tr − xσ + yσ

for some σ ∈ N(x) with σ � x and σ /∈ Tr(x, y).
Then we see that

Φ(T ′
r) − Φ(Tr)

=
(

Φ(Tr(r, y))

−Φ(Tr(r, x))
)

Φ(dσe) > 0. (3.2)

Since Tr is the efficient tree under the assumption
of theorem, (3.2) implies contradiction.

Next, if Φ(Tr(r, x)) ≥ Φ(Tr(r, y)), put

T ′
r = Tr +

⋃

σ∈N(y), σ�y

(xσ − yσ) .

Then we see that

Φ(T ′
r) − Φ(Tr) = Φ(Tr(r, x)) +
(

Φ(Tr(r, x)) − Φ(Tr(r, y))
)

Φ(dye)/φ(y) > 0

which implies contradiction. Therefore, we get (a)
of theorem 2, by reduction to absurdity.

From the discussion mentioned above, we see
that ]D3(Tr) is equal to 0 or 1. To prove (b) of
theorem 2, thus, we have only to think about the
case of ]D3 = 1 in Fig.8.

Put D3(Tr) = {x}. Assume that there exist y �
x with y /∈ L(Tr). If φ(y) > 1, put

T ′
r = Tr +

⋃

σ∈N(x), σ�x, σ 6=y

(yσ − xσ) .

(a) ]D3 = 0 (b) ]D3 = 1

Fig. 8: Two kind of possible form

Then we see that

Φ(T ′
r) − Φ(Tr) = Φ(Tr(r, x))(φ(y) − 1)

×
∑

σ∈N(x), σ�x, σ 6=y

Φ(dσe) > 0,

which implies contradiction. Next, if φ(y) ≤ 1, put

T ′
r = Tr − yσ + xσ,

for σ ∈ N(y) with σ � y. Then we see that

Φ(T ′
r) − Φ(Tr)

= Φ(Tr(r, x))
1 − φ(y)

φ(y)
Φ(dye)Φ(Tr(r, y)) > 0

which implies contradiction. Therefore, we get (b)
of theorem 2, by reduction to absurdity. �
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The strategy called Value Creation 21 had been undertaken by Panasonic in 2001. This strategy gave strong impact 

on the transaction relationship of Panasonic. Therefore, it is one of the important issues to analyze how transaction 
network of Panasonic has been changed during the period of Value Creation 21. In order to make transaction 
relationship visible and countable, we introduce graph theory and measure centrality index from viewpoints of degree, 
closeness, and betweenness, using the collected data in 2002 and 2005. The findings of this paper are as follows. First, 
the number of firms included in transaction network of Panasonic in 2005 is less than that in 2002. Second, not only the 
degree but also the closeness and betweenness of all firms in Panasonic Group and their suppliers decreased in 2005 
compared that of 2002. Third, though the in-degree of Panasonic is decreased, the relative importance of Panasonic in 
network is increased. Fourth, the divisions of Components/Devices, and Digital AVC Network in Panasonic group are 
ranked higher than other firms in transaction network of Panasonic. Fifth, the out-degree of suppliers decreased in 2005 
compared that of 2002. Based on these findings, we finally concluded how Panasonic arranged its transaction 
relationship during turnaround. 
 
Keywords: Centrality Analysis, the Transaction Relationship, Panasonic, Turnaround 

 

I. INTRODUCTION 
In recent years, companies have been suffering from 

unexpected change of global market, technological 
innovation, hypercompetition, etc. These unfavorable 
phenomena have made companies in financial deficits 
and low profits. In order to successfully cope with these 
problems, company managers are surely interested in 
learning how to escape from these situations and 
reconfiguring their competitiveness, which it is called 
turnaround. So far many researchers have studied the 
various factors of crises and strategies/methods of 
turnarounds. However, the general theory of turnaround 
has not been established yet. In this paper, the definition 
of turnaround refers to a situation that companies recover 
their performance while they suffer serious profit decline, 
business crisis etc. [1, 2]. 

Regarding to the turnaround, a company has to carry 
out not only the internal reform, but also inter-firm 
reform. For example, it will be necessary that company 
have to change the transaction relationship between itself 
and its suppliers. We have observed such kind of 
transaction relationship change of Panasonic and its 
suppliers after turnaround. How company arranges its 
transaction relationships during turnaround is our interest. 

 

II. BACKGROUND 
Panasonic had many problems at the end of 1990s. 

Panasonic faced two serious problems were: first, 
Panasonic have not fallen a drastic decline of net profit 

and its rate has been at a very low level for several years. 
Second, there is an overlap of resources between the 
Panasonic, divisions and affiliations. For instance, two 
companies of the Panasonic Group: Matsushita AVC and 
Matsushita Kotobuki have made the same products of 
audios, videos, video cameras. Though their middle 
managers had recognized such an overlap of the 
resources and cannibalization, they could not solve these 
problems for long times. 

In order to solve these problems, Panasonic unveiled 
in “Value Creation 21” plan that the principal was 
“Deconstruct and Create” in 2001. The concept of the 
plan was based on a Super Manufacturing Company 
business model, which placed top priority on providing 
customer-oriented services and creating value for 
customers through the development and supply of 
tailored systems, equipment and components and devices. 

As the principle presented, the core elements of the 
plan contained 1) structural reforms with an emphasis on 
profitability and efficiency improvements, which were 
referred to deconstruction strategies, and 2) the creation 
of a new growth strategies [3, 4]. Itami pointed out that 
these strategies were implemented to reform a wide 
range of functions and business areas such as 
employment, business structure, marketing, accounting, 
supply chain management etc. What Panasonic 
concerned was to build a unified platform to take full 
competitive advantage of its combined group-wide 
strengths. Based on the platform, Panasonic selected and 
focused its businesses on certain domains. 

Because this project gave strong impact on the 
transaction relationship of Panasonic, we introduce 
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centrality analysis to make transaction relationship 
changed after enterprise’s turnaround visible and 
countable, in order to provide precise insight to 
turnaround analysis [5, 6]. 
 

III. HYPOTHESIS 
According to the strategies of “domain company” and 

building black-box technologies, the importance of 
Components/Devices and Digital Network domain of 
Panasonic Group will be enhanced. Thus, Hypothesis 1 
was set as follows.  
Hypothesis 1: The Components & Devices and Digital 
Network domain of Panasonic Group will be more 
important than the situation before turnaround. 

The strategy of building black-box technologies will 
bring the change of transaction relationships between 
Panasonic Group and its suppliers. It is hypothesized. 
Hypothesis 2: The degree of Panasonic suppliers will be 
more decreased than before turnaround.  
 

IV. RESEARCH METHOD 
1. Data 

In this paper, we use centrality analysis as the 
methodology based on graph theory. Centrality is one of 
the well known index in this field. Freeman proposed 
three distinct conceptions of centrality: degree, 
betweenness and closeness [7, 8]. 

The data on transactions relationship of Panasonic was 
collected from IRC’s The Actual Situation of Panasonic 
Group [9].These data shows the situation before and 
after “Value Creation 21” reform. We use the item 
“Main purchaser” and define data as 1 if Panasonic 
Group companies have transaction with other companies, 
otherwise 0. Next, we input the data into matrix table. 
Finally, the data was analyzed by the software UCINET 
6.0.Table 1 is the list of transaction relationship of 
Panasonic. Panasonic transaction network consists of 
Panasonic, Panasonic affiliated firms, their suppliers. 

 

 
Table 1 The list of transaction network of Panasonic in 2002 and in 2005 
2002 year 2005 year 

Number Class Firms Number Class Firms 
1-59 
(59) 

Panasonic 
Group 

Panasonic, Matsushita Electric 
Works etc. 

1-65 
(65) 

Panasonic 
Group 

Panasonic, Matsushita Electric 
Works etc. 

60-640 
(581) 

Panasonic 
suppliers 

KOA, Kyosha, TAMURA, 
Shimoda, etc. 

66-625 
(569) 

Panasonic 
suppliers 

Alps Electric, Kyosera, Seiko 
Instruments, etc. 

 

2. Analysis 
Figure 1 is the transaction networks of Panasonic in 

2002 and that of Panasonic in 2005. When two 
transaction networks are compared, it revealed five 
points of differences. 

First, the number of firms included in transaction 
network of Panasonic in 2005 is less than that in 2003. 
The number of firms included in transaction network of 
Panasonic in 2003 was 536 companies and that in 2005 
was 385 companies. It means that 184 companies had 
been isolated nodes and they had lost transaction 
relationship with Panasonic and Panasonic Group. 

Second, not only the in-degree but also the closeness 
and betweenness of all firms in Panasonic Group 
decreased in 2005 compared that of 2002. Although 
Panasonic had transactions with 445 suppliers in 2002, 
the number of transactions with suppliers dropped to 197 
in 2005 (See Figure 2). 

Third, the relative importance of Panasonic in network 
was enhanced although the degree of it decreased. As 
mentioned above, Panasonic had transactions with 197 
suppliers in 2005, but Panasonic had much more supplier 
than Panasonic affiliated firms.  
 

  

 
Figure 1 The transaction Network of Panasonic in 2002(left) and that of Panasonic in 2005(right) 
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Figure 2 The top 10 in-degree firms of Panasonic transaction network in 2002 and in 2005 

 
Table 2 The top 10 out-degree firms of Panasonic transaction network in 2002 and 2005 

2002 year 2005 year 
Node Firms Out-degree Node Firms Out-degree

71 Koa Corp. 28 302 Sony Chemical & Information Device Corp. 11 
228 Kyosha Co., Ltd. 21 12 Sansha Eletric Manufacturing Co., Ltd. 11 
94 Tamura Corp. 18 155 Okaya Electric Industries Co., Ltd. 8 

225 Shimoda Kougyo Co., Ltd. 18 493 Hitachi Metals, Ltd. 8 
318 Taiyo Stainless Spring Co., Ltd. 17 482 Hamamatsu Photonics K. K. 7 
187 Nippon Mektron, Ltd. 17 506 Priken Corp. 7 
125 Daishinku Corp. 16 138 Enplas Corp. 6 
511 Echo Electric Co., Ltd. 15 447 Optical Coatings Japan 6 
222 Eta Electric Industry Co., Ltd. 14 133 SDK Corp. 6 
231 Ishizuka Electronics Corp. 14 131 Echo Electric Co., Ltd. 6 

 
Fourth, from the figure 2, we can see that affiliated 

firms related to Component &Devices and Digital AVC 
Networks in Panasonic group are ranked higher than 
other firms in transaction network of Panasonic. 
Especially, Panasonic Mobile Communications, 
Panasonic Communications and Panasonic Electronic 
Device occupied higher ranking in 2005. 

Fifth, the out-degree of suppliers decreased in 2005 
compared that of 2002. Main suppliers changed from the 
components to material/commodity manufactures (See 
table 2). 
 

V. DISCUSSION 
From the result of analysis, it is showed that the 

importance of affiliated firms of Component & Devices 

and Digital AVC network in the group increased and the 
number of firms included in transaction network 
decreased. Therefore, Hypothesis 1 is supported. In 
addition, the out-degree of Panasonic’s suppliers will be 
decreased after the turnaround, and the spices of 
suppliers shifted from components to 
material/commodity manufactures. We can say 
Hypothesis 2 is also supported.  

Based on the findings above, the change of 
Panasonic’s transaction network can show how 
Panasonic form its technology platform. Figure 3 is the 
image of how Panasonic arranged it transaction network 
to construct its technology platform during the “Value 
Creation 21” reform. 

 

 
Figure 3 The change of Panasonic transaction network 
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By reducing the number of transactions, Panasonic 

reduced purchase cost and centralized transactions to 
some important affiliated firms such as Panasonic 
Mobile Communications, Panasonic Communications 
and Panasonic Electronic Device in 2002. It means that 
Panasonic Group shares important resources only inside 
the group and prevents a technology spillover from the 
group. 

 

VI. CONCLUSION AND FUTURE WORKS 
We calculated the centrality of transaction network of 

Panasonic, and found the change of transaction 
relationship of Panasonic after turnaround. By 
introducing the centrality analysis to make the result of 
turnaround visible and countable, the turnaround results 
are consistent with the objectives of business structural 
reform strategies. Also, we can finally explain how 
Panasonic managed its transaction relationships to form 
its technology platform, and conclude how Panasonic 
arranged its transaction relationship during turnaround. 
In the near future, we plan to figure out how the profit of 
companies in network (not only Panasonic group but also 
its suppliers) changed after turnaround [10, 11]. 
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Abstract: Accounting standards settings are subject to political activities by preparers or companies. Despite of strong 
objections from preparers of financial statements, the FASB set the conceptual and user-oriented accounting standards 
on business combinations. The aim of this paper is to clarify who or what kinds of groups played central roles in, using 
graph theory. These analyses using voice data and data produced from voting behaviors in the board meetings reveals 
that the centrality of preparer (group) is low, and ones of academician (group) and user (group) are high in this project. 
This result may indicate that what blows hole in the powers of preparers in the FASB exists. 
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I. INTRODUCTION 

     The numbers in financial statements effect the 
decision making of the users of financial statements, 
and change the distribution of wealth and the 
allocation of resources in a whole society. The 
changes or creations of accounting standards or 
regulations sometimes make profits of companies fall, 
and make positions in corporate financings worse. To 
avoid unfavorable results and gain favorable results, 
companies and other stakeholders will intervene 
accounting standard settings. Therefore, the standards 
setting processes are subject to political activities, as 
we have seen in cases in history (Horngren [1], Zeff 
[2], Kelly-Newton [3], Wolk, et al. [4]). 
     In setting the accounting standards, the setters 
such as the International Accounting Standards Board 
(IASB) and the Financial Accounting Standards Board 
(FASB) usually proceed with setting conceptual-based 
and user-oriented accounting standards, because they 
have responsibilities for protecting users and 
conceptual framework which they should follow in the 
setting standards. When the standards make 
unfavorable results for companies or preparers of the 
financial statements that are regulated by the setters, 
they wish to prevent setting standards. Therefore, the 
conflict between preparers of the financial statements 
and users of these statements often has occurred. 
     When such conflicts occurred, how have the 
setters set the accounting standards? Or, what kinds of 
group in the setters played important roles? This paper 
focuses on the internal structures of the setter, or the 
relationships of members in the setter, and aims to 
clarify the above second question using the centrality 
concept in the graph theory. To achieve this purpose, 
this paper covers the FASB’s Business Combinations 
Project, Phase II. Because this project prominently 
occurred the conflict between preparers and users. 
 

II. OUTLINE OF THE FASB’S BUSINESS 
COMBINATIONS PROJECT 

     The main purposes of the project were to provide 
for the consistent application of the purchase method or 
the acquisition method, and to set a single high-quality 
global accounting standard. For accomplishing such 

purposes, the FASB proposed the provisions which had 
three features. The first feature is to establish measuring 
fair values as the measurement principle. All assets and 
liabilities that are recognized in a business combination, 
including identifiable assets acquired and liabilities 
assumed, and noncontrolling interests, should be 
measured by fair values. The second feature is the 
application of the full goodwill method, which is derived 
from the above proposition. Finally, the third feature is to 
classify noncontrolling interests into the equity section. 
As a result of the classification, the transactions between 
controlling interests and noncontrolling interests would 
be viewed as equity transactions (FASB [5] [6]). These 
propositions are based on the economic unit concept, 
which was described as one of the conceptual basis for 
consolidated financial statements in the FASB’s 
Discussion Memorandum (FASB [7]). Thus, it is thought 
that the boards set the standard which is weighted in 
favor of conceptual thinking. 
     These propositions may make companies some 
harmful effects. The full goodwill method needs to 
estimate fair value of the noncontrolling interests. 
Usually, as the fair values of the interests will be much 
higher than the carrying amounts, the amounts of 
goodwill will be incremental. It means that if the 
impairment losses of the goodwill occur, the losses are 
much bigger than applying the original method and exert 
enormous influences to profits of companies (Dennis [8]). 
And, because of the difficulties of estimating fair values, 
preparation costs of financial statements increase through 
rising auditing fees (IASB [9]). In fact, nearly all the 
preparers that responded to the board and most of 
participants in business roundtable meetings heavily 
criticized these propositions. 
     Throughout 2006 to 2007, the FASB redeliberated 
the issues, which were raised by the respondents and the 
participants, in the board meetings. As a result of the 
redeliberations, in December 2007, the FASB issued 
final statements, SFAS141(R) and SFAS160 (FASB [10] 
[11]). Despite of receiving heavy critiques, the FASB 
decided on almost the same provisions as originally 
planned. 
 

III. THE CENTRALITY CONCEPTS IN 

GRAPH THEORY 
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     Graph theory seeks to model relationships in the 
network to depict the network structure. The most basic 
feature of graph theory is quantified by considering the 
relations measured among the actors in a network. 
Methods using in network analysis provide descriptions 
of structural properties of actors, subgroups of actors, or 
groups. Another feature of graph theory is to describe the 
network structure using a graph. A graph is expressed for 
the network relationships using nodes and edges. Nodes 
refer to the actors or the organizations, and edges to the 
linkage between them (Wasserman and Faust [12]). 
  A main concern of graph theory is generally to make 
clear the centrality of the network. It is important that we 
know who is central, who is a leader within the network, 
and who influences the network most heavily. However, 
centrality is equivocal. Therefore, graph theory has some 
indicators useful for studying the centrality of the 
network, for example, degree centrality, closeness 
centrality, betweenness centrality, and so on (Wasserman 
and Faust [12], Scott [13], Hanneman and Riddle [14], 
Knoke and Yang [15]). 
     Degree centrality supposes that actors who have 
more ties to other actors have advantaged positions. 
Degree centrality measures the extent to which a node 
(actor) connects to all other nodes in the network. 

( )
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                                 (1) 

where 
ijn  means the node in the network, normalized 

actor degree centrality measure, ( )iD nC , divides an actor 

i ’s degree centrality score by the maximum number of 

possible connections with the 1−g  other actors. 

     Closeness centrality supposes that the closer an 
actor reaches to all others within the organization, the 
more important the actor becomes. Closeness centrality 
measures how near a node is to the other nodes in the 
network.  
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where ( )ji nnd ,  means the distance between node i  and 

node j  that is the another in the network. The closeness 

centrality measure is computed as the inverse of the sum 

of the geodesic distances of the both and multiplying by 

1−g  in order to normalize. 

     Betweenness centrality supposes that an actor who 
becomes a mediator among actors becomes the source of 
power. Betweenness centrality measures the extent to 
which other actors lie on the geodesic path between pairs 
of nodes in the network. 
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where 
jkg  means the number of geodesic paths 

between the two nodes j  and k , and ( )ijk ng  is the 

number of geodesics between the j  and k  that contain 

node i . Then, dividing ( )ijk ng  by 
jkg  measures the 

proportion of geodesic paths connecting j  and k  in 

which node i  is involved. The betweenness centrality 

measure is computed by summing the portions and then 

dividing the sums by the theoretical value, ( )( )
2

21 −− gg , in 

order to normalize. 
 

IV. RESEARCH QUESTIONS AND 
RESEARCH DATA 

Research Questions 
     The accounting standard setters usually are 
comprised of the members who have various 
backgrounds such as preparers, users, auditors, and 
academicians, in order to acquire the legitimacy of the 
organizations from the constituents. In those days when 
the FASB addressed the business combination project, 
the board was composed with seven members; three 
CPAs, two preparers, one user, and one academician 
(Miller and Redding [16]).  
     In considering facts described in section II, it is 
anticipated that, in setting the standards, the power in the 
FASB lay not on the preparer’s side, but on the user’s 
and academician’s side. Thus, research questions in this 
paper are that: 
  (1) Are the centralities of the preparer’s side relative 
low? And, 
  (2) Are the centralities of the user’s and academician’s 
side relative high? 
Using Data 
     To testify the above questions, this paper uses two 
data sets. Both sets are extracted from the 28 minute 
records which have been released on the FASB’s website 
(from October 30, 2002 to April 27, 2005), before 
issuing the propositions on June 30, 2005. One data set is 
data extracted from the voices among members in the 
board meetings. The aim of using this data set is to 
specify what kinds of group have influential powers in 
the network. Table 1 shows the counts of voices on the 
basis of member to member in matrix style. 

Table 1 Voice Data 

 

      Another set is data extracted from voting 
behaviors in the meetings. The FASB voted 113 times 
during the term. The aim of using this data set is to 
confirm the similarities among the members and to 
specify what kinds of group dominant in the decision 
making in the network. This data set is made from the 
data on each actor’s voting behaviors using an affiliate 
analysis in UCINET VI (Borgatti, et al. [17]). Table 2 
shows the analytical result, that is, the homogeneities of 
voting behaviors on the basis of member to member in 
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matrix style. 

Table 2 Data on Homogeneities of Voting Behaviors 

 

     In addition, Table 3 shows the list of FASB 
members from the beginning of the project (June, 2001) 
to issuance of the propositions. In this table, Time 1 is 
the beginning of the project. Time 2 is the starting point 
for disclosing minutes on the FASB’s website. Time 3 is 
when Seidman succeeded Wulff. Time 4 is when 
Batavick succeeded Foster, and Time 5 is the point when 
Young succeeded Schieneman. 

Table 3 List of FASB members in the Business 

Combinations Project 

 
 (shaded parts means the succeeding member) 

V. RESULTS AND DISCUSSIONS 

Results of Centralities Based on the Voice Data 
     This paper analyses two data sets from the 
perspective of above three centralities using UCINET VI. 
Table 4 presents the results of multiple centrality analysis 
based on the data of Table 1. Table 4 reveals that the 
centralities of Trott (CPA) and Crooch (CPA) are very 
high, and those of Herz (CPA), Schieneman (user), and 
Schipper (academician) are relatively high. And, Figure 1 
shows the graph based on the result of centralities using 
NetDraw (Borgatti [18]). Thus, in terms of the centrality 
based on the voices in the network, it is clearly seen that 
CPAs might be at the centre of the board meetings with 
support from academician and user. 
 
Table 4 Results of Multiple Centrality Analysis based on 

Voice Data 

 

 Figure 1 The Graph Based on the Centrality Analysis 

(prepared with NetDraw) 

Results of Centralities Based on Data of Voting 
Behaviors 
     Table 5 presents the results of multiple centrality 
analyses based on the data in Table 2. These analyses 
include three centralities, like above analysis. Table 5 
reveals that, for all three indicators of centralities, the 
centralities of Herz, Crooch, Schipper, and Trott are very 
high, and those of Schieneman are relatively high. In 
terms of the centrality based on the homogeneity of 
voting behaviors, it is clearly seen that CPAs and 
academician might be at the centre of the board meetings 
with support from user. 

Table 5 Results of Multiple Centrality Analysis based on 

Voting Behavior Data 

An Additional Test 
     Above analyses are performed on the basis of the 
individual-level data. Members of the FASB are different 
from the points of starting career as a member. As there 
are some variances on numbers of participating in the 
board meetings, of voices, and of votes among members 
in certain project, the centrality analyses based on the 
individual-level have limits to some extent. 
     Thus, this paper performs the core/periphery 
analysis based on the data of group-level as an additional 
test to verify the above results. This analysis seeks to 

Normalized Centrality Measures 

 
Descriptive Statistics for Each Measure 

 

 

Normalized Centrality Measures 

 
Descriptive Statistics for Each Measure 

 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 198



identify a set of actors who have a high-density of ties 
among themselves (the core) by sharing many events in 
common, and another set of actors who have a very 
low-density of ties among themselves (the periphery) by 
having few events in common (Hanneman and Riddle 
[14]). This analysis divides both the rows and the 
columns into two classes. One of the blocks on the main 
diagonal is a high-density block; the other block on the 
main diagonal is a low-density block. 
     Data using in this analysis is the group-level data 
on homogeneity of voting behaviors to which transforms 
data shown in Table 2 from the individual-level. This 
analysis divided the FASB’s members by seven groups 
according as backgrounds of the members. Table 6 shows 
the result of this analysis. It is clearly seen that one CPA 
group (Herz), Academician group (Schipper), and User 
group (Schieneman/Young) lie on the core, in contrast, 
two CPAs (Crooch, Trott) and two Preparer groups 
(Foster/Batavick, Wulff/Seidman) lie on the periphery. 
Similar to other indicators, this result also shows that 
Academician group and User group play important roles 
at the FASB’s decision-making processes. 

Table 6 Result of Core/Periphery Analysis based on 

Group-Level Data 

Discussions 
     From what has been discussed above, it seems that 
an accounting standard on business combinations might 
be developed under the network structure, in which CPAs, 
academician, and user are central and core positions, in 
contrast, preparers are periphery positions. The results 
are consistent with facts surrounding the standard, which 
might be proposed a conceptual and user-oriented 
standard and might be criticized heavily from preparers. 
Therefore, it seems that the standard was needed, not for 
the preparers, but for the users. 
 

VI. CONCLUSION 

     Above discussions may indicate that what blows 
hole in the powers of preparers or companies in the 
FASB exists. That is, in the circumstances where the 
board faces the accounting standard-setting competition 
with the IASB, the FASB may strengthen links with 
user’s group in order to acquire a competitive advantage. 
To clarify this point, it is necessary to broaden research 
subjects and to perform cross-sectional and time-series 
analyses. 
     Significances of this research using graph theory 
are to testify the accounting standard-settings from the 
perspective of network structure with quantified data 
analyses. Especially, this paper may test the validity of 

intuitional results with these analyses. Although it is 
necessary to elaborate research methods, in this regard, it 
is thought that this paper made a kind of contribution. 
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Abstract: Dynamic space warping (DSW) has emerged as a very effective tool for matching shapes. However, a central 
computational difficulty associated with DSW arises when a boundary's starting point (or rotation angle) is unknown. In 
this paper, the HopDSW algorithm is proposed to speed up the starting point computation. Rather than performing an 
exhaustive search for the correct starting point as in classical approaches, the proposed algorithm operates in a coarse-to-
fine manner. The coarse search is global and uses a hopping step to exclude points from the search. Then, the search is 
refined in the neighborhood of the solution of the coarse search. A criterion that governs selecting the hopping step 
parameter is given, which reduces the number of starting point computations by an order. For shape representation, 
triangle area signature (TAS) is computed from triangles formed by the boundary points. Experimental results on the 
MPEG-7 CE-1 database of 1400 shapes show that the proposed algorithm returns the solution of the exhaustive search 
with a high degree of accuracy and a considerable reduction in the number of computations. 
 
Keywords: - Shape matching, Shape retrieval, Approximate dynamic space warping, Dynamic programming. 
 
 

I. INTRODUCTION 

Shape is an important visual information that is traditionally 
used in many automated tasks such as industrial visual inspection 
[10],  trademark registration [8], and content-based image 
description and retrieval [13]. Over the last decade, the adaption of 
dynamic time warping (DTW) for two-dimensional shape 
matching and retrieval has received considerable interest. This 
trend is mainly motivated by the high effectiveness of the DTW 
algorithm in achieving intuitive correspondences between the 
boundary points of two shapes being matched. Most (if not all) 
shape matching techniques reported in the literature that achieved 
the highest retrieval rates are based on Dynamic Programming 
(DP). However, the main limitation of DP-based shape matching 
techniques is the high computational complexity, which is the 
main focus of this work. Other issues related to shape matching 
such as robustness to noise and partial occlusion are beyond the 
scope of this paper. 

Unlike the Euclidean and other vector-based distances, which 
provide a one-to-one alignment between points of two sequences, 
a nonlinear alignment can be achieved via the DTW algorithm, as 
shown in Fig. 1. Note that the Euclidean distance maps rigidly 
each boundary point in shape A to its counterpart in shape B. On 
the other hand, nonlinear alignment is possible using the DTW 
algorithm where one point in shape A can be matched to one or 
more points in shape B. Such alignment compensates for nonrigid 
deformations that occur in shape images in practice such as 
articulation and partial occlusion. The DTW algorithm finds the 
optimal (least cost) warp path that aligns the points of two 
boundaries. This warp path is constrained to be bounded (i.e., 
starts and ends by aligning the end points of the two sequences), 
monotonically increasing, and continuous. These constraints 
ensure that every point in the two boundaries is used in the warp 

path, a more intuitive alignment is obtained, and an efficient 
recursive implementation of the algorithm is possible. 

 

 
 
 
 
  
 
 
The basic DTW algorithm has quadratic time complexity 

since all pairwise distances between the points of two sequences 
have to be computed. For closed boundaries and rotation-
dependent shape representations, where the starting point is 
unknown, the time complexity becomes cubic, since the basic 
DTW algorithm has to be executed for every possible starting 
point. Several approximations were proposed to reduce the 
computations as described in Section 2. In this paper, an 
approximate DSW algorithm, HopDSW, is proposed to speed up 

Fig. 1. An illustration of aligning the 
boundary points of two shapes A and B using 
(a) the Euclidean distance and (b) the DTW 

algorithm. 
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the basic DSW algorithm for planar shape matching and retrieval. 
Rather than searching all possible starting points for the optimal 
solution, only the points that most likely correspond to the optimal 
solution are searched in a coarse-to-fine fashion. The proposed 
approximate DSW algorithm works in two stages: coarse and 
refined. The coarse search for the minimum-cost starting point 
uses a constant-step hopping to avoid local minima solutions. 
Then, a refinement search in close proximity around the 
minimum-distance points returned by the coarse stage is 
performed. Our experiments show that selecting only the best 
point from the coarse search is sufficient to obtain a highly 
accurate solution. The proposed approach is applied to the triangle 
area representation (TAR) [3], which is sensitive to the starting 
point selection or shape rotation, as the shape signature. 
Experiments are conducted on the widely used MPEG-7 CE-1 
shape database. 

The rest of the paper is organized as follows. Section 2 
reviews the related work in the literature. Then, Section 3 explains 
the proposed algorithm in more details. Experimental results are 
presented in Section 4 and, finally, Section 5 concludes the work 
of this paper. 

 
II. RELATED WORK 

The matching of one-dimensional sequences using dynamic 
programming was originated by the speech recognition 
community [5, 7, 18], where an optimal alignment between elements 
of two sequences is searched via DTW. Over the past decade, 
many researchers have applied DTW in the shape matching 
problem [1, 4, 12, 14]. This trend is mainly motivated by the desirable 
property of DTW in achieving nonrigid and more intuitive 
alignments. A particular computational difficulty occurs in 
matching shapes using DTW when the shape signature is sensitive 
to the starting point selection or the rotation angle. In [1, 3], a 
greedy search for the minimum-cost alignment is performed by 
executing the basic DTW algorithm for every possible starting 
point. 

Several approximations were proposed from the speech 
recognition community to speed up the DTW algorithm. One of 
the most well-known approaches is the Sakoe-Chiba band [18], 
which imposes a constraint on the computation of the cost matrix 
to be limited within a fixed-width diagonal band. This band, 
besides reducing the computations, prevents matching farther 
points, which results in more meaningful alignments. For speech 
recognition, the Sakoe-Chiba band is set to approximately 10% of 
the sequence length. However, it is found that this choice is not 
suitable for the shape matching [1, 3] and the data mining 
applications [16], where the band width is set to less than 5%. This 
can be regarded to the fact that silence is allowed in speech, which 
requires longer warping. 

Another class of approximate DTW methods is to reduce the 
size of the data representation itself and, thus, reducing the 
number of elements in the cost matrix. In [19], the DTW algorithm 
is applied to speech sequences at multiple sampling rates or 
resolutions, starting at the lowest resolution, and at each 
resolution level, the solution from the lower level is used to 
reduce the search space and obtain a more accurate solution. 

Keogh et. al. proposed an iterative approach to the rotation 
invariance of the DTW algorithm [9]. Their method is based on 

discarding unnecessary computations of the DTW algorithm at 
starting points where the distance exceeds a predefined threshold. 
More specifically, lower and upper sequences are computed from 
a group of stored sequences, which results in an envelope or 
wedge. When a query sequence is presented, it is first compared 
to that wedge and the resulted distance is guaranteed to be less 
than or equal to the distance between the query and any member 
of the wedge's group; therefore, allowing early abandoning. 
However, when the area of the wedge is large, its distance to the 
query becomes very small and early abandoning is most likely not 
possible. To overcome this difficulty, the stored sequences, which 
may represent the same sequence at different starting points, are 
grouped based on their similarity to constitute multiple wedges. 
The authors reported impressive results where the main DTW is 
greatly sped-up. This method needs a parameter for optimal 
partitioning of the stored sequences in order to obtain thinner 
wedges. 

 
III. THE PROPOSED APPROACH 

In the following, we give a detailed description of the 
HopDSW, which is an algorithm that speeds up the basic DSW 
algorithm when the shape representation is not rotation invariant 
(or sensitive to the starting point selection). The proposed 
algorithm does not need parameter tuning and works for any 
rotation-variant shape representation that can be matched using 
the DSW algorithm. We first describe the triangle area signature 
(TAS) that is used for shape representation. 

 
1.   Triangle Area Signature (TAS) 

The TAS is based on the area of the triangles formed by the 
points on the shape boundary, which has been used by many 
researchers as the basis for shape representations [6, 17]. In fact, the 
TAS is an abstracted version of the triangle area representation 
described in [3], which is considered as one of the most efficient 
boundary-based shape representations in the literature so far. The 
TAS is computed for an arbitrary closed boundary as described in 
the following. 

Given a binary image containing a single shape, the boundary 
is extracted using the bug-following technique [15]. Then, each 
boundary point is represented by its x and y coordinates and 

separated parameterized boundary sequences nx  and ny  are 

obtained and re-sampled to N equidistant points. The curvature 

of the boundary point ( , )n nx y  is measured as: 

1
( , ) [ ( ) ( )

2
( )]

s s s s

s s

s n n t n t n t n t n

n t n n t

TA n t x y y x y y

x y y

+ − + −

− +

= − + −

+ −
             (1) 

where ( , )sTA n t  is the triangle area of point 1,n N∈  at 

scale (or triangle side length) 1,s st T∈ , ( , )
s sn t n tx y− − , 

( , )n nx y , and ( , )
s sn t n tx y+ +  are three consecutive boundary 

points. When the boundary is traversed in counter clock-wise 
direction, positive, negative and zero values of TA mean convex, 
concave and straight-line points, respectively. Fig. 2 demonstrates 
these three types of the triangle areas. The triangles at the edge 
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points are formed by considering the periodicity of the closed 
boundary. Fig. 2 also shows the complete TA signature for the 

hammer shape when 1st = . By Increasing the length of the 

triangle sides, i.e., considering farther points, the function of eq. 
(1) represents longer variations along the boundary. 

 

 

 
 

 
 
 
 
For shape matching, there is a need to for normalizing eq. (1) to 
prevent the domination of large scales, which have large triangle 
areas. For this purpose, the signature is normalized locally at each 
scale or triangle side length: 
 

  

1

( , )
( , )

max ( , )
s

s
s

n N

TA n t
TAN n t

TA n t
≤ ≤

=   (2) 

Where ( , )sTAN n t  is a normalized version of ( , )sTA n t . 

Note that the triangle area exhibits an odd symmetry with respect 
to the triangle side length, where the center point is / 2N  when 

N is even and does not exist when N is odd. Therefore, the 

number of scales (sT ) considered in this paper is equal to the 

floor value of ( 1) / 2N − . Finally, the TAS is computed as: 

 

1

1
( ) ( , )

s

s

T

s
ts

TAS n TAN n t
T =

= ∑   (3) 

 
2.   The HopDSW algorithm  

The HopDSW algorithm is concerned with solving the 
rotation invariance or the starting point problem for boundary-
based shape matching using the basic DSW. It should be noted 

that this algorithm works for any one-dimensional sequence, 
representing shapes, that is sensitive to the starting point selection. 
Instead of executing the basic DSW for all possible starting 
points, only points that most likely correspond to the minimum-
cost solution are searched in a two-stage manner. In the following, 
a more detailed description of the proposed algorithm is given. 

A pseudo code of the HopDSW algorithm is given in 

Algorithm 1. The algorithm accepts as inputs ( )ATAS n and 

( )BTAS n of shapes A and B , where 1,n N∈ , and a 

hopping step 1sh ≥ . The hopping step controls the number of 

boundary points being skipped during the coarse search of the 

optimum starting point and the criterion for selecting sh is 

discussed in the remainder of this section. In the coarse stage, a 
group of candidate starting points, with each consecutive pair is 

separated by 1sh −  points, are executed using the basic DSW 

algorithm of Algorithm 2. Therefore, the number of these points 

equals / sN h   , where    is the ceiling function. The 

boundary point k that yields the minimum distance is passed to 
the fine stage where the search is resumed within the surrounding 

points up 1sh −  points in each direction. Therefore, the number 

of starting points executed in this stage is 2( 1)sh − . 

The basic DSW algorithm is described in the pseudo code of 
Algorithm 2. This algorithm starts by initializing a distance 

matrix, TD , whose dimensions equal the lengths of the two 

sequences being matched. The Sakoe-Chiba band [18] of width w   
is used to restrict the warp path to remain within the w-width 

diagonal of TD . Such restriction is useful in both reducing the 

number of computations and preventing the matching of farther 
points, which achieves more meaningful alignments. The distance 

d between two boundary points iA and jB  is defined as: 

( , ) ( ) ( )i j A Bd A B TAS i TAS j= −       (4) 

The elements of the first row and column of TD that lie 

within the w-width diagonal band are computed as the distances 
of the corresponding points. Then, the rest of the w-width 
diagonal elements are computed as: 

( 1, )

( , ) ( , ) min ( 1, 1)

( , 1)

T

T i j T

T

D i j

D i j d A B D i j

D i j

−
= + − −
 −

  (5) 

The distance between shapes A and B is taken as the value 

of ( , )TD N N , which corresponds to the least cost path between 

their TAS according to the selected starting point. To account for 
the shape flipping transformation, it is sufficient to flip one 
signature and repeat the algorithm. An illustrative example of the 
HopDSW search mechanism for the optimum starting point is 
shown in Fig. 3. The classic DSW includes all possible starting 
points in a greedy search as shown in panel (a) of the figure. 
Finding the optimum starting point, 18n = in this example, is 
guaranteed; however, the basic DSW algorithm is executed 128 

Fig. 2. Three different types of the triangle 
area values and the TA signature when 

1st =  for the hammer shape. 
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times. On the other hand, the coarse search of the HopDSW 

algorithm uses a hopping step 8sh =  and returns 17n = as the 

minimum distance point, as shown in panel (b). Then, the 
refinement stage, shown in panel (c), searches in points 
surrounding 17n = and returns the optimal point, which is 

18n = . Only 30 executions of the basic DSW algorithm are 
required by the HopDSW algorithm in this example. Our 
experiments have shown that the solution returned by this 
algorithm is the optimum with a high degree of accuracy. Besides, 
in many applications such as shape retrieval, an approximate 
solution is sufficient. 

 
Algorithm 1: Approximate DSW (main algorithm):  

dist = HopDSW(TASA, TASB, hs) 
Notation: 

TASA and TASB are TAS of shapes A and B, respectively. 
N is the number of boundary points for each shape. 

sh is the hopping step. 

1: TASA ← [TASA TASA TASA] {to allow cyclic 
shifting} 
2: dist ← ∞ 
{coarse search} 
3: for i = 1 to ⌈N/hs⌉ do 
4: c ← (i − 1) × hs + 1 + N 
5: d ← BasicDSW(TASA(c : c+N−1),TASB) 
6: if d < dist then 
7: dist ← d 
8: k ← c 
9: end if 
10: end for 
{fine search} 
11: for i = k −hs+1 to k +hs−1 do 
12: d ← BasicDSW(TASA(i : i +N−1),TASB) 
13: if d < dist then 
14: dist ← d 
15: end if 
16: end for 
17: Flip TASA and repeat steps 3 to 16 
18: return dist 

 
 

Algorithm 2:  d = BasicDSW(TASA, TASB) 
Notation: 

w is the width of the Sakoe-Chiba band. For N = 128, w  is   
set to 3. 
DT is an N × N distance matrix initialized as: 

0 max(1, 1)

( , ) min( , 1)T

i w j

D i j N i w

otherwise

− + ≤
= ≤ + −
∞

 

1: for i = 1 to w  do 
2: DT(i,1) ← | TASA(i)- TASB(1)| 
3: DT(1,i) ← | TASA(1)- TASB(i)| 
4: end for 
5: for i = 1 to N  do 
6: for j = max(1,i-w+1) to min(N,i+w-1)  do 
7: p ← min[DT(i-1 ,  j) DT(i-1 , j-1) DT(i , j-1)] 

8: DT(i ,  j) ← | TASA(i)- TASB(j)| + p 
9: end for 
10: end for 
11: return d  ←  DT(N,N) 

 

       
(a) 
 

 
(b) 

 
(c) 

Fig. 3. The DSW distance versus the starting point of two 
MPEG-7 shapes  returned by (a) the classic DSW algorithm, 

and (b) the coarse and (c) the fine stages of the HopDSW 
algorithm. 

 

The selection of the hopping step parameter sh is critical to 

the performance of the HopDSW algorithm. Let ( )sF h  

represents the number of starting points executed by the HopDSW 

algorithm at a given sh . Then, F is given by: 

( ) 2( 1)s s
s

N
F h h

h

 
= + − 
 

    (6) 

where 1, / 2 1sh N∈ 〈 − 〉   , and    and    are the ceiling 

and floor functions, respectively. As sh increases, the number of 

starting points executed during the coarse search decreases and 
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that of the fine search increases, represented by the second term of 
eq. (6). Note that the function of F is upper-bounded by 

N (when 1sh = ) and / 2sh N≥     is not considered since 

the value of F will exceed N in this case, which means 
unnecessary repetition of some starting points. Note also that the 
function of eq.  (6) has a single minimum since the first and 

second terms are inversely monotonic. In this paper, sh is chosen 

such that F is minimized. However, it is very difficult to 
analytically differentiate eq. (6) because the ceiling function is not 
continuous. Therefore, the minimum is computed numerically.  

 
IV. RESULTS AND DISCUSSIONS 

In this section, an empirical evaluation of our algorithm is 
presented. Two main tests were conducted. In the first, the effect 

of the hopping step sh on the accuracy of the distance 

computation is investigated. The second test includes the shape 
retrieval application. 

The well-known MPEG-7 CE-shape-1 database [11], which 
consists of 1400 images semantically classified into 70 classes 
with 20 shapes per class, is used here. This database contains a 
mixture of natural and artificial objects under various rigid and 
non-rigid deformations. In the following, the boundary of each 
shape is extracted and re-sampled to 128 equidistant points. Then, 
the TAS of each shape is computed according to eq.  (3). To 
ensure availability, all datasets and algorithms used in this 
evaluation are placed online [2]. The codes are written using the 

Matlab © (version 7.0) software. 
 

1. Accuracy of HopDSW  
The aim of this experiment is to test the accuracy of the 

HopDSW algorithm. For this purpose, each shape is matched with 
all other shapes in the database using the HopDSW algorithm, 
which results in ( 1) / 2K K + distances, where K is the 

number of shapes in the database. These distances are compared 
with those obtained using the classic DSW algorithm. Fig. 4 
shows the accuracy of the HopDSW algorithm as the number of 
shapes, K , increases. Note that in this case the number of 
distance computations ranges from about 5000 (for 100K = ) to 

about a million (for 1400K = ). In this figure, sh  is set to 8 

according to eq.  (6). Although the number of distance 
computations increased by more than two orders, there is no 
significant change in the accuracy, which suggests that the 
proposed algorithm has the ability to scale-up with the size of the 
shape database. 

 

 
Fig. 4. The accuracy of the HopDSW algorithm, with hs=8, 
versus the number of shapes, K, using the MPEG-7 CE-1 

database. Note that there are K(K+1)/2 distance   computations at 
each point. 

 
To illustrate the role of the hopping step parameter, Fig. 5 

depicts the accuracy of the HopDSW algorithm at different values 

of sh . Interestingly, the accuracy at 8sh = , which corresponds to 

the minimum number of starting point executions as given by eq.  

(6), is higher than other larger values of sh , although these 

values include more starting points in the distance computation. 
The reason can be regarded to the fact that the additional starting 
points in the latter case come in favour of the local search for the 
optimum solution, which is represented by the second term in eq.  
(6). Whereas the former case more points are included in the 
global search represented by the first term of the same equation. 

This suggests that the choice of the parameter sh that minimizes 

eq. (6) achieves a good balance for searching both globally and 
locally for the optimum solution. 

 

 
Fig. 5. The accuracy of the HopDSW algorithm versus the 

hopping step, hs , using all 1400 shapes of the MPEG-7 CE-1 
database. 

 
2. Shape retrieval test  

In shape retrieval, the aim is to acquire a ranked list of 
shapes according to their similarity with a query shape presented 
by a user. Therefore, obtaining an exact value of the distance is 
not a critical issue since approximate solutions are usually 
sufficient. It should also be emphasized that the work presented in 
this paper is not intended to enhance the effectiveness of shape 
retrieval, but rather, to reduce the number of starting point 
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computations. However, shape retrieval results are reported here 
to demonstrate the trade-off between speed and accuracy of the 
proposed algorithm. 

The MPEG-7 CE-1 part B test is conducted for both 
Algorithms. In this test, each of the 1400 shapes is considered as 
a query and the remaining shapes are ranked according to their 
similarity with the query. Then, the number of correct matches 
are counted among the first 40 retrieved shapes. The final 
precision is the average of all individual shape precisions. Table 1 
shows the performance of the HopDSW algorithm at different 

values of sh . It is obvious that the drop in the precision due to 

the hopping step is marginal. This suggests that the approximate 
distance returned by the HopDSW algorithm is either equal or 
very close to the exact distance returned by classic DSW 

algorithm ( 1sh = ). 

 
Table 1. The results of the MPEG-7 CE-shape-1 part B test using 

the HopDSW algorithm. 

sh  1 2 3 4 5 6 

Precision 77.96 77.95 77.95 77.86 77.90 77.89 

sh  7 8 9 10 11 12 

Precision 77.95 77.81 77.89 77.69 77.80 77.58 

 
 

V. CONLCLUDING REMARKS 

In this paper, a shape matching algorithm that approximates 
the DSW distance for arbitrary starting points is introduced. The 
algorithm performs a global search via hopping to locate a 
minimum-distance point followed by a local, refined search 
around the located point. The proposed algorithm achieves 
reduction by an order of the number of starting points as 
compared with the greedy search. Besides, experimental tests 
show that the proposed algorithm achieves a high degree of 
accuracy. This suggests that the basins of attraction for the 
minimum-cost starting point are quite large; therefore, there is no 
need to try every possible starting point. A desirable property of 
this algorithm is that it doesn't require any parameter setting by 
the user. 
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Abstract: In this paper, the viability and capability of using Type-2 Fuzzy Logic Systems as a novel approach for predicting permeability 
from Well Logs has been investigated and implemented. Type-2 fuzzy logic is powerful in handling uncertainties, including uncertainties 
in measurements and data used to calibrate the parameters. In the formulation used, the value of a membership function corresponding to 
a particular permeability value is no longer a crisp value; rather, it is associated with a range of values that can be characterized by a 
function that reflects the level of uncertainty. In this way, the model will be able to adequately account for all forms of uncertainties 
associated with predicting permeability from well log data, where uncertainties are very high and the need for stable results are highly 
desirable. Comparative studies have been carried out to compare the performance of the proposed framework with those earlier used 
methods, using real industrial reservoir data. Empirical results from simulation show that Type-2 FLS approach outperforms others in 
general and particularly in the area of stability and ability to handle data in uncertain situations, which are the common characteristics of 
well logs data. Another unique advantage of the newly proposed model is its ability to generate, in addition to the normal target forecast, 
prediction intervals as its by-products without extra computational cost. 
 
Keywords: Permeability estimation, Well logs, Type-2 fuzzy logic systems, reservoir characterization, Support Vector Machines, 
Feedforward Neural Networks 
   

I.            INTRODUCTION 
  

Permeability is one of the most important of reservoir properties, 
and their prediction has been one of the fundamental challenges to 
petroleum engineers and researchers [1]. Accurate knowledge of 
Permeability property is required to determine the amount of oil 
or gas present in reservoirs, the amount that can be recovered, the 
flow rate of oil or gas, the forecast of future production, design of 
production facilities, and for the overall reservoir management 
and development requires accurate knowledge of permeability [1, 
2].  Permeability, or flow capacity, is the ability of porous rock to 
transmit fluid [3]. Although a rock may be very porous, it is not 
necessarily very permeable. Permeability is the ease with which 
fluid is transmitted through a rock's pore space. It is a measure of 
how interconnected the individual pore spaces are in a rock or 
sediment.  
 
The recent success of applying artificial neural networks (ANN) 
to solve various engineering problems has drawn the attention to 
its potential applications in the petroleum industry. Thus, an 
alternative approach to the parametric modeling approach is the 
application of artificial neural networks (ANNs). In attempt to 
resolve problems associated with the parametric approach, the 
standard artificial neural networks (ANNs) have been used to 
provide better prediction models [13-16]. These works yielded a 
significant prediction improvement in the oil and gas industries. 
See [17-24] for further works carried out in this direction. 
However, the technique still suffers from several drawbacks. 
These shortcomings include the trial-and-error approach of ANN, 
the need to guess its architectural parameters in advance, such as, 
number and size of hidden layers and the type of transfer 
function(s) for neurons in the various layers. Moreover, the 
training algorithm parameters were determined based on guessing 
initial random weights, learning rate, and momentum. Although 
acceptable results may be obtained with effort, it is obvious that 
potentially superior models can be overlooked. Most importantly, 

ANN suffers from instability in its predictions and it is unable to 
model uncertainties, which characterize well logs in particular. 
 
Researchers in both machine learning and data mining 
communities did their best to address and overcome these 
problems of ANN. As a result, several variants of ANN and other 
methods like support vector machines (SVM) and functional 
networks (FN) have been proposed and used [4, 12, 24], yet each 
has its limitations that still call for further research of this nature, 
particularly their inability to handle uncertainties and the need to 
ensure stability in permeability predictions. Recently, Type-2 
Fuzzy Logic Inference Systems have been proposed as new 
intelligence frameworks for both prediction and classification to 
handle all forms of uncertainties [26-29]. Type-2 fuzzy logic is 
powerful in handling uncertainties, including uncertainties in 
measurements and data used to calibrate the parameters. It has 
since featured in a wide range of medical, business and 
engineering applications, often with promising and stable results 
[30-36]. Therefore, bearing in mind the fact that there is 
uncertainty in reservoir characteristics and well log data, it 
becomes clear that the best way to tackle this problem of 
uncertainty is to make use of type-2 fuzzy logic; which is an 
approach that has been specifically invented to deal with all forms 
of uncertainty [26] that is inherent in our day to day natural 
encounters and mode of reasoning. Thus the significance of type-
2 fuzzy logic based prediction model, hereby proposed, cannot be 
overemphasized. 
 
The main objectives of this study are (1) to investigate the 
feasibility of type-2 FLS in forecasting permeability; (2) to 
develop a new intelligence framework, based on type-2 FLS, for 
predicting permeability from well logs using real industrial well 
log data; (3) to investigate how various earlier commonly used 
standard neural network, support vector machines and functional 
networks compare in their performance in predicting permeability 
of carbonate reservoirs; and (iv) to explore how type-2 FLS 
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framework can generate prediction intervals, permeability, 
effortlessly as its by-product.  

 
II  THE PROPOSED TYPE-2 FUZZY LOGIC SYSTEM 

INTELLIGENCE FRAMEWORK 
 
In this work, type-2 fuzzy logic framework is presented and 
utilized for predicting permeability from well log data based on 
distinct real-world industrial data. The goal is to completely 
specify the FLSs using the training data, which is a unique 
characteristic of adaptive fuzzy systems.  Type-2 Adaptive Fuzzy 
Inference Systems (ANFIS) is an adaptive network that learns the 
membership functions and fuzzy rules, from data, in a fuzzy 
system based on type 2 fuzzy sets, see [26, 37] for details. “Type-
2 fuzzy sets are fuzzy sets whose grades of membership are, 
them-selves, fuzzy. They are intuitively appealing because grades 
of membership can never be obtained precisely in practical 
situations” [38]. The fuzzifier takes the well log input parameters 
values as inputs. The output of the fuzzifier is the fuzzified 
measurements which will be the input to the inference engine. The 
resultant of the inference engine is type-2 fuzzy output sets which 
can be reduced to type-1 fuzzy set by the type reducer. This type 
reduced fuzzy set in this model is an interval set which gives the 
predicted external attribute measurement as a possible range of 
values. The defuzzifier calculates the average of this interval set 
to produce the predicted crisp external attribute measurement 
(which is the permeability values).  

1.  Initializing the Framework 
 To initialize the framework, we need to define the components of 
a typical type-2 fuzzy logic system from the perspective of 
permeability model. In this work, we initialized FLS from the 
numerical dataset. In this model, we have the antecedents and 
consequents: (1) internal attributes are the antecedents, which in 
this case are the well log variables, (2) external attribute is the 
consequent which is the permeability value to be predicted in this 
case. To initialize the framework, we make use of training data set 
created from the available measurement data. The proposed model 
required that the antecedent and consequent membership 
functions be considered as type-2 Gaussian with uncertain mean 
(m) and the input membership functions will be type-2 Gaussian 
with uncertain standard deviation (σ ) as shown below. 

[ ]
2

1 2
1( ) ex p ,
2A

x mx m m mμ
σ

⎡ ⎤−⎛ ⎞= − ∈⎢ ⎥⎜ ⎟
⎝ ⎠⎢ ⎥⎣ ⎦

  

Corresponding to each value of m, there will be a 
different membership curve as shown in figure 5. 

 

FIGURE 1: Foot print of uncertainty (FOU) for Gaussian 
primary membership function with uncertain mean. 
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 Corresponding to each value ofσ , there will be a 
different membership curve as shown in figure below. 

 
FIGURE 2: Foot print of uncertainty (FOU)  for Gaussian 

primary membership function with uncertain standard 
deviation. 

The uniform shading for the foot print of uncertainties 
(FOU), in the two figures above, again denotes interval sets for 
the secondary membership function and represents the entire 
interval type-2 fuzzy set ( , )A x uμ . 
 Sample rule for the framework looks like; 
     

2
1 1 2 2: ...i i i i

P P iR IF x is F and x is F and x is F THEN y is G

 
From the above rules, for the consequent part, iR  represent the ith 

type-2 fuzzy rule for the ith sample,  1
iF  is a fuzzy set whose 

membership function is centered at the 1st attribute of the ith 
sample. For the consequent part, iG  is a fuzzy set whose 
membership function is centered at target output y of ith sample.  
 For a further detail explanation of various ways to 
initialize and train type-2 FLS, see [26]. 

2. Training the Model with Adaptive Type-2 Fuzzy Learning 
Process 
After initializing the FLS, part of the available dataset will be 
used as training data. It will contain the input-output pair where 
the inputs are independent variables and the output is the target 
attribute. Our training procedure follow strictly type-2 fuzzy logic 
standard, details of which can be found in [26, 29]. Figure 3 
depicts the proposed type-2 adaptive fuzzy inference system 
network. The network depicted has a number of parameters to be 
learnt. Firstly there are parameters for the membership grades of 
the antecedent type 2 fuzzy sets in layer 1. Layer 3 has the 
consequent type 2 fuzzy sets and there are parameters to be learnt 
there as well. Since the output of the network is numeric this can 
be compared with the expected output from a teacher (i.e. 
supervised learning) and back propagation used to feed the error 
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back to adjust the parameters in the nodes. For illustration 
purposes, the method for two inputs is discussed but this is 
extendable.  GR and RT are vectors representing well log inputs 
(Gamma Rays and Resistivity respectively) that might have 
different representations for different type 2 fuzzy sets while Perm 
denote the final permeability output from the system. 
 

 
FIGURE 3: A type-2 adaptive neuro-fuzzy inference system 

network. 
 

The grades in type-2 sets are actually fuzzy numbers, 
that is, rather than a membership grade being crisp in [0, 1] it’s a 
fuzzy number in [0,1] where the width of the set indicates the 
uncertainty attached to the number. For a two input, one output 
model there can be four fuzzy rules as follow: 

 
IF GR is A1 and RT is B1 THEN Z is C1 
IF GR is A1 and RT is B2 THEN Z is C2 
IF GR is A2 and RT is B1 THEN Z is C3 
IF GR is A2 and RT is B2 THEN Z is C4, 

 
where A1, A2, B1, B2, C1, C2, C3, C4, are type 2 fuzzy sets. The 
network in figure 3 describes the type-2 fuzzy system encoded in 
the rules above. A square node indicates an adaptive node with 
modifiable parameters whereas a circle indicates a fixed node that 
simply performs a function.  

  
III EMPIRICAL WORK, DISCUSSION AND 

COMPARATIVE STUDIES 
 
In order to carry out empirical study, two distinct real-industrial 
databases (Well-W1 with 356 data points and  Well-W2 with 478 
data points) were acquired having well log inputs parameters that 
include Wire line logs from these wells included CT (electrical 
conductivity), DRHO (density), DT (sonic travel time), MSFL 
(Micro spherically Focused Log), NPHI (Neutron porosity), PHIT 
(total porosity), RHOB (bulk density), RT (Resistivity), and SWT 
(water saturation). One important additional benefit of type-2 FLS 
worth mentioning at this point is that, compared with earlier used 
models, the proposed type-2 FLS will generate not only the 
permeability predictions, but also prediction intervals effortlessly 
as its by-product. It achieved this through its type-reduction 
process that generates the intervals as the by-product. See,[26], 
for further details. A sample permeability prediction intervals 

generated in this work is shown in figure 4. This, indeed, is 
another great contribution of this work. 
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Figure 4: Permeability prediction intervals based on Type-2 FLS 
 

IV CONCLUSION AND RECOMMENDATION 
 

In this study, two distinct industrial data set were made used of 
in investigating the feasibility, performance, and accuracy of the 
proposed type-2 FLS based modeling scheme as a new framework 
for predicting the permeability from well log. A new 
computational intelligence modeling scheme, based on the type-2 
fuzzy logic system has been investigated, developed and 
implemented, as predictive solution, that takes care of all forms of 
uncertainties, for predicting permeability from well logs. 
Validation of the framework is done using real industrial well log 
data. In-depth comparative studies have been carried out between 
this new framework and the standard neural networks, support 
vector machines and functional network. Empirical results from 
simulations show that the proposed model outperformed all the 
compared models in all fronts.  Based on the published literature 
to date, it can be said here that, for the first time in the history of 
permeability predictions, this work has presented a Type-2 FLS 
based model that will generate not only the target permeability 
forecast but also prediction intervals without effortlessly.  As a 
form of future work recommendations, it is suggested that other 
models like that of porosity, history matching, lithofacies and 
other reservoir engineering properties could be built using this 
framework. Also more dataset could be considered while 
investigating the effect of absence or presence of preprocessing 
techniques.  
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Abstract: A real-time algorithm to automatically detect human face and irises from color images has been developed. 
Haar cascade-based algorithm has been applied for simple and fast face detection. The face image is then converted into 
grayscale image. Three types of image processing techniques have been tested respectively to study its effect on the 
performance of iris detection algorithm. Then, iris candidates are extracted from the valley of the face region. The iris 
candidates are paired up and the cost of each possible pairing is computed by a combination of mathematical models. The 
pairing with the lowest cost is considered as iris. The algorithm has been tested by quality images from Logitech camera 
and noisy images from Voxx CCD camera. The proposed algorithm has achieved a success rate of 83.60% for iris 
detection in an open office environment. 
 
Keywords: - Face detection, Iris detection, Illumination normalization, Face recognition 
 
 

I. INTRODUCTION 

In past ten years, face recognition has attracted substantial 
attention from various disciplines and experienced a tremendous 
growth in researches. Nowadays, face recognition has been 
widely applied in security system, surveillance, identity 
verification and other purposes. Automatic face and facial features 
detections are vital for face recognition development. Humans are 
good at face identification but it is never an easy task for a 
computer to recognize human faces automatically. Automatic 
real-time face detection systems continue to gain substantial 
attention in the field of face recognition. Two of such systems 
have been developed based on still-image [1, 28, 29] and video 
sequences [30] achieving detection rate of 90% and 99% 
respectively. These systems used YCbCr or RGB color space in 
the effort to detect face region. No significant efforts have been 
reported in dealing with variabilities such as lighting, facial 
expressions and head tilts.  

Generally, face recognition is categorized into holistic 
method and feature-based method. The holistic approach [3, 4] 
treats a face as a two dimensional pattern of intensity variation. 
The feature-based approach [2, 13, 14] recognizes a face using the 
geometrical measurements [6, 8] taken among facial features. Many 
methods have been proposed to locate eyes [8, 32], mouth [4, 5], and 
face region [3, 7] in an image. Popularity of using template 
matching [2, 3] features detection has been shown at the earlier 
stage of feature-based research. However, template matching and 
eigenspace methods require large number of templates for varying 
poses and face normalization for variation of size and orientation.  

Vertical and horizontal projections have been combined with 
template matching [2, 3], gabor transformation [22], genetic 
algorithm [7] and the Smallest Univalue Segment Assimilating 
Nucleus (SUSAN) [14]. SUSAN algorithm has emerged as a 

simple and accurate method for corner detection either in 
grayscale image [15, 16] or color image [17, 18, 19]. Anyhow, integral 
projection might not robust enough to tackle the illumination 
changes. 

In the most recent researches, Adaboost [23] is used to search 
through the entire face region to get all possible combinations of 
features based on maximum likelihood. A new facial features 
localization system has been developed based on Gaussian 
Mixture Model (GMM) to locate the regions of eyes [24] but it is 
not fully automated. Most of the studies have been done under 
controlled environment. Conditions such as beard, moustache, 
head orientation, hairstyle and facial expressions have been 
excluded from the face databases used in researches [6, 8, 13, 14, 17, 18, 

19].  
The aim of this research is to improve the performance of 

face and iris detection in real-time environment. The proposed 
algorithm will first locate the face region by using Haar Cascade 
face detector. Then, illumination normalization is applied to 
reduce the effect of lighting variation. After that, iris candidates 
are extracted from the valleys of the face region using feature 
template and separability filtering. Iris candidates are determined 
by the total costs computed from Hough Transform, seperability 
and intensity information. Finally, the pair of irises will be 
determined by the total costs and matching correlation in a 
mathematical approach.  

 

II. FACE LOCALIZATION 

There are two databases with images captured by using Voxx 
CCD box camera (Database A) and Logitech Quickcam Pro9000 
(Database B) in office environment. Logitech camera has 2.0 
megapixels of resolution while Voxx camera has high resolution 
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480TVL. Both of the cameras have different build qualities and 
specifications.  

In this experiment, OpenCV Haar Cascade based face 
detector [25] has been used for real-time detection instead of the 
skin-color based face detector [29]. This is because the RGB color 
based face detection tends to be affected easily by the lighting 
variation and complex background in the office. The images of 
each employee are captured during the face verification process to 
open their lockers. The images are collected during office hours 
and no constraint has been set besides facing the camera for 
verification purpose. Eq. (1) is the main function being used in 
face detection. 

 
 gfedcbactObjectscvHaarDete ,,,,,,                    (1)    

where (a=image; b=cascade; c=memory storage; d=scale factor; 
e=min. neighbors; f=flags; g=min. size). The parameters d, e, f, g 
have been set as 1.1, 3, CV_HAAR_FIND  _BIGGEST_OBJECT 
and 6565  in this experiment.  
 

III. ILLUMINATION NORMALIZATION 

This section describes the chosen image processing technique 
which is similar to the method proposed by Xiaoyang Tan and 
Bill Triggs [27] before implementing the iris detection algorithm. It 
incorporates a series of steps to counter the effects of illumination 
variations, local shadowing and highlights while preserving the 
originality of the visual appearance. The first step of this 
algorithm is gamma correction which is a nonlinear gray-level 
transformation that replaces gray-level I  with I , where 

]1,0[  is a user-defined parameter. This can enhance the local 
dynamic range of the image in dark region while compressing it in 
bright regions.  

. In order to recover object-level information independent of 
illumination, a power law with the exponent   in the range of [0, 
0.5] is a good compromise to this problem. Difference of 
Gaussian (DoG) Filtering can be used to reduce the aliasing and 
noise. The inner Gaussian is typically set to 10   pixel while 

the outer one might have 1  of 2-4 pixels, depending on the 
spatial frequency at which low frequency information becomes 
misleading rather than informative. 0.10   and 0.22   are 
used as default setting. Then, two stages of processes as shown in 
Eq. (2) have been proposed: 

 

   
    aayxImean

yxIyxI 1
','

,,   

   
     aayxImean

yxIyxI 1
',',min

,,


                                (2) 

 
Here,   is a strongly compressive exponent that reduces 

influence of large values,   is a threshold used to truncate large 
values after the first phase of normalization and the mean is over 
the unmasked part of the image. 1.0  and 10  are used in 

this experiment. Finally, a nonlinear function is being used to 
compress over-large values to reduce the influence of those 
extreme values on subsequent stages of processing. The 
hyperbolic tangent has been used 
     /,tanh, yxIyxI  , thus limiting I  to the range 

  , .  
This algorithm has been tested on its robustness under 

various lighting conditions. From Fig. 1, the normalized images 
have shown similarity in terms of illumination distribution even 
though the input images are taken under different lighting 
conditions. Besides, LogAbout [26] and histogram equalization 
have been compared with the proposed normalization method to 
evaluate the performance of iris detection based on the processed 
images.  

 

 
                (a)            (b) 

 
                (c)            (d) 

 
 

 
 

IV. IRIS DETECTION ALGORITHM 

The proposed algorithm will first apply grayscale 
conversion on the input image followed by grayscale closing [12]. 
Then, illumination normalization and light spot deletion are 
applied to remove the reflection of lighting on the irises. This can 
be done by replacing the center pixel of a mask by the smallest 
intensity value of the pixels within the mask. Histogram 
equalization [29], LogAbout and illumination normalization have 
been tested and compared in this experiment to reduce the effect 
of lighting variation.  

 
1.   Valley extraction  

After the illumination normalization, valley extraction as 
shown in Eq. (3) has been carried out. Each pixel  yx,  in the 
face region:  

 
     yxIyxGyxV ,,,                                             (3) 

 
where  yxG ,  and  yxI ,  denote the value obtained 

from grayscale closing and intensity value. Region which consists 

Fig. 1. (a) and (c) are input images; (b) and 
(d) are the respective output images after 

illumination normalization 
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of pixels  yx,  such that  yxV ,  is greater than or equal to a 
threshold value are determined to be valleys. 

 
2.   Selection of iris candidates  

In irises selection, this algorithm performs similar method as 
proposed in [29]. First, it computes the costs  yxC ,  for all pixels 
in the valleys and selects m pixels according to non-increasing 
order that give the local maxima of  yxC ,  as the iris candidate 
locations. 

 
     yxCyxCyxC ,,, 21                                        (4) 

 
Where  yxC ,1  is the mean crossing of the row and 

column pixels and  yxC ,2  is the intensity difference between 
the center part and the boundary part of a square region. An eye 
template as shown in Fig. 2 is placed at each candidate location 
and measures the separability [10] between the two regions 1R  and 

2R  given by: 
 

AB                                                                            (5) 
 

Where 



N

i
mii PyxIA

1

2)),(( , 

 
2

22
2

11 )()( mm PPnPPnB  , 

   :2,1knk  number of pixels in kR , 
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 kP )2,1k(  : average intensity in kR , 

 mP : average intensity in the union of 1R  and 2R , 

  ii yxI , : the intensity values of pixels  

  ii yx ,  in the union of 1R  and 2R . 
 

 
 
 
 
Next, it applies Canny edge detector [11] to the face region 

and measures the fitness of those iris candidates to the edge image 
using Hough Transform [21]. The vote calculated from Hough 
Transform is defined as  iC1 . Given an iris 

candidate  iiii ryxB ,, , measures the fitness of iris 
candidates to the intensity image by placing two templates similar 
as Fig. 2. Compute the separabilities  i23 ,  i24 ,  i25  and 

 i26  using Eq. (5) for  iC2  and  iC3 .  iC4  is the ratio of 
average intensity of each iris candidate over average intensity of 
all the candidates. Then the cost for each iris candidate is 
calculated as below: 

 
         iCiCiCiCiC 4321                               (6) 
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where  iV  is the vote for Bi given by Hough transform; 

maxV , the maximum of  iV  over all iris candidates;  iU  is the 

average intensity inside iB  and avU  is the average of  iU  over 
all iris candidates. Finally, computes the cost for each pair of iris 
candidates iB  and jB : 

 
          jiRtjCiCtjiF ,/1,            (7) 

 
Where  iC  and  jC  are costs computed by Eq. (6). 

 jiR ,  is the normalized cross-correlation value computed 
between eye template and the input image. The eye template used 
in this experiment is shown in Fig. 3 t  is the weight to adjust two 
terms of the cost. The lowest cost  jiF ,  is selected as the pair 
of irises as shown in Fig. 5. 

 
 

 
 
 
 

 

V. RESULT AND DISCUSSION 

Experiments have been done to evaluate the real time 
performance of the proposed iris detection algorithm with 
histogram equalization, LogAbout and illumination 
Normalization. A total of 109 and 122 images captured by Voxx 
and Logitech cameras are collected for this experiment under 
office environment. One image from Voxx camera and three 
images from Logitech camera have been eliminated from the 
databases since one of the iris is not appeared in the images. This 
research intends to make the system user-friendly whereby users 

Fig. 2. An eye template to detect blob 

Fig. 3. The eye template used for 
computation of  jiR ,  
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have not been limited in wearing spectacles, type of clothes, 
hairstyles, facial expressions, multiple faces and background. 
Here, Database A represents the images captured by Voxx camera 
while Database B represents the images captured by Logitech 
camera. 

From Table 1, histogram equalization, LogAbout and 
illumination normalization scored 38.53%, 54.13% and 68.81% 
respectively for database A for success detection. The success 
rates of iris detection for database B are 62.30% (histogram 
equalization), 71.31% (LogAbout) and 83.60% (illumination 
normalization). Thus, Illumination normalization has achieved the 
highest iris detection rate in both databases at real-time followed 
by LogAbout and histogram equalization. This means the images 
processed by illumination normalization have better contrast and 
stability when dealing with lighting variation. However, all of the 
processing techniques do not show outstanding results when 
dealing with database A which are noisier and blur images. 

 
 
 
 

Processing 
Technique 

Database A 
(%) 

Database B 
(%) 

Histogram 
Equalization 

38.53 62.30 

LogAbout 54.13 71.31 

Illumination 
Normalization 

68.81 83.60 

 
The proposed processing technique has improved the 

performance of iris detection more than 30% (Database A) and 
21% (Database B) compared to the histogram equalization which 
was proposed in previous research. Although the improvement 
rate for Database A is greater but the overall success rate is still 
considered low for all the tested processing methods with the 
highest detection rate of 68.81%. Anyhow, illumination 
normalization outperforms LogAbout to nearly 15% when 
processing the low quality and noisy images from Database A.  

Successful iris detections from both databases are shown in 
Fig. 4. This has covered a variety of lighting conditions, genders, 
backgrounds, spectacles, expressions and hairstyles. The 
improved iris detection algorithm has shown its robustness 
through this experiment especially when facing issues such as 
complex backgrounds and multiple faces. However, there are also 
some failures reported. The examples of the fail detection are 
shown in Fig. 5. Most of the subjects in those fail detections are 
wearing spectacles. The proposed algorithm has not been 
successful when dealing with certain types of spectacles which 
have some levels of lens reflectance when expose to lighting. This 
explains why there are also successful iris detections for the same 
subjects under different lighting conditions.  

By studying the fail cases, frame of a spectacle can cause the 
iris detection algorithm to fail in some situations. This tends to 
happen when the subject wears the spectacle slightly lower than 
its normal position. The upper frame will block or appear at the 
same line as the irises horizontally. This has confused the 

proposed algorithm in making the correct decision especially 
when the color of the frame is black which has similar intensity 
values with the iris. Besides, spectacle with low transparency 
affects the visibility of iris. This becomes worse in darker lighting 
condition, low quality image and the subject has some distances 
from the camera. Another possibility that can cause fail detection 
is the appearance of irises.  

Some facial expressions of the subjects have caused the eyes 
to be nearly closed and indirectly causing the irises not visible 
enough for detection. One of the failure case in Fig. 5 shows that 
the thick moustache of a subject under such lighting condition 
might confuse the detection algorithm. Solutions in terms of 
mathematical model or rules need to be set to differentiate the 
features which have similar intensity value as irises. The 
integration of illumination normalization into the iris detection 
algorithm replacing histogram equalization has improved the 
performance of the proposed algorithm in real-time. Besides, the 
ability of this algorithm to deal with the appearance of spectacles 
has been increased. 

 
 

 
 
 

 
 

Table 1. Iris detection rates for different image 
processing techniques for Database A and Database B 

Fig. 4. Successful iris detections 
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VI. CONCLUSION 

The experimental result has proven that the performance of 
the iris detection algorithm can be improved more tan 30% by 
applying a better image processing technique. Illumination 
normalization has proven its ability to cope with lighting variation 
under office environment. The proposed iris detection algorithm 
has achieved a success rate of 83.60% in a user-friendly real-time 
environment. Through this experiment, the algorithm has shown 
its robustness when tested with subjects wearing different kind of 
spectacles. In future, the iris detection algorithm needs to be 
enhanced in order to perform better under conditions like lens 
reflectance, facial expressions, disruption of moustache and 
excessive lighting. Finally, official online databases will be used 
to benchmark and evaluate the performance of the proposed 
algorithm in near future. 
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Abstract: Assessing human emotional state through EEG is one of key research area in developing intelligent man-
machine interfaces. EEG signals are collected using 64 channels from 20 subjects in the age group of 21~39 years for 
determining discrete emotions. An audio-visual induction based protocol has been designed for evoking the discrete 
emotions (happy, surprise, fear, disgust, neutral). The raw EEG signals are preprocessed through Surface Laplacian 
filtering method and decomposed into five different EEG frequency bands using Wavelet Transform. The main objective 
of this present work is to develop the emotion recognition system with lesser number of channels. Therefore, we have 
compared the efficacy of original set of channels (64 channels) with reduced set of channels (24 channels), which is 
proposed by the earlier work based on localization of brain region for assessing emotions. In our work, “db4” wavelet 
function is used to derive a new set of statistical features based on frequency band power for classifying the emotions. In 
this work, KNN outperforms LDA by offering the average classification accuracy of 79.783 % for 24 channels and 
82.898 % for 62 channels. Finally we present the average classification accuracy and individual classification accuracy of 
two different classifiers for justifying the performance of our emotion recognition system. 
 
Keywords: - Human emotion, EEG signals, Wave transform, Features extraction 

 

1. INTRODUCTION 

The estimation of emotional changes from 
electroencephalogram (EEG) signals has recently gained attention 
among BCI and Human Computer Interaction (HCI) researchers 
for developing the BCI/HCI devices. Traditional Human Machine 
Interaction (HMI) is normally based on passive instruments such 
as keyboards, mouse, etc. Emotion is one of the most important 
features of humans. Without the ability of emotions processing, 
computers and robots cannot communicate with human in natural 
way. It is therefore expected that computers and robots should 
process emotion and interact with human users in a natural way. 
In recent years, research efforts in Human Computer Interaction 
(HCI) are focused on the means to empower computers to 
understand human emotions. Although limited in number 
compared with the efforts being made towards intention-
translation means, some researchers are trying to realize man-
machine interfaces with an emotion understanding capability. 
Most of them are focused on facial expression recognition and 
speech signal analysis [1, 2]. Another possible approach for 
emotion recognition is physiological signal analysis. We believe 
that this is a more natural means of emotions recognition, in that 
the influence of emotion on facial expression or speech can be 
suppressed relatively easily, and emotional status is inherently 
reflected in the activity of nervous system. The traditional tools 
for the investigation of human emotional status are based on the 
recording and statistical analysis of physiological signals from the 
both central and autonomic nervous systems. Several approaches 
have been reported by different researchers on finding the 
correlation between the emotional changes and EEG signals [3-5]. 
The past works on emotion recognition using EEG signals is 

reported in [6]. One of the major limitations on this area of 
research is “curse of dimensionality”. The dimensionality of the 
data vectors extracted from the EEG data needs to be reduced 
because for most classification algorithms it is very difficult to 
reliably estimate the parameters of a classifier in high dimensions 
when only few training examples are available.  

In our work, we have used audio-visual stimuli (video clips) 
for evoking five different emotions such as disgust, happy, fear, 
surprise and neutral. The new statistical features based on power 
have been derived using wavelet transforms over three different 
frequency bands (alpha, beta and gamma). These numerical 
features are classified using two different linear classifiers namely 
K Nearest Neighbor (KNN) and Linear Discriminant Analysis 
(LDA). The main objective of this work to compare the efficacy 
of discrete emotion classification of original set of channels (62 
channels) and reduced set of channels (24 channels) which is 
proposed in [4] based on localizing brain activity in EEG signal 
for different emotions. The required EEG data for this reduced 
number of channels are derived from the EEG data of original set 
of channels for classifying emotions. Finally, we have compared 
the classification rate of discrete emotions on two different 
channel combinations over three frequency bands by combining 
wavelet features and linear classifiers. Figure 1 shows the human 
emotion recognition system using EEG. 

The rest of this paper is organized as follows. In Section II, 
we summarize the research methodology by elucidating the data 
acquisition process, preprocessing, feature extraction using 
wavelet transform, and classification of emotions by linear 
classifiers. Section III illustrates the overview of the results and 
discussion of this present work, and conclusions are given in 
Section IV. 
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2.  MATERIALS AND EXPERIMETAL DESIGN 
 
2.1 EEG Data Acquisition  
 
This section describes the acquisition of EEG signals for 

emotion stimulation experiments. From our earlier experiment, 
we found that audio-visual stimulus is superior in evoking the 
discrete emotions than visual stimulus method [7]. Hence, we 
have used an audio-visual induction based protocol for eliciting 
the discrete emotions in this present work. The structural flow of 
emotion recognition using EEG signals is shown in Figure 2. A 
pilot panel study is conducted on 25 university students to select 
any 5 video clips (trials) for each emotion from 115 emotional 
video clips including from the international standard emotional 
clips (www.stanford.edu). 

The selection of video clips is based on self assessment 
questionnaires mentioned in [8]. The subjects who have 
undergone for this panel study does not take part in the data 
collection experiment. The audio-visual stimulus protocol for 
Trial 1 of our experiment is shown in Figure. 3. From Trial 2 to 
Trial 5, the orders of the emotional video clips are changed in a 
random manner. X1 to X5 denote time periods of selected video 
clips. The time duration of video clips vary from one another. 

 
 
 
 
 
 
 
 
 

 
 

 
 

Figure 1. Emotion Recognition system overview 

 

  The selection of video clips is based on self assessment 
questionnaires mentioned in [8]. The subjects who have undergone 
for this panel study does not take part in the data collection 
experiment. The audio-visual stimulus protocol for Trial 1 of our 
experiment is shown in Figure. 2. From Trial 2 to Trial 5, the 
orders of the emotional video clips are changed in a random 
manner. X1 to X5 denote time periods of selected video clips. The 
time duration of video clips vary from one another. Three females 
and seventeen males in the age group of 21~39 years were 
employed as subjects in our experiment. Once the consent forms 
were filled-up, the subjects were given a simple introduction about 
the research work and stages of experiment. The recording of EEG 
signal has been done through Nervus EEG, USA with 64 channel 
electrodes at a sampling frequency of 256 Hz and band-pass 
filtered between 0.05 Hz and 70 Hz. Totally, we have used 62 
active electrodes, one each for reference (AFz) and ground (Oz). 
All the electrodes are placed over the entire scalp using 

International standard 10-10 system. The impedance of the 
electrodes is kept below 5 kΩ. 

 
                      5 emotions * No. of trials * 24/62 channels 
                        (5 trials for disgust, happy and surprise; 
                                  4 trials for fear and neutral) 

 

 

 

 

 

 

 

(5 emotions * 3 frequency bands * 20 subjects*No. of trials) X 24/62 channels 

 

 

                    training                                     testing 

 

Figure 2. Systematic procedure of our work on emotion recognition using 
reduced set of EEG channels 

 
 
 
 
 
 
 
 
 
 

Dis = Disgust ; Hap = Happy ; Sur = Surprise ; Fea = Fear ; Neu= Neutral 

Figure 3. EEG data acquisition protocol using 
audio-visual stimulus 

Between each emotional video clips, under self assessment 
section, the subjects were informed to answer the emotions they 
have experienced [8]. Finally, 5 trials for disgust, happy and 
surprise emotions and 4 trials for fear and neutral emotions are 
considered for further analysis. 

2.2 Preprocessing 

EEG signals recorded over various positions on the scalp are 
usually contaminated with noises (due to power line and external 
interferences) and artifacts (Ocular (Electroocculogram), Muscular 
(Electromyogram), Vascular (Electrocardiogram) and Gloss 
kinetic artifacts). The complete removal of artifacts will also 
remove some of the useful information of EEG signals. This is one 
of the reasons why considerable experience is required to interpret 
EEGs clinically [9, 10]. A couple of methods are available in the 
literature to avoid artifacts in EEG recordings. However, removing 
artifacts entirely is impossible in the existing data acquisition 
process.  
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In this work, we used Surface Laplacian (SL) filter for 
removing the noises and artifacts.  The SL filter is used to 
emphasize the electric activities that are spatially close to a 
recording electrode, filtering out those that might have an origin 
outside the skull. In addition, it also attenuates the EEG activity 
which is common to all the involved channels in order to improve 
the spatial resolution of the recorded signal. The neural activities 
generated by the brain, however, contain various spatial 
frequencies. Potentially useful information from the middle 
frequencies may be filtered out by the analytical Laplacian filters. 
Hence, the signal “pattern” derived from SL filters is similar to 
“spatial distribution of source in the head”.  

The mathematical modeling of Surface Laplacian filter is given 
as 

 
where Xnew : filtered signal ; X(t) : raw signal ; 
N: number of neighbor electrodes 

2.3 Feature Extraction 

There are two important aspects of feature extraction: (a) 
extracting the features using the most salient EEG channels (b) 
extracting the features only from the selected EEG channels. In the 
emotion recognition research using EEG signals, the non-
parametric method of feature extraction based on multi-resolution 
analysis of Wavelet Transform (WT) is quite new. The joint time-
frequency resolution obtained by WT makes it as a good candidate 
for the extraction of details as well as approximations of the signal 
which cannot be obtained either by Fast Fourier Transform (FFT) 
or by Short Time Fourier Transform (STFT) [11, 12].  

      The non-stationary nature of EEG signals is to expand 
them onto basis functions created by expanding, contracting and 
shifting a single prototype function (Ψa,b, the mother wavelet), 
specifically selected for the signal under consideration 

 
The mother wavelet function Ψa, b (t)

 is given as  
                     

                      
,

1
( ) ( )a b

t bt
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               (2) 

 
where a, b   R, a>0, and R is the wavelet space. Parameters 'a' 

and ‘b’ are the scaling factor and shifting factor respectively. The 
only limitation for choosing a prototype function as mother 
wavelet is to satisfy the admissibility condition (Eqn. 3), 
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where ψ (ω) is the Fourier transform of ψa, b (t).  
        The time-frequency representation is performed by 

repeatedly filtering the signal with a pair of filters that cut the 
frequency domain in the middle. Specifically, the discrete wavelet 
transform decomposes the signal into an approximation 
coefficients (CA) and detailed coefficients (CD). The 
approximation coefficient is subsequently divided into new 

approximation and detailed coefficients. This process is carried out 
iteratively producing a set of approximation coefficients and detail 
coefficients at different levels or scales [13].  

In this work, the multi-resolution analysis of “db4” wavelet 
function is used for decomposing the EEG signals into three 
different frequency bands (alpha, beta, and gamma). This wavelet 
function “db4” has been chosen due to their near optimal time-
frequency localization properties. Moreover, the waveforms of 
“db4” are similar to the waveforms to be detected in the EEG 
signal. Therefore, extraction of EEG signals features are more 
likely to be successful [14]. In Table (1), A5, D5, D4, D3, and D2 
represents the five EEG frequency bands. In order to analyze the 
characteristic natures of different EEG patterns, we propose a new 
set of statistical features based on power called: Recoursing Power 
Efficiency (RPE), Logarithmic Recoursing Power Efficiency 
(LRPE), and Absolute Logarithmic Recoursing Power Efficiency 
(ALRPE) for classifying the discrete emotions (Eqn 5 to Eqn 7). 
These features are derived from the three frequency bands of EEG. 
Table 1 also presents the bandwidth and the frequencies 
corresponding to different levels of decomposition for “db4” 
wavelet function with a sampling frequency fs=256 Hz [13]. 

 
Table 1  Decomposition of EEG signals into different frequency bands 

with a sampling frequency of 256 Hz 

 
        A : Approximation coefficients      D: Detail 

coefficients 

           
 

 
 

 
 
 

 

2.4 Classification 

In this work, we used two simple linear classifiers such as 
Linear Discriminant Analysis (LDA) and K Nearest Neighbor 
(KNN) for classifying the discrete emotions.  Among these two 
classifiers, LDA provides extremely fast evaluations of unknown 
inputs performed by distance calculations between a new sample 
and mean of training data samples in each class weighed by their 
covariance matrices. A linear discriminant analysis tries to find an 
optimal hyperplane to separate five classes (here, disgust, happy, 
surprise, fear and neutral emotions).  

Frequency 
Range 

Decomposition 
Level 

Frequency 
Bands 

Frequency 
Bandwidth 

(Hz) 
0 - 4 A5 Theta 4 
4 – 8 D5 Delta 4 

8 – 14 D4 Alpha 8 
14 – 32 D3 Beta 16 
32 – 64 D2 Gama 32 

 64 - 128 D1 Noises 64 

(1) 

(4) 

(5) 

(6) 

(7) 
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In addition, KNN is also a simple and intuitive method of 
classifier used by many researchers typically for classifying the 
signals and images. This classifier makes a decision on comparing 
a new labeled sample (testing data) with the baseline data (training 
data). In general, for a given unlabeled time series X, the KNN 
rule finds the K “closest” (neighborhood) labeled time series in the 
training data set and assigns X to the class that appears most 
frequently in the neighborhood of k time series. There are two 
main schemes or decision rules in KNN algorithm, that is, 
similarity voting scheme and majority voting scheme [15]. In our 
work, we used the majority voting for classifying the unlabeled 
data. It means that, a class (category) gets one vote, for each 
instance, of that class in a set of K neighborhood samples. Then, 
the new data sample is classified to the class with the highest 
amount of votes. This majority voting is more commonly used 
because it is less sensitive to outliers. 

Besides the training and testing samples, LDA does not require 
any external parameter for classifying the discrete emotions. 
However, in KNN, we need to specify the value of “K” closest 
neighbor for emotions classification. In this experiment, we try 
different “K” values ranging from 1 to 6. This value of “k” which 
gives a maximum classification performance among the other 
values of K is considered for emotion classification.  

 

3. RESULTS AND DISCUSSIONS 

Among all twenty subjects, we sample and preprocess the total 
of 460 EEG epochs from five discrete emotions. The number of 
data points in each epoch depends on the time duration of video 
clips. In our experiment; the time duration of video clips vary from 
one another. The next stage is to train the KNN classifier with a 
best value of K while LDA classifier directly works for classifying 
the emotions. The classification ability of a statistical feature set 
can be measured through classification accuracy by averaging five 
times over a 5 fold cross-validation. The basic stages of 5 fold 
cross-validation includes: (a) total number of samples are divided 
into 5 disjoint sets (b) 4 sets are used for training and 1 set is used 
for testing (c) repeat stage (b) for five times and each time the data 
set is permuted differently. From Table 2, we found that, KNN 
gives higher average classification accuracy than LDA on all 

different channels sets. The maximum classification accuracy of 
79.78 % and 64.92 % is obtained using Logarithmic Recoursing 
Power Efficiency (LRPE) feature among the three newly proposed 
statistical features in KNN and LDA respectively. 

Among the two different channel combinations, the statistical 
feature (LRPE) on the original set of channels gives maximum 
average classification accuracy over reduced set of channels. Here, 
the LRPE feature measures the frequency band power variations 
over different emotional EEG data. And so, each emotional EEG 
signals have its own frequency band power variation 
characteristics and it can be easily found out by using the LRPE 
feature. Table 3 shows the individual emotions classification rate 
of three different statistical features over two different liner 
classifiers. Table 4 shows the average classification rate of 
emotions on original set of channels using LRPE feature on KNN 
and LDA [16]. From Table 3 and Table 4, we found that, the 24 
channel EEG data gives the maximum individual classification 
rate in disgust, happy and fear emotions compared to 62 channels 
respectively. In addition, 62 channels EEG data performs well on 
achieving higher classification rate on neutral and surprise 
emotions than 24 channels. Therefore, the region of brain which is 
covered by a set of 24 channels will able to detect the three 
emotions (disgust, happy and fear) with higher classification rate 
over 62 channels. In a similar way, the original set of channels 
gives a maximum classification rate on neutral and surprise 
emotions over reduced set of channels. Over all the feature 
analysis, the EEG data on disgust and neutral data gives a 
classification rate nearly 90 % over other features. This accuracy 
of classification shows the potentiality of the audio-visual stimuli 
for evoking the emotion. In addition, the classification rates of two 
channels are nearly equal or we can say that, minimum in 
difference. However, this equivalent classification rate with lesser 
number of channels is more suited for the development of real-
time emotion recognition system. Since, it reduces the 
computational complexity, physical burden to the subjects and 
time required for placing electrodes. All the programming was 
done in Matlab environment on a desktop computer with AMD 
Athlon dual core processor 2 GHz with 2 GB of random access 
memory. 

 
 

Table 2: Comparison average classification rate of statistical features on KNN and LDA 
 

 
 
 
 
 
 

 
Table 3: Subset of discrete emotion classification rate of three statistical features on KNN and LDA 

RPE LRPE ALRPE Classifier 
24 Channels 62 Channels 24 Channels 62 Channels 24 Channels 62 Channels 

KNN 79.42 82.61 79.78 82.89 79.21 81.74 
LDA 64.71 76.88 64.92 75.58 67.24 75.72 

Classifiers KNN LDA KNN LDA KNN LDA KNN LDA KNN LDA 
Feature Disgust Happy Surprise Fear Neutral 

RPE 90 78.33 75 31.66 76.67 68.33 78.916 58.33 93.75 68.75 

LRPE 88.33 91.67 80 36.67 76.67 70 70.83 45.83 89.58 64.58 

ALRPE 88.33 91.67 75 38.33 75 71.67 77.08 70.83 85.41 77.08 
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Table 4: Subsets of discrete emotion classification rate of 62 channels EEG data using KNN and LDA

 

 
 
 

3 CONCLUSIONS 

This work addresses the classifiability of human emotions 
using reduced set of EEG channels. The results presented in this 
paper indicate that the multi-resolution analysis based newly 
proposed features works well with the context of discrete emotion 
classification. The experimental result on the performance of 
KNN is very encouraging. These results represent a possibility of 
determining the emotional changes of human mind through EEG 
signals. In addition, these results also confirm our hypothesis that 
it is possible to differentiate and classify the human emotions the 
linear and non-linear features. The results of this study provide a 
framework of methodology that can be used to elucidate the 
dynamical mechanism of human emotional changes underlying 
the brain structure. In addition, the results can be extended to the 
development of online emotion recognition system.  
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Abstract: Number of people and especially children suffer from speech problems such as too low or often excessive 
vocal intensity which is one of the behavioral problems that may be encountered in people with intellectual disability. 
Also it may happen due to the aggressive behaviors which produce disturbance which is rejected by others. The persons 
with this behavior may often be unaware of their problems. To limit these negative outcomes an intelligent system has 
been designed for monitoring, to provide a patient with information about speech intensity outside the clinic and for 
controlling of the treatment of excessive and low vocal intensity without the need to the continuous therapeutic follow-
up in speech pathology clinic. The use of the intelligent system proves to be an effective due to the many features of this 
system. The technical design considerations, the system features and system evaluation will be discussed.  
 
Keywords: - intelligent system, speech monitoring, vocal intensity 
 

I. INTRODUCTION 
 

    There are common vocal cords disorders 
include vocal cord nodules, vocal cord polyps, 
contact ulcers, laryngitis, vocal cord tumors, vocal 
cord paresis in addition to vocal loading [1]. Speech 
impairments such as low or reduced vocal intensity 
which present in patient with Parkinson's disease is 
generally been classified as a dysarthria which refers to 
motor defects of speech resulting from lesions of the 
nervous system [2, 3]. Others have described this 
symptom as inadequate volume, soft voice, and weak 
voice.  Many parkinsonian patients thus have 
problems normally regulating the volume of their 
speech. However, if instructed to speak louder, the 
patient can regulate the speaking volume but 
unfortunately such improvement generally is not long-
term one.  On the other side, excessive vocal intensity 
due to speaking loudly in addition to the vocal abuse 
and misuse may result in vocal cord pathologies such as 
vocal nodules. This pathology occurs in more than 
50% of children with voice disorders [4, 5]. This 
pathology is one of the behavioral problems that may 
be encountered in people with intellectual disability 
[6]. Also it may happen due to the aggressive behaviors 
which produce disturbance which is rejected by others.  

    Usually the persons with the above behaviors 
may often be unaware of their problems, so 
intervention program is required to limit these negative 
outcomes.  Speech monitoring is necessory in the first 
instance in addition to the use of biofeedback 
training. Biofeedback is that technology which can 
learn to exercise some control over a physiological 
process if information related to that process 
immediately available.  Compared to the simple 
verbal prompting by therapist such as (" you are 

speaking too low or  too loudly")  which failed to 
regulate their speech the use of biofeedback instead 
is more effective. Zicker et el. used feedback 
instrument for speech therapy with Parkinson's 
disease patients [7]. This system is a general-
purpose feedback training device which is based on 
the microcomputer and some additional hardware 
interfaces of 1 kg weight. Prosek et al. and 
Schliesser use the biofeedback training employing 
electromyography (EMG) to voice disorders [ 8, 9]. 
McGillivray et al. developed a biofeedback analog 
device to reduce excessive vocal intensity and treat a 
case of a child with soft nodules on her vocal cords 
by interrupt her conversation with a loud tone when 
her speech exceeded an intensity level determined 
by the therapist [10]. This device is simple and has 
limited functions of only tone. The use of a portable 
auditory-feedback and vibratory-feedback devices 
was used by Lancioni [11, 12] for reducing 
excessive vocal loudness in persons with mental 
retardation and a deaf woman [13].  
    To limit these negative outcomes an intelligent 
system has been proposed for speech monitoring, to 
provide a patient with information about speech 
intensity outside the clinic and for controlling of the 
treatment of both excessive and low vocal intensity 
without the need to the continuous therapeutic follow-
up in speech pathology clinic. The intelligent system 
which will be based on microcontroller technology will 
be an effective due to the many features of this system 
such as portability and wearily due to its small size, 
ease of programmability, patient alert, automatic 
tracking of up normal occasions during therapeutic 
sessions. The technical design considerations, the 
system features and system evaluation will be 
discussed.  
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II. MATERIALS AND METHODS 

  
    Hardware: The proposed intelligent speech 

monitoring system in this work consists of many 
components including: transducer, amplifiers, filters, 
rectifier, unity gain buffer, comparators, and 
integrator in addition to a low-cost microcontroller; 
auditory and vibratory feedback. Capacitors and 
headers were added to the circuit design and 
operational amplifiers were selected to make the 
system battery operated as shown in Figure 1.  

 
 
 
 

 

 
 
 
 
 

    Speech signals from a throat microphone is 
sampled and passed through analog circuitry to 
filter, amplify and rectify the speech signal to 
convert it into appropriate and useable input for the 
analog-to-digital converter (A/D) as shown in Figure 
2. 

 
 
 
 
 

 
 
 

           

 
 
 
 
 
 
 
 
 

Figure 1. Block diagram of the intelligent speech 
monitoring system 

 
 
 
    The objective of the analog circuitry is to take 

the speech signal coming from the microphone, band 
pass filter it, amplify it, and make every output value 
positive [14]. The analog signal conditioning 
consists of filter to eliminate unwanted noise, main 
Amplifier with an adjustable gain to make the signal 
bigger, rectifier to turn negative signal values to 
positive (absolute value) and integrator to evaluate 
voice intensity over a set time period and determines 
whether or not alarm triggers. As a test only two 
comparators are used to compare input (speech) with 
specific threshold(s). The most important issue was 
determining the values for the corner frequency of 
the filter. A low pass filter with a 500 Hz corner 
frequency was considered because this frequency 
was low enough to include the volume or intensity 
aspects of the voice. It would cut off the high 
frequencies that are associated with pitch, quality, or 
uniqueness of a particular speech. Since the typical 
values expected were on the order of 10 mV and the 
circuitry components needed to work with volts, the 
gain of the amplifier was designed to be 100. The 
operational amplifier is selected based on its 
minimal operating voltage requirement due to  

 

Figure 2. Block diagram of the Analog speech  
signal processing 

 
 
 
Limited space permitted for batteries. The LM358 
was selected because it required only 3V operating 
voltage. It was necessary that the signal prior to the 
integrator be rectified in order to prevent the 
negative and positive values from equaling zero. The 
integrator is designed using a setup resembling a low 
pass filter to allow the signal logarithmically to 
serve the intended purpose. For test only two 
separate analog comparators are used to properly 
compare the input values to the set thresholds. 

    After conditioning the speech signal using analog 
circuitary it passes through the microcontroller 8-bit 
A/D converter to digitize the speech signal for 
processing and performing speech intensity level 
calculations on the sampled speech signal using 
microcontroller based system (PIC16F877A from 
Microchip Technology Inc.). The feedback consisting 
of an audio alarm ( a beeb sound) and a vibrator (a 
vibrating motor of weight of 2.5 g from Korea Partner 
IND. CO.. LTD.) are used and controlled by the 
microcontroller. The purpose of the feedback device is 
to warn the patient when his or her speech intensity had 
gone below or above the specified threshold specified 
by therapist. With a minimal amount of feedback, the 
patient would be notified that vocal changes and 
regulation of speech were needed to be made. It is 
believed that tactile feedback devices are more 
appropriate to use in this case than non-tactile devices. 
Therefore, a vibrating motor, similar to those used in 
commercial pagers, is used. The pager is selected 
because of its smallest size, most rigid, mounting 
capability and cost. The pager could be worn on the 
waist that gives off enough vibration to alert the user 
that changes in the speech volume need to be made. 
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Finally, the microcontroller is programmed to 
process the speech data gathered and to determine 
when feedback to the patient is necessary.  

     
Software: a usable algorithm, a step-by-step 

problem-solving procedure, has been written with C 
and encoded into assembly program that the 
microcontroller can read and run as shown in the 
flow chart below (Figure 3).  

 

 
 

 
Figure 3. Speech processing of vocal intensity and 

biofeedback activation flowchart 
 
     The microcontroller receives one input signal 

and can send one output signal. This input is a 

steady varying voltage signal, which is 
representative of the patient's speech intensity. This 
speech signal is then converted from an analog 
signal (measured in volts) to a digital signal (in 
binary) using A/D. The lower or louder the patient 
speaks, the lower or greater the intensity measured 
by the microcontroller. The microcontroller then 
utilizes the algorithm to process the inputted data 
derived by the voltage signal and decides whether or 
not feedback should be sent to the patient. Feedback 
of an audio and vibration alarms is the result of the 
patient speaking too softly or loudly for an extended 
period of time, which at this time is assumed to be 
one-half second.  

    The speech processing algorithm required by 
the microcontroller of the speech feedback device 
needed to be flexible and accurate [15]. This means 
the device could be configured to each patient's 
needs in order to minimize the amount of false 
feedback given to the patient. The algorithm 
implemented in this design aims to meet these 
criteria. In order to avoid giving false responses, the 
user must, before using the device, sample the 
background noise level by pushing a button on the 
device that activates the test mode. While in the test 
mode, the intensity of the current ambient noise is 
determined, which determines a minimum speaking 
threshold-equivalent to the intensity measurement at 
which the user is not speaking. In other words, when 
the noise intensity measured by the device is less 
than this minimum threshold, the user is not 
speaking and all readings below this intensity are 
disregarded. Only those measurements in which the 
speech intensity is above the speaking threshold are 
used for further processing. 

    An alarm threshold, preset by a speech 
therapist, based on the patient's requirements is 
determined and programmed into the device prior to 
use. This alarm threshold is the intensity level the 
patient needs to speak above or below. An integrator 
and counter have been used in order to determine 
when the device must send feedback to the user. 
During times in which the user is not speaking, the 
counter is held constant, while speaking below the 
threshold, the counter is decreased by one, and while 
speaking above the threshold; the counter is 
increased by one. When the user's speech intensity 
falls below the low alarm threshold for duration of 
time that allows the counter to reach the preset alarm 
threshold, a signal is sent to the feedback device that 
alerts the patient that they must speak with greater 
intensity. The same process is repeated when the 
user's speech intensity exceeds the high alarm 
threshold for duration of time that allows the counter 
to reach the preset alarm threshold, a signal is sent to 
the feedback device that alerts the patient that they 
must speak with lower intensity The counter is reset 
after every two seconds to be reevaluated during 
testing time frame in which the microcontroller is 
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inputting the patient's speech intensity. 
    At first, the code will determine a speaking 

threshold when the button is pushed. It will try to get 
the maximum intensity of the background noise over 
a range of time. The speaking threshold is then set 
around 80 mV above this maximum value as the 
speaking threshold. In addition to that, the speaking 
threshold is made to be at max of a certain value. 
This is for anticipating if there is a sudden and very 
high intensity noise, which is unusual. 

    After that, it will start processing the signal 
received. If the signal received is below the speaking 
threshold, it will repeat taking another value of 
signal before it try to compare it with the appropriate 
speech alarm thresholds. Each signal value obtained 
will be stored in the additional RAM. Further more, 
if the speech signal value is below or above the 
appropriate speech alarm threshold, it will increase a 
counter. On the other hand, when it is normal, it will 
decrease the counter. If the counter is beyond a 
certain limit, it will set the alarm to be high. The 
method that we are using to fill the addresses in the 
memory is called first in first out (FIFO). In this way 
the memory is filled and refilled circularly thus 
reusing the allocated memory addresses. After 
processing and storing the first set of samples, it will 
loop back to process and store another set. The data 
replaced by a new value will be read and compared 
to the alarm appropriate speech threshold to update 
the counter of alarm into a value which the counter 
should be at, if the data is not there. Then, it will 
take another sample to define the new set and then 
determine whether to set the alarm or not. This loop 
repeats until the person turns off the device. 

 
III. TESTING AND RESULTS 

 
    In this study a complete simulation for 

evaluation was performed. To test the system that 
should work in theory, an initial prototype was 
created using a breadboard to evaluate the 
connections to each unit of the system. Each stage of 
the intelligent system was implemented, tested and 
calibrated separately. The processing stage using the 
programmable microcontroller was simulated firstly 
using different levels of speech intensity of speech-
like signals. Secondly it was tested by different 
normal subjects who were asked to speak by 
reading many statements for few minutes using 
different levels of speech intensity and test to speak 
softly or loudly a few seconds and check if the 
biofeedback activates the audio and the vibrator 
alarms attached to the patient. To make accurate 
tests a sound level meter above the speech 
monitoring system was used to monitor the volume 
of sounds and speech intensity to adjust the 
biofeedback to be activated when low or excessive 
speech intensity. In addition to that two comparators 
are used to compare input (speech) with specific 

threshold(s) for test only. After calibration, the 
system was tested for various levels of speech 
intensity and in each test the system was successful. 

 
 

IV. CONCLUSION AND FURTHER WORK 
 
    The proposed intelligent speech monitoring 

system developed as a prototype achieved the 
requirement of this work such as the portability, 
programmability and low power consumption. Our 
intelligent speech monitoring system performed 
satisfactorily as a prototype system for monitoring, to 
provide a patient with information about speech 
intensity outside the clinic and for controlling of the 
treatment of excessive and low vocal intensity without 
the need to the continuous therapeutic follow-up in 
speech pathology clinic. The system is able to collect 
speech intensity signals through a throat microphone 
and able to discriminate between speech and silence and 
is only active when the subject is speaking. The device 
activities an alarm and vibration as a biofeedback to the 
subject whenever the speech intensity falls below or 
exceeds above an adjustable thresholds for a preset time 
interval. The system is able to record and count up 
normal occasions and display them in real-time. 

    The system can be enhanced by additional 
memory to store information concerning time 
dependent data of the user's speech intensity when 
alarms occurred. Following use, this data could then 
be downloaded to a personal computer (PC) where it 
can be analyzed by a speech therapist. This 
additional information would allow not only real 
time feedback, but also the speech therapist could 
use it to monitor the patient's progress and make 
changes to the therapy program if it is necessary. 
   Clinical evaluations of the developed system based 
on specific procedures using different patients who 
have speech disorders such as Parkinson's disease and 
patients suffering from the problem of excessive 
speech are required to test its feasibility to be used as 
monitoring and therapeutic device.  
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Abstract: The rapid growth of the computer technologies and the advent of World Wide Web have increased the amount and the 
complexity of multimedia information.  Content-based image retrieval (CBIR) system has been developed as an efficient image retrieval 
tool whereby user can provide their query to the system to allow it to retrieve the user’s desired image from image database. However, the 
traditional relevance feedback of CBIR has some limitations that decrease the performance of the CBIR system that are the imbalance of 
training set problem, classification problem, limited information from user problem, and insufficient training set problem. Therefore, in 
this paper we propose a modified relevant feedback method to support the user query and user profiles based on the weight ranking of the 
image retrieved.  The Support Vector Machine (SVM) has been used to support the learning process in order to reduce the semantic gap 
between user and the CBIR system. From the experiments, the proposed learning method has enabled the users to improve their search 
results based on the precision and accuracy.     

Keywords:  Image Retrieval, Content-based Image Retrieval (CBIR), Relevance Feedback, and Support Vector Machines (SVM). 

 
I. INTRODUCTION 

 

Images are considered as the prime media type to be used to 
retrieve hidden information within data. In general, an image 
retrieval system is a computer system for browsing, searching, 
and retrieving images from a large digital image database. Early 
trends witnessed image retrieval utilizing some method of 
adding metadata such as captioning, keywords, or descriptions 
to the images [1] so that retrieval can be performed over the 
annotation words. The issue of subjectivity of human perception 
here means that the perception of different persons or the same 
person for the same image may vary under different 
circumstances [2]. Beside the human subjectivity issue, 
similarity is another issue that is highly focused on in CBIR. 
This issue has affected the retrieved results based on the 
similarities of pure visual features that are not necessarily 
perceptual and semantically meaningful. In addition, each type 
of visual feature tends to capture only one aspect of the image 
property and it is usually hard for a user to specify clearly how 
different aspects are combined [3]. Hence, there are semantic 
gaps between the low-level features and the high level query in 
the CBIR system. The semantic gap expresses the discrepancy 
between the low-level features that can be readily extracted 
from the images and the descriptions that are meaningful for the 
users. To solve these problems, an interactive relevance 
feedback which involves the interaction between human and 
system was introduced.  Relevance feedback is a supervised 
active learning technique which uses the positive and negative 
examples feedback from the users to improve system 
performance. For a given query, the system first retrieves a list 
of ranked images according to a predefined similarity metrics. 
Then, the user marks the retrieved images as relevant (positive 
examples) or not relevant (negative examples) to the query. The 
system will refine the retrieved results based on the feedback 

and present a new list of images to the user.  This process will 
go through several iterations until the user is satisfied with the 
retrieved result. 

  

II. RELATED WORKS 
The traditional CBIR relevance feedback techniques include 
query refinement [2] and re-weighting [4]. However, both 
techniques did not deliver satisfying performances for CBIR due 
to several issues. The most important issue in relevance 
feedback is how to incorporate positive and negative examples 
to refine the query and/or to adjust the similarity measure [5].  
On the other hand, classification is another issue that needs to be 
considered by the CBIR domain. However, classification 
problem occurred in relevance feedback for CBIR when the 
learning problem regarding the positive samples (relevant 
images) and the negative samples (irrelevant images) are 
presented as two difference groups [6]. In this situation, it 
becomes difficult to retrieve the positive images which may 
disperse in the feature space; as a result, it is difficult to retrieve 
them directly based on low-level feature similarity whether they 
are refined or not [7]. Thus, a classifier or statistical learning 
technology is needed in order to identify these groups into 
positive and negative examples in the feature space [5].  During 
the feature similarity measure part, it will find the similar 
texture region based on the query image from the set of images 
in the database. A similarity comparison within the texture 
feature of query image and the database images will be 
conducted in this part.   At the end of this part, the images that 
are over certain predefine similarity index threshold will be 
retrieved into the relevance feedback part for classification 
purposes.  After the feature similarity part, a set of possible 
images will be retrieved by the system and sent to the user. The 
user will determine and mark the images as relevant or 
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irrelevant in the relevance feedback part. The selected images 
that are marked by the users will be considered as relevant 
images and treated as input for support vector machine for 
adaptive learning purpose. This process will be repeated 
iteratively until the user is satisfied with the feedback images 
that are retrieved by the system.  Finally the preferences of the 
user will be captured and acknowledged by the system. The 
system will automatically retrieve the relevant images based on 
the user’s query.   

 

III. TEXTURE EXTRACTION METHOD 
After obtaining the user’s query, the query image will go 
through a pre-processing process.  In the pre-processing process, 
the image will be resized to 24 x 24 dimensions.  The purpose of 
resizing is to help reduce the computations and complexity.  
This will also cause some of the information being lost after the 
image has been resized.  After that, the image will be 
transformed into a gray scale image.  After the pre-processing 
process is completed, the texture feature will be extracted from 
the gray scale image.  Each vector in the texture feature 
represents the index of each pixel in the image.  Each obtained 
decimal magnitude of pixel will be thresholded with an 
identified fixed threshold value.  In this case, the threshold value 
is set at 100.  A binary texture vector will be obtained after the 
thresholding process.   

 
Fig. 1: Methodology of the CBIR by using SVM. 

Equation (1) shows how the binary texture vector will be 
obtained from the gray scale image.       

 [ ] [ ]
⎩
⎨
⎧ Τ≥

=
otherwise

nmyif
nmb ki

k 0
,1

,          (1) 

where [ ]nmbk , = binary value of each pixel with   m and n 
coordinate 

          [ ]nmyk , = texture feature vector of each pixel with m 
and n coordinate 

          kΤ  = threshold 

Texture segmentation is the process by which the image is split 
into different regions of homogeneous texture.  By using the 
binary feature set that is obtained after thresholding process, the 
texture segmentation will take place to segment the binary 
feature set to some significant texture set with lower dimension.  
This segmentation mechanism can help to reduce the 
computational burden and at the same time produce some 
significant texture feature set. Therefore, some of the 
insignificant texture vector or regions will be eliminated. In this 
project, the segmentation mechanism uses the threshold method 
which the segmented area will be output as binary one if that 
area contains 50% of binary one.  Otherwise, the segmented area 
will be output as zero if it contains less than the threshold value.    

 

 
Fig. 2: The texture feature extraction mechanism. 

 

1. FEATURE SIMILARITY MEASURE 
The feature similarity measure will compare the similarity 
percentage between the texture regions of two images.  
Therefore, the similarity percentage shows how similar an 
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image is from the image database to the query image.  As a 
result, an output list that shows the similarity percentage to an 
input query will be obtained as shown in Figure 1.  From the 
output list, the image which has the similarity percentage more 
than 40% will be retrieved for the user to mark, as shown in 
Figure 2. 

 
2. SVM BASED RELEVANCE FEEDBACK 

 

As we know, the relevance feedback process involves the 
interaction between human and the system, and this process will 
go through several iterations until the user is satisfied with the 
output images.  In our experiment, relevance feedback process is 
aimed to evaluate the accuracy of CBIR system with the usage 
of the SVM classifier and without using of SVM classifier. A 
list of retrieved images from the feature similarity measurement 
will be given to the user.  User will mark the images that are 
relevant to the query images.  The unmarked images among 
these retrieved images will be considered as irrelevant images.  
Both relevant and irrelevant retrieved images will be used as 
training samples in classification process.  Support Vector 
Machine (SVM) is used to learn the pattern of the relevant and 
irrelevant images within the training samples and classify the 
unlabeled images within the image database. In the end, the 
images from the image database were being classified as 
relevant or irrelevant images to the query image by the classifier.  
The new ranked list of similar images according to the result of 
the SVM will be retrieved in the next iteration of relevance 
feedback process.    

 
Table 1: Type of dataset that use for experiment 

 
Dataset Category Size 

Fruits 10 

Natural Scene 10 

Building 10 

Dataset 1 

(30 Samples) 

Total 30 

Fruits 20 

Natural Scene 20 

Building 20 

Dataset 2 

(60 Samples) 

Total 60 

Fruits 30 

Natural Scene 30 

Building 30 

Dataset 3 

(90 Samples) 

Total 90 

 
  

IV. EXPERIMENTAL RESULTS 
 

In this study, the experiment uses three types of image dataset 
which are dataset 1, dataset 2, and dataset 3. Each dataset 
consists of three data categories which are fruits, natural scene, 

and building, as shown in Table 1. The main purpose of these 
dataset is to evaluate the performance of texture feature 
extraction. The results of this experiment will be evaluated using 
the accuracy rate measurement as shown in Eq. (2). In this 
experiment, the accuracy rate is calculated as the percentage of 
the images being identified as relevant or irrelevant image 
correctly by the system and human over the total of images in 
the database. 

Accuracy Rate =  

samplesimageTotal
imagesirrelevantorrelevantas

identifiedcorrectlythatimagesretrievedTotal
            (2) 

 
 
Table 2: Similarity measurement for image database of dataset 1. 
 

Category Fruits Natural 
Scene 

Building 

0.47826 0.34783 0 
0.3913 0.65217 0.52174 

0.47826 0.26087 0.086957 
0.56522 0.17391 0 
0.21739 0.34783 0.34783 

0 0.30435 0.17391 
1 0.13043 0.043478 
0 0.73913 0.043478 

0.21739 0.17391 0.86957 

Comparison 
Result 

0.78261 0.26087 0.3913 
Possibly 

retrieval by 
system 

 
5 

 
2 

 
2 

 

 
V. RESULT AND DISCUSSION 

 

The experiments were conducted using the dataset that are 
shown in Table 1. The experiments were conducted under two 
different approaches which are relevance feedback without 
SVM and relevance feedback with SVM. We conducted the first 
experiment using relevance feedback without SVM. After the 
texture feature extraction process, the query images and 
database images would go through the feature similarity 
measurement. The percentage of texture region similarity within 
query images and database images would be measured. Images 
that were over a certain predefine similarity index threshold 
would be retrieved by the system for the user to do the user 
labelling process (relevance feedback process). In this 
experiment, we predefined the similarity threshold as 0.5. The 
images database with over 0.5 similarity index would be 
retrieved by the system and sent for the user to label them. Table 
2 shows the similarity measurement result using dataset 1 (30 
image samples). We found that there were 5 fruits images, 2 
natural scene images, and 2 building images that were 
considered similar and retrieved by the systems respectively, as 
shown in Figure 3. This retrieval result is evaluated using the 
accuracy formula. Similar experiments had been conducted 
using two other dataset which are dataset 2 (60 image samples) 
and dataset 3 (90 image samples). Figure 5 shows the 
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comparison of the accuracy measurement for the approach of 
relevance feedback with SVM and without SVM, using different 
size of dataset which are 30, 60 and 90 image samples. 

Accuracy Comparison Of SVM and Non-SVM
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Fig. 3: Comparison of accuracy measurement for non-SVM and 

SVM according to different size of dataset. 
 

We notice that for the relevance feedback without the SVM 
approach, the accuracy rate decreases as the size of dataset 
increases.  This experiment result illustrates that the system 
could not perform adaptive learning and even insufficient (pls 
insert insufficient for what) especially when the number of 
images expanded. Meanwhile, on the average, the system also 
does not achieve a satisfactory performance with results lower 
than 60 percent accuracy rate. The experiment results illustrate 
that a better relevance feedback technique is necessary in order 
to improve the CBIR performance.  
 

VI. CONCLUSIONS 
 

In this paper, we propose a relevance feedback using the SVM 
learning method to retrieve images according to user’s 
preferences. This proposed method has been used to support the 
learning process in order to reduce the semantic gap between the 
user and the CBIR system. The results of experiments have 
shown the improvement of the search result based on the 
precision and accuracy. 
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Abstract: This paper describes evolutionary image filter design for noise reduction using particle swarm optimization 
(PSO), where mixed constraints on the circuit complexity, power and signal delay are optimized. First, the evaluating 
values about correctness, complexity, power and signal delay are introduced to the fitness function. Then PSO 
autonomously synthesizes a filter. To verify the validity of our method, an image filter for noise reduction is 
synthesized. The performance of resultant filter by PSO is similar to that of Genetic Algorithm (GA), but the running 
time of PSO is 10% shorter than that of GA. 
 
Keywords: PSO, Evolutionary Design, Image Filter. 

 
 

I. INTRODUCTION 

The idea of evolutionary hardware design was 
introduced at the beginning of 1990s in papers [1, 2], 
and it is usually defined as an approach in which the 
Genetic Algorithm (GA) is utilized to search for a 
suitable configuration of a reconfigurable device in 
order to meet a given specification. 

The image filter design problem is often approached 
by means of evolutionary design techniques. In addition 
to an optimization of filter coefficients (for example, 
[3]), evolutionary approaches are applied to find a 
complete structure of image filters. In [4], Gaussian 
noise filters were evolved using a variant of Cartesian 
Genetic Programming in which target filters were 
composed of simple digital components, such as logic 
gates, adders and comparators. Later, image filters for 
other types of noise and edge detectors were evolved 
using the same technique [5]. But they did not discuss 
any circuit constraints such as complexity, power 
consumption and signal delay, while we proposed mixed 
constrained design optimization using GA for some 
combinational circuits [6, 7]. The proposed method 
could synthesize good circuits about complexity, power 
and signal delay, but it took the large running time for 
GA process. As another optimization method, particle 
swarm optimization (PSO) [8, 9, 10] was proposed and 
evaluated, and it is promising to find a good solution in 
shorter time, compared to GA. 

This paper applies PSO to mixed constrained image 
filter design for noise reduction, shown in Fig. 1. The 
circuit complexity, power and signal delay which are 

caused by both logic gates and wires, are optimized. In 
this design, first, the evaluating value about correctness, 
complexity, power and signal delay are introduced to 
the fitness function. Then PSO autonomously 
synthesizes an image filter which is simpler and has 
better performance than the conventional design. To 
verify the validity of our method, an image filter for 
reducing noise is experimentally synthesized. 

The organization of this paper is as follows: a brief 
overview of PSO is described in the next section. 
Section III describes design optimization for an image 
filter using PSO. Section IV shows the experimental 
results. Finally, Sect. V concludes this paper. 

 

Fig. 1. The overview of our method 
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II. Particle swarm optimization 

Particle swarm optimization (PSO) is an algorithm 
model on swarm intelligence that finds a solution to an 
optimization problem in a search space, shown in Fig. 2. 

In PSO, a particle represents a candidate solution to 
the problem. Each particle is treated as a point in the D-
dimensional problem space. The i-th particle is 
represented as Xi = (xi1, xi2, … , xiD). The best previous 
position (the position giving the best fitness value) of 
the i-th particle is recorded and represented as Pi = (pi1, 
pi2, … , piD). The index of the best particle among all the 
particles in the population is represented by the symbol 
g. The rate of the position change (velocity) for particle 
i is represented as Vi = (vi1, vi2, … , viD). The particle is 
updated according to the following equations: 

 
 

(1) 
 
 

(2) 
 
where,  

0 <= i <= (n-1), 1 <= d <= D. 
n : number of particles in a group. 
D : number of members in a particle. 
t: pointer of iterations (generations). 
w : inertia weight factor. 
c1, c2 : acceleration constant. 
rand(), Rand(): uniform random value in the range [0,1]. 

)(t
idv : velocity of particle i at iteration t, 

max)(min
d

t
idd VvV ≤≤ . 

)(t
ix : current position of particle i at iteration t. 

 

Fig. 2. The evolutionary process of PSO 

The inertia weight factor w is employed to control 
the impact of the previous history of velocities on the 
current velocity, thereby influencing the trade-off 
between global (wide-ranging) and local (fine-grained) 
exploration abilities of the “flying points”. A larger 
inertia weight facilitates global exploration (searching 
new areas), while a smaller inertia weight tends to 
facilitate local exploration to free tune the current 
search area. Suitable selection of the inertia weight 
provides a balance between global and local exploration 
abilities and thus requires lesser iterations on average to 
find the optimum. Good values of w are usually slightly 
less than 1 [10]. It could be randomly initialized for 
each particle. Or a high value of w at the beginning of 
the run facilitates global search, while a small w tends to 
localize the search. 

c1 and c2 are constants that say how much the 
particle is directed towards good positions. They 
represent a “cognitive” and a “social” component, 
respectively, in that they affect how much the particle’s 
personal best and the global best (respectively) 
influence its movement. Usually we take c1 = c2 = 2 
[10]. 

 

III. Image filter design using PSO 

PSO is applied to search good solutions to optimize 
the image filter design. 

The target image filter is to provide identical 
functional behavior with less complexity, less power 
and less signal delay. 

1. Image filter 
Every image operator is considered as a digital 

circuit with nine 8-bit inputs and a single 8-bit output, 
which processes gray-scaled (8-bit/pixel) images. 

As shown in Fig. 3, every pixel value of the filtered 
image is calculated using a corresponding pixel and its 
eight neighbors in the processed image [5]. 

2. Reconfigurable processing array for image filter 
Similarly to [11], the reconfigurable image filter is 

implemented as a Virtual Reconfigurable Circuits 
(VRC) (Fig. 4). As a new pixel value is calculated using 
nine pixels, the VRC has got nine 8-bit inputs and a 
single 8-bit output. The VRC consists of two-input 
CLBs (Configurable Logic Blocks in FPGA) placed in a 
4*4 array. Any input of each CLB may be connected to 
either a primary circuit input or the output of a CLB in 
the preceding column. Any CLB can be programmed to 
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implement one of the functions given in Table 1 [5]. All 
these functions operate with 8-bit operands and produce 
8-bit results. Table 1 also gives value of complexity 
(FC), power (FP) and signal delay (SD) for each 
function in a CLB. 

 

Fig. 3. A candidate image filter 
 
In Fig. 4, there are position of inputs and output of 

each logic block. Therefore, we add values of wire 
about complexity, power and signal delay in Table 1. 

3. Genetic encoding 
The chromosome (particle) is a string of integers 

where each three continuous integers constitute a logic 
block. Each triplet in the chromosome encodes the two 
inputs and the function type of a logic block, 
respectively, such as: 

(Input_1, Input_2, Function type). 
A typical chromosome then can be a sequence of 

triplets [6, 7], such as: 
(IN1

1, IN2
1, Ftype

1) … (IN1
i, IN2

i, Ftype
i) … 

Here, IN1
i and IN2

i mean positions of the 
corresponding signal. Ftype

i means Function_type. For 
primary input from I0 to I8, the range of INi is (0 <= INi 
<= 8). For input from output of a logic block CLBm, 
that is, CLB9 to CLB24 in Fig. 4, INi = m. Function in a 
CLB is defined as shown in Table 1. 

 

Fig. 4. A reconfigurable processing array 
 

Table 1. Functions implements in a CLB 

4. Fitness function 
The pixels of corrupted image ci are used as inputs 

of VRC. Pixels of filtered image fi are generated, which 
are compared to the pixels of original image oi. 

The design objective is to minimize the difference 
between the filtered image and the original image. The 
image size is nc*nr pixels, but only the area of (nc-
2)*(nr-2) pixels is considered, because the pixel values 
at the borders are ignored, and thus remain unfiltered. 
The fitness value of a candidate filter is obtained as 
follows: 

(1) the VRC is configured using a candidate 
chromosome 

(2) the created circuit is used to produce pixel values 
in the image fi and 

(3) the fitness value is calculated as 
 

(3) 
 

).()1( 21 FFFitness +××−= β
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Where, F1 and F2 are defined as follows and β is 
the weight on F1. 

 
(4) 

 
Where, 

nc: the number of columns of the pixels in the image. 
nr: the number of rows of the pixels in the image. 
fi(i; j ): the pixel (i, j) in filtered image fi, the value 
range is [0,255]. 
oi(i ; j ): the pixel (i, j) in original image oi, the value 
range is [0,255]. 

 
 

(5) 
 
Where, 

SD: signal delay of a circuit individual, determined by a 
critical path. 
αsd: the weight on signal delay in F2. 
Pg: power of logic blocks in a circuit, calculated by 
summation of all logic block’s power. 
αpg: the weight on power of logic blocks in F2. 
Cg: complexity of logic blocks in a circuit, calculated 
by summation of all logic block’s complexity. 
αcg: the weight on complexity of logic blocks in F2. 
Pw: power of all wires in a circuit, calculated by 
summation of all wire’s power. 
αpw: the weight on power of wires in F2. 
Cw: complexity of wires in a circuit, calculated by 
summation of all wire’s complexity. 
αcw: the weight on complexity of wires in F2. 

The priority of evaluating values in Eq. (3) is: F1 > 
F2. In this experiment, β is set to 0.1*109. The priority 
of evaluating values in Eq. (5) is: SD > Pg > Cg > Pw 
> Cw. In this experiment, αsd is set to 0.1*106, αpg is 
set to 1*103, αcg is set to 0.1*103, αpw is set to 10, 
and αcw is set to 1. All α’s and β are empirically 
assigned in our experiment. 

 

IV. Experimental results 

Table 2 shows the parameters of the evolution of 
PSO used in this experiment. Some preliminary 
experiments were performed in advance to decide 
parameters suitable for our experiment. 

The proposed method was implemented in Eclipse 
SDK 3.1.1 with jre 1.6.0; and tested on a PC with 

Inter(R) Core(TM) 2 CPU at 2.67 GHz and 2.0 GB 
RAM. 

Table 2. Conditions for evolution 

 

Fig. 5. Elite fitness of PSO (Y-axis) vs. the number 
of generations (X-axis) 

 
The image filter is evolved for a 512*512 Lena 

image corrupted by 5% salt-and-pepper noise, shown in 
Fig. 7. 

Fig. 5 shows the elite fitness of PSO with w = 0:9 vs. 
the number of generations during the image filter 
evolution. The elite fitness is increasing during 
evaluation time. 

Table 3 shows the results of PSO with different w. 
For each PSO, we use results over 10 independent trials. 
“max” means the best elite fitness value from 10 trials; 
“average” means the average fitness value of 10 
individuals; “time” means the average running time 
(minutes) of one trial. The larger the fitness is, the better 
the image filter is. The less the ratio is, the better the 
image filter is. 

From the results, we can see that PSO (0.9) produces 
better solutions than others, from the point of the best 
elite fitness. 

An example of chromosome by PSO (0.9) with 
fitness -48550809287267 is as follows: 

(0, 0, 0)(1, 7, 15)(3, 5, 14)(8, 5, 15)(0, 0, 0) 
(0, 0, 0)(0, 0, 0)(11, 12, 14)(0, 0, 0)(0, 0, 0)(0, 0, 0) 
(4, 16, 15)(10, 20, 14)(0, 0, 0)(0, 0, 0)(0, 0, 0) 

.)),(),((
2

1

2

1
1 ∑∑

−

=

−

=

−=
nr

j

nc

i
jioijifiF

.
2

cwpw

cgpgsd

CwPw

CgPgSDF

αα

ααα

×+×+

×+×+×=

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 233



Fig. 6. The optimized image filter by PSO (0.9) 
 
The graphical representation of this chromosome is 

shown in Fig. 6. 
As the image is relatively large, we can assume that 

the evolved filter is general. The filter is able to remove 
the same type of noise also from other images. The 
image filter was evolved using Lena image and tested 
on other images. 

Fig. 7, 8 and 9 show the input images with 5% salt-
and-pepper noise, the Mean difference per pixel 
(MDPP) value of these images are 6.42, 6.29 and 6.35, 
respectively. Fig. 10, 11 and 12 show the output images 
by the image filter in Fig. 6, the MDPP value of these 
images are 1.87, 2.37 and 2.51, respectively. Obviously, 
this image filter could reduce noise for all cases. 

 

V. Conclusions 

This paper proposed the use of PSO (Particle Swarm 
Optimization) for mixed constrained image filter design 

for noise reduction. The complexity, power and signal 
delay both of the CLBs (Configurable Logic Blocks) 
and wires are considered. An image filter for removing 
noise is experimentally synthesized using PSO, to verify 
the validity of our method. By evolution, quality of the 
optimized image filter by PSO (0.9) is almost same as 
that of GA, but the running time of PSO is 10% shorter 
than that of GA. 
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Abstract
Reinforcement Learning (RL) attracts much atten-

tion as a technique of realizing computational intelli-
gence such as adaptive and autonomous decentralized
systems. In general, however, it is not easy to put RL
into practical use. This difficulty includes a problem
of designing a suitable action space of an agent, i.e.,
satisfying two requirements in trade-off: (i) to keep
the characteristics (or structure) of an original search
space as much as possible in order to seek strategies
that lie close to the optimal, and (ii) to reduce the
search space as much as possible in order to expedite
the learning process.

In order to design a suitable action space adaptively,
in this paper, we propose a RL model with switch-
ing controllers based on Q-learning and Actor-Critic
to mimic a process of an infant’s motor development
in which gross motor skills develop before fine motor
skills. Then, a method for switching controllers is con-
structed by introducing and referring to the “entropy”.
Further, through computational experiments by using
a path planning problem with continuous action space,
the validity and the potential of the proposed method
have been confirmed.

1 Introduction
In recent years, artificial systems have become ex-

tremely complicated and enlarged. The conventional
way, in which systems are controlled in a top-down
manner mainly by humans, is facing up to the difficul-
ties of not only optimality but also adaptability and
flexibility. As one of the solutions to this issue, the
development of an autonomously adaptive system has
been ongoing. Engineers and researchers are paying
more attention to Reinforcement Learning (RL)[1] as
a key technique of realizing autonomous systems. In
general, however, it is not easy to put RL into practical
use. Such issues as satisfying the requirement of learn-
ing speed, resolving the perceptual aliasing problem,

and designing reasonable state and action spaces of
an agent, etc. must be resolved. Our approach mainly
deals with the problem of designing the action space.
By designing a suitable action space adaptively, it can
be expected that the other two problems will be re-
solved simultaneously. Here, the problem of designing
the action space involves the following two require-
ments: (i) to keep the characteristics (or structure) of
an original search space as much as possible in order
to seek strategies that lie close to the optimal, and (ii)
to reduce the search space as much as possible in order
to expedite the learning process. These requirements
are, in general, in conflict.

In order to design a suitable action space adaptively,
in this paper, we propose a RL model with switch-
ing controllers based on Q-learning and Actor-Critic
to mimic a process of an infant’s motor development
in which gross motor skills develop before fine mo-
tor skills. Here, the controller based on Q-learning
acquires gross motor skills, and the other controller
based on Actor-Critic acquires fine motor skills. Then,
a method for switching controllers, i.e., adjusting the
search space adaptively, is constructed by introduc-
ing and referring to the “entropy” which is defined
on action selection probability distributions in a state.
Some models which combine Q-learning and Actor-
Critic have been proposed so far [3, 4]. However, none
of the existing models aim to mimic the process of
the infant’s motor development, nor do they function
to switch from Q-learning to Actor-Critic depending
on the state, nor is the action selected by Q-learning
performed directly.

Through some computational experiments by us-
ing a path planning problem, the proposed method is
compared with an Actor-Critic method and three Q-
learning methods that divide the action space evenly
into 4, 8, and 16 spaces.
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2 Typical Reinforcement Learning
Methods

2.1 Q-learning

Q-learning works by calculating the Quality of a
state-action combination, namely Q-value, that gives
the expected utility of performing a given action in a
given state. By performing an action a ∈ AQ, where
AQ ⊂ A is the set of available actions in Q-learning
and A is the action space of the agent, the agent can
move from state to state. Each state provides the
agent a reward r.

The Q-value is updated according to the following
formula, when the agent is provided the reward:

Q(s(t-1), a(t-1)) ← Q(s(t-1), a(t-1))
+αQ{r(t-1) + γ max

b∈AQ

Q(s(t), b) −Q(s(t-1), a(t-1))}(1)

where Q(s(t-1), a(t-1)) is the Q-value for the state and
the action at the time step t-1, αQ ∈ [0, 1] is the learn-
ing rate of Q-learning, γ ∈ [0, 1] is the discount factor.

The agent selects an action according to the
stochastic policy, π(a|s), which based on the Q-value.
π(a|s) specifies probabilities for taking each action a
in each state s. Boltzmann selection, which is one of
the typical action-selection methods, is used in this
research. Therefore, the policy π(a|s) is calculated as
follows:

π(a|s) =
exp(Q(s, a)/τ)∑

b∈A
exp(Q(s, b)/τ)

(2)

where τ is a positive parameter labeled the tempera-
ture.

2.2 Actor-Critic

Actor-Critic methods have a separate memory
structure to explicitly represent the policy indepen-
dent of the value function. The policy structure is
called “Actor”, which selects actions, and the esti-
mated value function is called “Critic”, which criti-
cizes the actions made by the Actor. The Critic is a
state-value function. After each action selection, the
Critic evaluates the new state to determine whether
things have gone better or worse than expected. That
evaluation is TD-error:

δ(t-1) = r(t-1) + γV (s(t)) − V (s(t-1)) (3)

where V (s) is the state Value. This TD-error can be
used to evaluate the action just selected. If δ(t-1) is
positive, it suggests that the tendency to select a(t-1)
should be strengthened for the future, whereas if δ(t-1)

is negative, it suggests the tendency should be weak-
ened.

Then, V (s(t-1)) is updated according to Eq. (4)
in the Critic, based on this δ(t-1). In parallel, it is
updated for the stochastic policy, π(a|s), in the Actor.

V (s(t-1)) ← V (s(t-1)) + αCδ(t-1) (4)

where αC ∈ [0, 1] is the learning rate of the Critic.
It is typical for the normal distribution to be used,

shown in Eq. (5), as the stochastic policy in the Ac-
tor, when Actor-Critic is applied to a continuous ac-
tion space[2]. In this case, both the mean µ(s) and the
standard error of the mean σ(s) about the normal dis-
tribution are calculated using TD-error δ(t-1) in the
Actor, as Eq. (6),(7).

π(a|s) =
1

σ(s)
√

2π
exp(

−(a− µ(s))2

2σ(s)2
) (5)

µ(s(t-1)) ← µ(s(t-1)) + αµδ(t-1)(a(t-1) − µ(s(t-1)))
(6)

σ(s(t-1)) ← σ(s(t-1))
+ασδ(t-1)((a(t-1) − µ(s(t-1)))2 − σ(s(t-1))2)(7)

where αµ ∈ [0, 1], ασ ∈ [0, 1] are the learning rate of
the mean and the standard error of the mean respec-
tively. Here, if Eq. (7) is used directly, the standard
error could be 0 or a negative value. So, it is necessary
for the setting of the standard error to be creative to
specify the range, etc.

3 A Switching Reinforcement Learn-
ing from Q-learning to Actor-Critic

3.1 Outline of a Computational Model

Critic

Actor

Q-learning

Environment

reward,
state

action

Switching
Device

Figure 1: Proposed switching reinforcement learning
model.

In this section, we propose a RL model with switch-
ing controllers based on Q-learning and Actor-Critic to
mimic a process of an infant’s motor development.

The proposed model is constructed by two learning
controllers and a switching device, as shown in Fig. 1.
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Then, the following procedure is conducted to mimic
a process of an infant’s motor development in which
gross motor skills develop before fine motor skills.

1. The controller based on Q-learning (hereafter
called “QL controller”) estimates the Q-values for
each typical action pre-designed by humans. The
actions selected by the QL controller correspond
to gross motor skills.

2. After “sufficient learning” has been achieved in a
state s, the learning controller for the state s is
switched from Q-learning to Actor-Critic, as will
be described in detail below.

3. The controller based on Actor-Critic (hereafter
called “AC controller”) adjusts actions continu-
ously. The actions selected by the AC controller
correspond to fine motor skills.

It can be expected that the proposed model 1)
demonstrates a good performance with regard to the
ultimately obtained control rule, because it can ad-
just actions continuously unlike models using only a
QL controller. 2) has a better performance in the
early stages of learning than the model using only an
AC controller do by switching from the QL controller,
where the possible actions are limited beforehand. 3)
reduces a designer’s load and responsibilities in de-
signing the action space of the QL controller, because
the AC controller adjusts actions after switching the
controller.

3.2 A Method to Switch Controllers
A variety of methods to switch from the QL con-

troller to the AC controller can be considered. In this
paper, we propose a switching method referring to the
“entropy”, which is defined on action selection proba-
bility distributions in a state, and the number of learn-
ing opportunities in the state.

The entropy of action selection probability distri-
butions using Boltzmann selection in a state, H(s), is
defined by

H(s) = −(1/ log |AQ|)
∑
a∈AQ

π(a|s) log π(a|s), (8)

where |AQ| is the number of available actions of the
QL controller.

The switching method treats this entropy H(s) as
an index of sufficiency for the number of learning op-
portunities in the state.

The controller is switched to Actor-Critic, if the
following formula is satisfied:

H(s) < θH. (9)

In prior studies, Ito at el.[5] have referred to the
entropy as the residual entropy, and used the aver-
age of the residual entropies when switching from the
coarse-graining state space to the fine-graining one.
In our early studies[6, 7], we have used the entropy
as an index of a correctness of state aggregation when
adjusting the aggregation size of s.

In parallel, the controller is also switched to Actor-
Critic, if the following formula regarding the number
of learning opportunities in s, L(s), is satisfied:

L(s) > θL, (10)

where θL is set at a sufficiently big number. This is
used because the entropy can not be small after the
controller learned a sufficient number of times, if the
state space is designed too coarse-graining[6, 7].

When switching controllers, the following procedure
is conducted:
i) the state value of the Critic,V (s), is initialized by

V (s) = max
a∈AQ

Q(s, a). (11)

ii) the normal probability distribution used by the Ac-
tor is calculated by

µ(s) = arg max
a∈AQ

Q(s, a), (12)

σ(s) = |A|/(6 · |AQ|), (13)

where |A| is a size of the action space of the AC con-
troller. Here, Eq. (13) is presupposed to be designed
such that the action space of the QL controller is di-
vided evenly.

4 Computational Example

goal

(500,500)

(0,0)

450

start

450

Figure 2: Path planning problem.

The proposed method is applied to a so-called “path
planning problem” where an agent is navigated from
a start point to a goal area in a continuous space
as shown in Fig. 2. Here, the agent has a circular
shape (diameter = 50[mm]), and the continuous space
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Table 1: Parameters for Experiments.
Method Parameter Value

A, Q4, Q8, and Q16 αQ 0.1
A and AC αC, αµ, ασ 0.1

all γ 0.9
A, Q4, Q8, and Q16 τ 0.1

A θH 0.3
A θL 10000

is 500[mm] × 500[mm] bounded by the external wall
with internal walls as shown in black. The agent can
observe the center position of the agent: (xA, yA) as
the input, and move 25[mm] in a direction, i.e., decide
the direction: θA as the output.

The positive reinforcement signal rt = 10 (reward)
is given to the agent only when the center of the agent
arrives at the goal area and the reinforcement signal
rt = 0 at any other steps. The period from when the
agent is located at the start point to when the agent
is given a reward, labeled as 1 episode, is repeated.

After dividing the state space evenly into 20 ×
20 spaces, the proposed method (hereafter called
“method A”) is compared with an Actor-Critic
method (hereafter called “method AC”) and three Q-
learning methods that divide the action space evenly
into 4, 8, and 16 spaces (hereafter called “method Q4”,
“method Q8”, and “method Q16” respectively).

All initial values of the state and standard errors
are set at 0.0 and 1.0 respectively, and all initial means
are set to randomize within a range of [0.1, 1.0] for the
method AC. Then, all initial Q-values are set at 5.0 as
the optimistic initial values[1] for Q-learning methods.
Here, the initial values and the maximum limit of σ(x)
are set so that ±3σ becomes the size of the action
space: 2π.

Computer experiments have been done with param-
eters as shown in Table 1. Here, θH was set referring to
about 0.312: the maximal value of the entropy when
the highest selection probability for one action is 0.9,
θL was set in consideration of the enough big number.

The number of average steps required to accomplish
the task was observed during learning over 20 simula-
tions with various methods as described in Fig. 3.

Learning speed and obtained control rule: It can
be confirmed from Fig. 3 that, 1) method A and Q4
have good performances with regard to the learning
speed, 2) method A has good performance as well as
method AC with regard to the obtained control rule,
3) any proper control rule by method Q4, Q8, and Q16
couldn’t be obtained.

Therefore, we have confirmed that method A
demonstrates better performance than any other
method on the path planning problem with the con-
tinuous action space.
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Figure 3: Required steps.

5 Conclusion
In order to design the suitable action space adap-

tively, we propose in this paper the RL model with
switching controllers based on Q-learning and Actor-
Critic, and the method for switching controllers refer-
ring to the “entropy”. Then, through some computa-
tional experiments by using the path planning problem
with continuous action space, the validity and the po-
tential of the proposed method have been confirmed.

Our future projects include: 1) to apply more com-
plicated problems, 2) to investigate multi-step models
for mimicking the process of the infant’s motor devel-
opment, 3) to mimic the process of an infant’s percep-
tual development, etc.
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A Framework for Embodied Evolution with Pre-evaluation Applied to
a Biped Robot

Junichi Nakai Takaya Arita
Graduate School of Information Science, Nagoya University

Furo-cho, Chikusa-ku, Nagoya 464-8601, Japan
E-mail: nakai@alife.cs.is.nagoya-u.ac.jp, arita@nagoya-u.jp

Abstract: “Embodied evolution (EE)” is a methodology in evolutionary robotics, in which, without simulations
on a host computer, real robots evolve on the basis of the interactions with actual environment. However, we
had to accept robot behavior with low fitness especially in the early generations when adopting EE. This paper
introduced pre-evaluation into the EE framework for a biped robot in order to restrain robot behavior of which
fitness is estimated to be low, especially, falling down to the ground. We provide a comparative discussion on the
conventional simulate-and-transfer method, the original EE method and the proposed one in terms of calculation
time, cost of fitness evaluation and cost of simulation or modeling based on the evaluation experiments. We
believe that the EE framework with pre-evaluation is applicable to a wide variety of optimization tasks in which
the cost or risk of fitness evaluation is not negligible.

Keywords: evolutionary robotics, embodied evolution, biped robot, coevolution, genetic algorithm

1 Introduction

Evolutionary robotics is a challenging technique for
creation of autonomous robots based on the Dar-
winian principle of natural selection [1]. In the con-
ventional evolutionary robotics, the “simulate-and-
transfer” method has been adopted, in which a con-
troller is developed using an evolutionary algorithm
on a host computer and then the solution is trans-
ferred to a physical robot. However, some issues
are increasingly problematic for the method: perfor-
mance of evolved behavior tends to be less than ex-
pected owing to the gap between simulation and the
real world. Also, it is necessary to model the envi-
ronment every time when a new task is given.

Pollack et al. proposed “embodied evolution (EE)”
for solving these issues, in which real robots evolve
based on the interactions with actual environment
without simulation on a host computer [2]. Usui
and Arita extended the framework by providing each
robot with an evolving population of virtual individ-
uals in order to reduce the dependence of the number
of the robots and of the frequency of encounter with
other robots on the speed of evolution [3]. However,
these studies brought in new issues. We have to ac-
cept robot behavior with low fitness especially in the
early generations. Also, evaluation based on robot
behavior needs longer convergence time in general.

This paper introduces pre-evaluation into the EE
framework so as to restrain robot behavior whose fit-
ness is estimated to be low and evaluates the proposed
architecture that is applied to a humanoid robot. The
mechanism for pre-evaluation is introduced as a co-
evolutionary system in the proposed architecture. In
other words, both the robot behavior and evaluation
of the robot behavior evolve while interacting with

each other. We expect introduction of pre-evaluation
to decrease the number of falls in the early stage of
evolution of biped-walking.

2 Framework

Fig. 1 shows the framework for Embodied Evolu-
tion with pre-evaluation. A set of information spec-
ifying the robot controller (Controller Genome, CG)
and its fitness value evaluated by robot behavior (Fr)
or estimated by pre-evaluation (Fp) are coupled and
stored as an individual in the Controller Pool (CP).
A new individual is generated by selecting (copying)
two CGs from the CP based on the roulette wheel
selection, and then uniform crossover and mutation
are operated. The new CG is then coupled with an
Environment Genome (EG) on which genetic opera-
tors have also been performed similarly and put into
the genome queue. Pre-evaluation of a CG is done
using its coupled EG before the robotic evaluation
in the real world. In case the pre-evaluation value is
less than a threshold described below, it skips robotic
evaluation and returns to the CP coupled with the
pre-evaluation value. Otherwise, robotic evaluation
is conducted and returns to the CP coupled with the
fitness value. This study does not consider transmis-
sion of individuals among robots, although migrations
of CGs among robots are allowed in the framework.

EG, which is a set of information specifying the en-
vironment in pre-evaluation, is also coupled with its
fitness value and stored into the Environment Pool
(EP). The fitness of an EP is the agreement rate be-
tween the fitness value by robotic behavior and the
estimated value by pre-evaluation. The design of the
evolutionary system for pre-evaluation depends on
the requirements of users. If knowledge about the
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robot and the task are not built-in at all, then the
evolutionary system corresponds to genetic program-
ming that constructs a function of a EG specifying
the fitness value of it. On the other hand, if most
possible information is built-in, then it corresponds
to a kind of parameter tuning. There are important
trade-offs here, which will be investigated thoroughly
in later sections.

Robot

QueueGenetic operations

Real evaluation (CG EG Fp)
(CG Fr)(EG Fe)

(CG EG Fp Fr) (CG Fp)
(CG)
(EG) (CG EG) (CG EG)

(CG EG)
(CG EG)

Genome pools
Environment

Pre-evaluation
Behavior

Other Robots
EG FeEPCG Fr/FpCP

(a) The proposed architecture.

(1) Selection of a pair of CG and EG based on Fr, Fp, Fe
(2) Uniform crossover and mutation on the pair
(3) Pre-evaluation of the CG using EG (Fp is obtained)
(4) If Fp is less than T then go to (8)
(5) Robotic evaluation of CG (Fr is obtained)
(6) CG accompanied with Fr returns to CP
(7) Computation of Fe from Fp and Fr
(8) EG accompanied with Fe returns to EP
(9) Go to (1)

(b) The loop of the architecture.

CG: Controller Genome
EG: Environment Genome
CP: Controller Pool
EP: Environment Pool
Fr: Fitness of the CG based on robotic evaluation
Fp: Fitness of the CG based on pre-evaluation
Fe: The fitness of EP (Agreement rate between Fr and Fp)
T: Threshold value for bypassing the robotic evaluation

Figure 1: A framework for embodied evolution with
pre-evaluation.

3 Implementation

We compared the original EE method with the one
with pre-evaluation. We adopted two methods for
pre-evaluation: A pre-defined function with param-
eters is optimized (PE1) and a neural network is
optimized (PE2) both by evolution. The latter has
a larger search space of pre-evaluation. We used
a humanoid robot with two four-degree-of-freedom
arms and two six-degree-of-freedom legs (HRP-2m
Choromet), and biped walking was evolved. Walk-
ing distance was measured by using built-in power
sensors and used as a fitness value.

Fig. 2 shows walking pattern for the biped robot.
N was the walk count constituting one trial (walking
pattern). The trajectory of legs was generated by
a cosine function. a(0 ≤ a ≤ 0.05)[m] represents
the length of the movement of the center of gravity
by inclining the legs to the left or right, c(0 ≤ c ≤
0.05)[m] represents the length of the movement of the

2c
d

Left legRight leg Trajectory of the Center of gravity 
Contact areaTrajectory of legs2adirectionN=4

Figure 2: The following sequence constitutes a trial
(N = 4): 1) Both legs are parallel with half-sitting
(state 0), 2) Move center of gravity to the left by in-
clining the legs, 3) Move right leg to the front (action
1), 4) Move center of gravity to the right-front by
inclining the legs (action 2), 5) Move left leg to the
front, 6) Move center of gravity to the left-front by
inclining the legs, 7) (action 1), 8) (action 2), 9) Move
left leg to the front , 10) (state 0).

center of gravity by moving the legs to the front, and
d(0 ≤ d ≤ 0.02)[m] represents the height to which
legs are raised. Each CG is composed of these three
parameters.
Fr was calculated as follows: Fr = c

∑N
i=1 Zi,

where Zi was the value output from the built-in power
sensors.

When adopting PE1, the pre-evaluation value was
calculated as follows:

Fp = crP a1
a P c1c P

d1
d (1)

Pa = −a′(a− a2)2 + 1 (2)

a′ =
{

1/a2
2 (a2 ≥ amax/2)

1/(amax − a2)2 (a2 < amax/2) (3)

Pc = −c′(c− c2)2 + 1 (4)

c′ =
{

1/c22 (c2 ≥ cmax/2)
1/(cmax − c2)2 (c2 < cmax/2) (5)

Pd = −d′(d− d2)2 + 1 (6)

d′ =
{

1/d2
2 (d2 ≥ dmax/2)

1/(dmax − d2)2 (d2 < dmax/2) (7)

in which a1, a2, c1, c2, d1, d2, and r were the genes in
EG with initial values of 3, 0.03, 3, 0.05, 3, 0.015, and
18000, respectively, and the upper limits of a, c and d
are represented as amax, cmax and dmax, respectively.
This function represents a fitness landscape in which
when each value moves from the optimal value, the
function value decreases rapidly (which corresponds
to the increase in the number of falling down). The
mutation rate was set to 0.3.

When adopting PE2, the neural network for identi-
fying the fitness function that evaluates each EG was
defined as follows:

yj = sig(
3∑
i=1

xiwi+3(j−1) − θj) (8)

z = sig(
4∑
i=1

yiwi+12 − θ5) (9)

sig(x) =
1

1 + exp(−x) (10)

θ1 ∼ θ5 were the thresholds of the neurons. The
input of the neural network was x1 = a/amax, x2 =
c/cmax and x3 = d/dmax, respectively and the output
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Figure 3: The index values of CG.

of it, pre-evaluation value, was Fp = z × 103. EG
was composed of 21 weights of the neural network
(w1 ∼ w16). The initial values were set at random in
the range of -1.0 to 1.0. This mutation rate was set

to 0.7−0.4 ·
∑P

i=1
Fei

P which changed according to the
average value of the fitness of EG. P was the size of
CP and EP.

The fitness of each EG was defined as the agree-
ment rate between the real evaluation value and the

pre-evaluation value: Fe =

{
Fp

Fr
(Fr ≥ Fp)

Fr

Fp
(Fr < Fp)

.

T was the threshold calculated as the average
CG value times the average EG value: T =
(
∑P

i=1
Fri)(

∑P

i=1
Fei)

P2 . In case the pre-evaluation value
was below the threshold, CG skipped the evaluation
based on robot behavior and returned to CP. Some
kind of deterioration was introduced in such a way
that the fitness of individuals in both CP and EP de-
creases by w = 1% every when CG or EG returns to
their pool.

4 Evaluation

We evaluated the proposed architecture applied to a
biped robot, in which one of the two methods was
adopted for pre-evaluation as described in the pre-
vious section: function optimization (PE1) or neu-
ral network optimization (PE2) both by coevolution.
We compared them with the original EE method.
In addition, we evaluated the simulate-and-transfer
method for comparison. The size of CP and EP was
10. The number of initial individuals was 10 in each
of CP and EP. The mutation rate was set to 0.3, and
N was set to 4. θ1 ∼ θ5 were set to 0.

Fig. 3 shows the transition of fitness in CG, real
evaluation values, pre-evaluation values and the times
of pre-evaluations in the case of EE (a), PE1 (b), or
PE2 (c). Also, x-marks in the graph indicate the
real evaluations in which the robot fell down to the
ground, and in case of PE1 and PE2 each bar graph
indicates the number of the times the real evaluation
was bypassed according to the low pre-evaluation val-
ues.

It is shown that the average fitness in PE1 in-
creased more rapidly in the early evaluations than
the one in the EE, while the one in the PE2 increased
less rapidly than the one in the EE. We observe the
same tendency with the transitions of the real eval-
uation value, although they fluctuated significantly.
The good performance of PE1 was attained by by-
passing the real evaluation of the individuals whose
pre-evaluation was low. However, in case of PE2, the
evolution of EG is harder than the one in case of PE1,
and therefore the speed of the evolution of CG was
reduced.

We see that the number of falls was significantly
decreased by introducing pre-evaluation in case of
PE1, especially in the early evaluations (approxi-
mately from 10 to 2 in the first 20 real evaluations).
This was attained also by pre-evaluation without real
evaluation, which happened 25 times during the first
20 real evaluations. In case of PE2, introduction of
pre-evaluation reduced the total number of falls, but
the effect was far less than in case of PE1.

The pre-evaluation values moved roughly in accor-
dance with the real evaluation values. This means
the coevolution had been successfully applied in the
architecture. However, they tended to be a bit larger
than the real evaluation values. This is due to the
unique property of the evolution of EG. There are
two kinds of selection pressure. The explicit one is
to increase the fitness, in other words, by definition,
to decrease the difference between the real evalua-
tion value and the pre-evaluation value. The implicit
pressure is to increase the pre-evaluation value be-
cause the EG does not return to the EP when the
pre-evaluation value is smaller than the threshold and
thus the EG bypasses the real evaluation (Fig. 1).

Fig. 4 shows the transitions of the average and
maximum fitness in EP and the fitness of EG in case
of PE1 (a) and PE2 (b). Their values were relatively
large even in the early stages and fluctuated signifi-
cantly even in later stages. This is because the fit-
ness of EG is not defined absolutely but relatively as
the difference between the real and the pre-evaluation
values.

We further evaluated a kind of the simulate-and-
transfer method, in which the same simulation frame-
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Figure 4: The fitness of EG.

work as the EE method was used except that the
robotic evaluation was replaced by simulation carried
out using the robotic platform OpenHRP. Table 1
shows the all of the evolved individuals (CGs) in CP
after 50 evaluations. The first column shows the fit-
ness in simulation environment. Each CG was then
transferred into the robot and evaluated. The second
column shows the fitness based on robotic behavior,
and the third column shows whether the robot fell
down to the ground or not in robotic evaluation. It is
shown that nine out of ten individuals suffered from
the decreased fitness caused by falling in real world.
This result shows a typical gap between simulation
and real world ( “reality gap” ).

Table 1: Reality gap between simulation and real
world.

Fitness (simulation) 830 814 806 797 781 769 766 751 743 735

Fitness (robotic
behavior)

167 141 149 149 135 149 752 182 166 166

Falling down
(With: ×, without: ○)

× × × × × × ○ × × ×

5 Conclusions

We introduced pre-evaluation into the embodied evo-
lution (EE) framework for a biped robot in order to
restrain robot behavior of which fitness contribution
is estimated to be low, specifically falling down to
the ground. We believe that the EE framework with
pre-evaluation is applicable to a wide variety of opti-
mization tasks by evolution in which the cost or risk
of fitness evaluation is not negligible. We adopted
two methods for pre-evaluator construction: PE1 and
PE2. We comparatively evaluated the proposed ar-
chitecture based on one of these two methods, the
original EE, and a conventional simulate-and-transfer
method.

Table 2 summarizes the characteristics of these
methods based on the results of the evaluation ex-
periments in terms of reality gap, calculation time,
the cost for evaluation in real world (e.g. the risk of
robot falling), and the cost of modeling or simulation.
Each evaluation result is represented by the size of a
circle or the thickness of a line in the table.

Table 2: The comparison between proposed method
and other two methods. EE with Pre-evaluationprior implementation ofpre-evaluatorMin                                 MaxReality Gap ・ ・ ○Calculation Time ○ ○　               　　　      　 。  。Real Evaluation Cost ○ ○         　　　　      　       。  。Simlulation/modeling Cost  。   。　   　　　                  　○ ○

OriginalEE Sim. &Trans.

The design of the evolutionary system for pre-
evaluation depends on the requirements of users as
described in Section 2. If we implement the evolution-
ary system for pre-evaluation to the utmost extent
before evolution, the framework will become equal to
the system with simulate-and-transfer except for the
robotic evaluation of fitness. Generation of the pre-
evaluator by PE1 corresponds to function optimiza-
tion by evolution, and the architecture is close to the
one in case of simulate-and-transfer. On the other
hand, if we let the evolution generate the system for
pre-evaluation to the utmost extent, each evaluation
result will get closer to the case with EE. However, in
this case the search space via evolution will get larger
and thus the good solutions might be difficult to be
obtained, as we observed the decrease in performance
in case of PE2. The most important thing in imple-
menting the proposed architecture is to consider the
tradeoffs shown in this table.

Humans evaluate the behavior in advance using
their internal models of the world before they actu-
ally do it. At the same time, receiving the feedback
from the real world, they build and refine their inter-
nal models. It might be interesting to investigate the
parallelism between the evolution of human intelli-
gence and the evolution in the proposed architecture.
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Abstract: In wireless sensor networks, flooding is required for the dissemination of queries and event announcements. 
The original flooding causes the overlap problems. In the original flooding, each sensor node receiving a broadcast me-
ssage forwards it to its neighbors, resulting in a lot of collisions and duplicate messages. For dense wireless sensor net-
works, the impact caused by the original flooding may be overwhelming. The original flooding may result in the redu-
ced network lifetime. Therefore, the selecting method of forwarding nodes for the dissemination of queries and event 
announcements is needed to prolong the lifetime of wireless sensor networks. This paper proposes a new efficient 
flooding method using discrete particle swarm optimization for the long-term operation of wireless sensor networks. 
We evaluate the proposed method using computer simulations. In simulation experiments, the performance of the pro-
posed method is compared with those of the existing ones to verify its effectiveness. 
 
Keywords: Query Dissemination, Efficient Flooding, Particle Swarm Optimization, Wireless Sensor Networks. 
 

I. INTRODUCTION 

A wireless sensor network, which is a key network 
to realize ubiquitous information environments, has attr-
acted a significant amount of interest from many resear-
chers [1]. In wireless sensor networks, hundreds or tho-
usands of micro-sensor nodes, which are compact and 
inexpensive, are placed in a large-scale observation area 
and sensor information of each node is gathered to a si-
nk node by inter-node wireless multi-hop communica-
tion. Each sensor node consists of a sensing function to 
measure the status (temperature, humidity, motion, etc.) 
of an observation point or object, a limited function on 
information processing, and a simplified wireless com-
munication function, and generally operates on a resour-
ce of a limited power-supply capacity such as a battery. 
The suppression of communication loads is generally 
required for the long-term operation of wireless sensor 
networks. 

In wireless sensor networks, flooding is required for 
the dissemination of queries and event announcements. 
The original flooding causes the overlap problems. In 
the original flooding, each sensor node receiving a bro-
adcast message forwards it to its neighbors, resulting in 
a lot of collisions and duplicate messages. For dense wi-
reless sensor networks, the impact caused by the origi-
nal flooding may be overwhelming. The original flood-
ing may result in the reduced network lifetime. There-
fore, the selecting method of forwarding nodes for the 
dissemination of queries and event announcements is 

needed to prolong the lifetime of wireless sensor net-
works. The methods of [2-4] have been proposed in the 
existing studies to resolve or improve the overlap pro-
blems of the original flooding in disseminating queries 
or event data in a wireless sensor network. However, the 
gossiping of [2] may result in some nodes not receiving 
queries or event data. The existing methods of [3,4] can 
disseminate queries or event data to the whole nodes in 
a wireless sensor network, but can not select a most eff-
icient and optimum forwarding nodes set for the disse-
mination. 

This paper proposes a new efficient flooding method 
using discrete particle swarm optimization for the long-
term operation of wireless sensor networks. The rest of 
this paper is organized as follows. In Section II, the pro-
posed method is described. In Section III, the results of 
simulation experiments are reported, and the effective-
ness of the proposed method is demonstrated by compa-
ring the performance of it with those of the existing 
ones. Finally, the paper closes with conclusions and id-
eas for further research in Section IV. 

II. PROPOSED METHOD 

In this paper, a new efficient flooding method using 
Discrete Particle Swarm Optimization (DPSO), which 
detects not only an optimum forwarding nodes set but 
also multiple forwarding nodes sets, is proposed. By 
disseminating queries or event data over switching the 
selected forwarding nodes sets, the lifetime of wireless 
sensor networks can be extended. In this section, the 
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PSO method is first outlined. Then, the proposed meth-
od based on DPSO is described. 

1. Particle Swarm Optimization 
The PSO method belongs to the category of swarm 

intelligence methods. It was developed and first introdu-
ced as a stochastic optimization algorithm [5]. Currently, 
the PSO method is intensively researched because it is 
superior to the other algorithms on many difficult opti-
mization problems [6-10]. The ideas that underlie the 
PSO method are inspired not by the evolutionary mech-
anisms encountered in natural selection, but rather by 
the social behavior of flocking organisms, such as swa-
rms of birds and fish schools. The PSO method is a pop-
ulation-based algorithm that exploits a population of in-
dividuals to probe promising regions of the search space. 
In this context, the population is called a swarm and the 
individuals are called particles. In the PSO method, a 
multidimensional solution space by sharing information 
between a swarm of particles is efficiently searched. 
The algorithm is simple and allows unconditional appli-
cation to various optimization problems. 

Assume an n-dimensional search space S, and a swa-
rm consisting of N particles. Each particle (The i th part-
icle) has a position vector 

xi = (xi1, xi2, … , xin)┬ ∈S, 
and the velocity vector 

vi = (vi1, vi2, … , vin)┬ ∈S, 
where the subscript i (i =1, … , N) represents the parti-
cle’s index. In addition, each particle retains the position 
vector pbesti of the best evaluation value found by the 
particle in the search process and the evaluation value f 
(pbesti), and also the position vector gbest of the best 
evaluation value among all particles and the evaluation 
value f (gbest) as information shared in the swarm in the 
search process. 

In the PSO method, each particle produces a new 
velocity vector vi

k+1 by linearly coupling the best solu-
tion [pbesti

k] found by the particle in the past, the best 
solution [gbestk] shared in the swarm, and the previous 
velocity vector vi

k and moves to the next position xi
k+1, 

where the superscript k indicates the number of search 
iterations. At the k+1 search, the velocity vector vi

k+1 
and the position vector xi

k+1 of the i th particle is upda-
ted by the following equations: 
 
 
 

(1) 

where r1 and r2 are random numbers, uniformly distri-
buted within the interval [0,1]. ω is a parameter called 
the inertia weight, and c1, c2 are positive constants, refe-
rred to as cognitive and social parameters, respectively. 
The settings of ω, c1, c2 of the terms affect the perfor-
mance of the PSO method. An alternative version of the 
PSO method is denoted in [7]. 

2. Proposed Method Based on DPSO 
The DPSO method, which is a discrete binary versi-

on of the PSO method, is a promising method proposed 
for combination optimization problems, where the sear-
ch process of the DPSO method complies with that of 
the PSO method [11]. In the DPSO method, each eleme-
nt of the position vector is transformed in {0,1} accord-
ing to the following rule: 
 

(2) 
 

(3) 
whereρis a quasirandom number selected from a unifo-
rm distribution in [0,1]. 

In this study, a general wireless sensor network con-
sisting of static sensor nodes placed in an object area is 
assumed. At the initial stage of the network, the sink 
node set requests the topology information from every 
sensor node by broadcasting a Topology Discovery Me-
ssage (TDM) to the network by using the original flood-
ing. Each sensor node receiving the TDM sends a Topo-
logy Response Message (TRM) with the local topology 
information of the sensor node, such as the number of 
neighbor nodes and the list of neighbor node IDs, to the 
sink node. The sink node constructs the network topo-
logy information from the gathered TRMs. The propo-
sed method searches multiple forwarding nodes sets 
based on the constructed network topology information. 

By the repetitive searches based on the DSPO meth-
od, multiple forwarding nodes sets are computed. In or-
der to detect different forwarding nodes sets, the follow-
ing rule corresponding to the above (2) is introduced: 
 

(4) 
where sr is a constant determined in the interval [0,1], n-
amed the suppression parameter. 

In the first search, the suppression parameter (sr) is 
set to 1.0 and the search by the ordinary DPSO method 
is executed. On and after the second search, multiple fo-
rwarding nodes sets can be effectively computed by the 
suppression parameter (sr) set in (0,1). In case that sr is 
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set to 0.0, perfectly different multiple forwarding nodes 
sets can be searched. 

To detect the optimum forwarding nodes set for dis-
seminating queries or event data to the whole nodes in a 
network, the objective function is set as follows: 
 

max. 
(5) 

where nreceive and nforward represent the number of nodes 
receiving data and the number of forwarding nodes sele-
cted, respectively. ntotal is the number of the whole no-
des in a network. 

III. EXPERIMENTAL RESULTS 

Through the experiments, the performance of the pr-
oposed method is investigated to verify its effectiveness. 
The conditions of simulation and the values on DPSO 
parameters, which were used in the experiments perfor-
med, are shown in Table 1, where the selected values on 
DPSO parameters are considered proper default values 
and they are used in the relevant literature on the DPSO 
method. In Figure 1, an optimum forwarding nodes set 
is shown, where static sensor nodes are randomly arran-
ged in the set experimental area. 
 
Table1. Conditions of simulations and settings on DPSO 
parameters 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Simulation model 
 

In the experimental results reported, the proposed 
method is evaluated through the comparison with the e-

xisting ones of [3,4] and based on Genetic Algorithm. 
On the method based on Genetic Algorithm, the para-
meter settings that were used in [4] and produced good 
results in a preliminary investigation were adopted for 
the comparison with the proposed method. 
 
 
 
 
 
 
 
 
 
 
 

(a) Results by the method of [3] 
 
 
 
 
 
 
 
 
 
 
 

(b) Results by the method of [4] 
Fig.2. Forwarding nodes set computed by using the met-
hods of [3,4] 
 

Table2. The number of selected forwarding nodes 
 Greedy IUA GA Proposal

The number of 

selected 

forwarding nodes

31 11 11 7 

 
In Figure 2, a forwarding nodes set computed by us-

ing the methods of [3,4] is shown. The number of for-
warding nodes selected by each method is reported in 
Table 2. In this table, two methods of [3] and [4] are de-
noted as Greedy and IUA, respectively. The method ba-
sed on Genetic Algorithm is denoted as GA. The result 
on the proposed method is that obtained by the first 
search. From the results of Figure 2 and table 2, it is co-
nfirmed that the existing methods can not detect an opti-
mum forwarding nodes set. 

forward
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(a) The first search 
 
 
 
 
 
 
 
 
 
 
 

(b) The second search 
 
 
 
 
 
 
 
 
 
 
 

(c) The third search 
 
 
 
 
 
 
 
 
 
 
 

(d) The fourth search 
Fig.3. Forwarding nodes computed by the proposal 

 
 
 
 
 
 
 
 
 
 

(a) sr = 0.2 
 
 
 
 
 
 
 
 
 
 

(b) sr = 0.4 
Fig.4. The number selected as forwarding nodes in a tot-
al of 10 searches 
 

Forwarding nodes sets computed by using the pro-
posed method are illustrated in Figure 3. On the result of 

Figure 3, the suppression parameter (sr) is set to 0.0. By 
the proposed method, perfectly different four forward-
ing nodes sets that include two optimum forwarding no-
des sets are detected. The proposed method is a promis-
ing one selecting forwarding nodes for the dissemina-
tion of queries and event announcements. In Figure 4, 
the number selected in a total of 10 searches of the no-
des selected for forwarding queries or event data by the 
proposed method are shown. From the result of Figure 4, 
it is considered that the nodes selected as forwarding o-
nes are limited to some ones as the set value of the sup-
pression parameter (sr) is great. 

IV. CONCLUSIONS 

In this paper, a new efficient flooding method using 
discrete particle swarm optimization for the long-term 
operation of wireless sensor networks, which computes 
multiple forwarding nodes sets for disseminating que-
ries and event announcements to the whole nodes in a 
wireless sensor network, has been proposed. Experim-
ental results indicate that the proposed method has the 
development potential as an efficient flooding method 
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for wireless sensor networks. In future studies, we want 
to execute the detailed evaluation on the parameter add-
ed to the proposed method, and on various network si-
zes and node density. 
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Abstract: In our previous work, we implemented an in vitro Boolean matrix multiplication with DNA computing.  Ho
wever, with the increase in the problem size, we realize the material consumption and experimental work required to co
mpute the problem with DNA increases drastically.  Thus in this paper, we modify our previous algorithm to reduce th
e material consumption and the labour intensiveness of the computation. 
 
Keywords: DNA Computing, Boolean Matrix Multiplication, Parallel Overlap Assembly 

 
 

I. INTRODUCTION 

Using DNA for computation has gathered interest in 
many fields of application due to its massive parallel 
processing capability.  With high density and low 
energy dispersion, DNA can compute up to 1014 
maximum operation per second in a single test tube [1].  
Such characteristics of DNA computing made it an 
alternative for solving NP hard problems which require 
brute force in traditional computing.  However, several 
drawbacks of DNA computing became obvious after its 
implementation in laboratory works – one of which is 
the exponential growth of DNA volume required to 
solve a problem according to its problem size.  

In our previous work, we represented the matrix 
multiplication problem as a directed graph problem and 
synthesize DNA oligonucleotides to represent the 
vertices and edges in the graph.  However, it shows 
that for a larger N×N Boolean matrix multiplication 
with DNA, the volume of the DNA increases and the 
number of experimental work becomes tedious and 
impractical to be considered as a viable technology [2,3].  
Thus, in this paper we propose a strategy to reduce the 
experimental protocols and the material consumption 
for solving a larger set of Boolean matrix multiplication 
with DNA computing by using a fixed primer to 
represent the whole set of row indicators for the product 
matrix. 

 

II. BOOLEAN MATRIX MULTIPLICATION 

Boolean matrix multiplication is a fundamental 
operation that is used in many scientific areas of 

research such as linear algebra, signal processing, 
digital control and graph theory.   

Consider a binary matrix Y with dimension m x n.  
Matrix Y=A·B can be represented as a product of two 
matrices A and B with dimensions m x k and k x n 
respectively.  Two Boolean matrices and its product 
can further be represented by a graph problem [Kim].  
The row indicators for the first matrix A and the product 
matrix Y are represented as initial vertices; the column 
indicators for the second matrix B and the product 
matrix Y are represented as terminal vertices; and the 
column indicators for the first matrix A and the row 
indicators for the second matrix B are represented as 
intermediate vertices.  For all elements of value 1 in 
the matrices A and B, a directed edge is drawn for the 
corresponding initial vertex-intermediate vertex or 
intermediate vertex-terminal vertex intersections.  
Elements of value 1 in the product matrix Y is 
determined by the existence of a “path” which is a 
continuous linkage of directed edges from an initial 
vertex to a terminal vertex. 

   

III. COMPUTING BOOLEAN MATRICES 
WITH DNA 

In our previous work, we implemented a Boolean 
matrix multiplication problem with DNA computing. 
Let two Boolean matrices A and B and its multiplication 
product Y, be represented by a graph problem G.  We 
implemented the matrix multiplication problem with a 5 
step algorithm:  

(Step1) Sequence designs for V and E in G. 
(Step2) Generate an initial pool.  
(Step3) Determine Primers for Filtering.  
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(Step 4) Remove unwanted strands/Mass Copying.  
(Step 5) Identify strands. 
 
Basic bio-molecular tools used for the computation 

are briefly discussed as follows: 
Parallel Overlap Assembly (POA) is used to generate an 
initial pool containing all possible solutions to the 
problem.  Polymerase Chain Reaction (PCR) is a 
technique which uses a pair of DNA sequences known 
as “primers” to signal the start point and end point for a 
specific DNA sequence for mass amplification.  Gel 
electrophoresis is used to identify the results. 

We generate randomly unique single stranded DNA 
sequences to represent all vertices in graph G. The DNA 
sequences for directed edges are designed to be 
connector strands from an initial vertex to an 
intermediate vertex or from an intermediate vertex to a 
terminal vertex. The primers for filtering are determined 
from the row and column indicators for the product 
matrix Y to amplify only “path” strands during the mass 
copying.  The elements in the product matrix are 
represented by test tubes containing primer 
combinations for each row and column.  The value of 
the elements in the product matrix is identified from the 
constructed solution “paths” viewed in the gel 
electrophoresis process which yield highlighted bands 
for amplified “path” strands.   

Computation of Boolean matrix multiplication with 
DNA normally requires an m + n number of primers to 
be used as row and column indicators in the product 
matrix; and an m x n number of test tubes to represent 
all the elements in the product matrix.  Thus, for a 10 
×10 product matrix, a total of 20 primers are used to 
represent the row and column indicators; and a 100 test 
tubes are needed to represent all elements in the product 
matrix.  

 

0000001000
1000000000
0000000100
0000010000
0010000000
0000100000
0000000010
0100000000
0001001000
0000000001

0000001000
1000000000
0000000100
0000010000
0010000000
0000100000
0000000010
0100000000
0001001000
0000000001

0001000000
0000010000
0000100000
0000001000
0010000000
0100000000
0000000001
0000000100
0000000010
1000000000

0001000000
0000010000
0000100000
0000001000
0010000000
0100000000
0000000001
0000000100
0000000010
1000000000A1

A2
A3
A4
A5
A6
A7
A8
A9
A10

a
b
c
d
e
f
g
h
i
j

a － ｊ B1 – B10

X

A1
A2
A3
A4
A5
A6
A7
A8
A9
A10

B1 B2 B3 B4 B5 B6 B7 B8 B9 B10

=

0000000001
0001000000
0000000100
0100000000
0000100000
0010000000
0000000010
0000010000
0000001001
1000000000

0000000001
0001000000
0000000100
0100000000
0000100000
0010000000
0000000010
0000010000
0000001001
1000000000

 
Fig. 1 Two 10 x 10 matrices and its product 

 

IV. FIXED COLUMN PRIMER 

We consider a matrix problem in Figure 1.  The 
main concept of a fixed column primer is to represent 
the whole set of row indicators with a fixed starting 
strand sequence.  Instead of 10 different primer 
sequences as row indicators, the whole column for 
initial vertices is represented by one common primer 
sequence (m = 1).  The individual rows are 
distinguished from each other by manipulating the 
different lengths for each initial vertex, to allow each 
element in the product matrix arrive at different path 
lengths, respective to only the corresponding row. 
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Fig. 2 Fixed Column Primer for Initial Vertices 

 
Figure 2 shows all strands for the initial vertices 

sharing a common 10-mer fixed column primer 
sequence A.  Each row indicator is then varied in their 
lengths to retain their separate row distinctiveness.  
With a fixed column primer, only an m + n primer and n 
test tubes are necessary to compute the Boolean matrix 
multiplication.  In this case, primers required for row 
indicators in Figure 2 is an m = 1 and for column 
indicators is n = 10.  This drastically reduces the total 
number of primers to m + n = 11.  Since the fixed 
column primer is shared by the row indicators and the 
detection of path is dependent on the number of primer 
combinations, elements in the product matrix can be 
verified with only 1 x n test tubes.  Hence, a total of 
only 10 test tubes are sufficient.  This drastically 
reduces the experimental steps needed to identify the 
elements in the product matrix. 

 The elements in the product matrix are verified by 
DNA sequence lengths in each column.  An element in 
a product matrix is defined by its total length: 

 
Total Length  = 
     (path) 

 
+ 
+ 
+ 

fixed column primer 
additional sequence for initial 
vertex 
intermediate vertex 
terminal vertex 
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V. DESIGN AND SYNTHESIS 

We implemented a (3x3) x (3x3) Boolean matrix 
multiplication as in Figure 3 with a fixed column primer.   
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Fig. 3 (3x3) x (3x3) Boolean Matrix Multiplication 

 
A 10-mer DNA sequence “tccccgttcc” is 

embedded in all three initial vertex sequences A10, A20, 
A30.  Additional unique sequences are constructed to 
distinguish the vertices with varied lengths of 20-mer, 
30-mer and 40-mer respectively.  Intermediate vertices 
and terminal vertices are set at 20-mer each.   

 
A-10 TCCCCGTTCC tattcgccta (20 mer)
A-20 TCCCCGTTCC acctcggttaaggaagtacg (30 mer)
A-30 TCCCCGTTCC ccctcttttaagcaagtaatgtactatgcg (40 mer)  

 
Fig. 4 Fixed column primer sequences for Initial 

Vertices 
 
The DNA sequences for all vertices are shown in 

Table I and the DNA sequences for the edges are shown 
in Table II. 

TABLE I 
DNA SEQUENCES FOR VERTICES WITH FIXED COLUMN 

Vertex DNA Sequence (5' – 3') Length 
(mer) 

A10 tccccgttcctattcgccta 20 
A20 tccccgttccacctcggttaaggaagtacg 30 
A30 tccccgttccccctcttttaagcaagtaatgtactatgcg 40 

a tcaagcatcgggtcgcaact 20 
b cctatccacggcttggggtc 20 

B1 ccaacgagggtgtattccgc 20 
B2 ctcagtgccgaaccttgcct 20 
B3 aggacatacagaggcgggca 20 

 

TABLE II 
DNA SEQUENCES FOR DIRECTED EDGES 

Edges DNA Sequence (5' – 3') Length (mer) 
A10a cgatgcttgataggcgaata 20 
A20b cgtggataggcgtacttcct 20 
A30a cgatgcttgacgcatagtac 20 
aB1 ccctcgttggagttgcgacc 20 
bB2 cggcactgaggaccccaagc 20 
bB3 tgtatgtcctgaccccaagc 20 

VI. EXPERIMENT 

All synthesized DNA sequences for vertices and 
edges are poured together into a single T0.  Parallel 
Overlap Assembly method is used to generate an initial 
pool containing all possible solution to the problem.  
The initial pool generation is performed in a solution 
containing 67.5µl ddH20 (Maxim Biotech), 1µl for 
every DNA strand (oligo) (Proligo Primers & Probes), 
10µl of dNTP (TOYOBO, Japan), 10µl KOD dash 
buffer (TOYOBO, Japan) and 0.5µl KOD dash 
(TOYOBO, Japan).  The solution is run for 25 cycles 
with the first stage of 90ºC for 30 seconds, second stage 
of 55ºC for 30 seconds and third stage of 74ºC for 10 
seconds per cycle.  At the end of the POA cycles, the 
strands for “paths” are formed.   

PCR is conducted for all test tubes in Table III, each 
containing 13.875µl ddH20 (Maxim Biotech), 1µl of 
template DNA from POA process, 2.5µl of dNTP 
(TOYOBO, Japan), 2.5µl KOD dash buffer (TOYOBO, 
Japan) and 0.125µl KOD dash (TOYOBO, Japan) and 
2.5 µl of each primer combination.  The solutions are 
spun for 13000 rpm in 25 ºC for 5 minutes before 
running them for 25 cycles with the first stage of 90ºC 
for 30 seconds, second stage of 55ºC for 30 seconds and 
third stage of 74ºC for 10 seconds per cycle. 

 

VII. RESULTS AND DISCUSSIONS 

The experimental results are shown in Figure 4.   
 

XX YY ZZ

70 bp70 bp

X-60X-60

X-80X-80

 

Paths: 
 
A10 → b → X = 60 b.p. 
(20)   (20)   (20) 
 

A20 → a → Y = 70 b.p. 
(30)   (20)   (20) 
 

A20 → a → Z = 70 b.p. 
(30)   (20)   (20) 
 

A30 → c → X = 80 b.p. 
(40)   (20)   (20) 
  

Fig. 4 Results from Gel Electrophoresis 
 

The lanes for each test tube representing the columns 
X, Y and Z show the read-outputs for the Boolean 
matrix computation. From the results, lanes for column 
Y and Z yield 70 b.p. highlighted bands which are 
consistent with our predicted outcomes.  However, the 
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lane for column X is devoid of such highlighted band.  
We conduct a second PCR to confirm whether the 
predicted 60 b.p. and 80 b.p. length paths exist for the 
column X and the results are successful.  Both lanes 
for X-60 and X-80 yield highlighted bands.   

The primer A has no problem identifying and 
amplifying all strands with the defined starting 
sequences.  However, the non-existence of highlighted 
bands for 60 b.p and 80 b.p in lane X when the paths of 
60 b.p and 80 b.p actually exist indicates a problem in 
Step 4.  While the mass amplification works 
successfully for identification of one type of path strand 
in a tube (Y and Z), it was less successful in amplifying 
more than one path in a tube (X).   

Another problem with using the fixed column primer 
algorithm is the restriction of length for initial vertex 
sequence strands.  While in theory, the length of the 
initial vertex sequence is varied to retain the rows 
distinctiveness, in actual there is a practical limit to the 
length of vertex sequence for effective construction of 
path.  Generated DNA sequence strands longer than 80 
b.p immediately increase in its melting temperature with 
some strands having ≥ 100°C.  This will cause a 
problem in the processes employed to implement Step2 
and Step4 which have three temperature stages.  Vast 
differences in melting temperatures between the shorter 
and longer strands will cause the strands with higher 
melting temperature to not anneal when the shorter 
strands with lower melting temperature do.  Similarly, 
the shorter strands with lower melting temperature will 
not denature when the longer strands do which leads to 
mishybridizations and incomplete paths. 

Proper design of oligonucleotides is important for a 
successful implementation in DNA computing.  
Hybridizations between DNA molecules work as an 
information carrier that executes the computation.  
Therefore, mishybridizations such as based mismatches, 
shifted hybridizations, and hairpin formations can lead 
to fatal errors during the implementation steps.  While 
both careful encoding and external reaction conditions 
such as salt and temperature can be adjusted to 
minimize errors, some mishybridizations are due to 
occur as the implementation of DNA computing is a 
wet-lab process than is unstable.  Therefore, realistic 
precautions and problem anticipation must be taken into 
account while designing the sequences for computation. 

VIII. CONCLUSIONS 

We proposed a fixed column primer to reduce the 
material consumption and experimental works for 
computing Boolean matrix multiplication with DNA 
computing.  The results successfully yield predicted 
outcomes of constructed path but the extraction process 
is less effective. 
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Abstract: Remote sensing of the earth surface using satellite mounted sensor data is one of the most important methods 
for global environmental monitoring today. However, when using satellite sensor data, clouds in the atmosphere can 
interfere with the remote sensing, and specific land points may not be correctly monitored on a given day. In order to 
overcome this problem, a common workaround is to use multiple day composite data. Multiple day composite data uses 
several consecutive days' remote sensing data, and picks the most accurate data within the temporal dataset for the 
same land point. This allows creating a more complete dataset by patching together data uninterfered with clouds 
during a specified time period, to create a clearer, more usable dataset. In this paper, we propose applying soft 
computing, namely fuzzy logic, in order to select the clearest data in the temporal interval for the composite data. 
Moderate resolution remote sensing data of areas in Japan were used for evaluation, and results were compared with 
previous composite methods. 
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I. INTRODUCTION 

Remote sensing of the earth surface using satellite 
mounted sensor data is one of the most important 
methods for global environmental monitoring today. For 
example, changes in land surface use can be monitored 
using remote sensing data. By monitoring the changes 
of vegetation coverage, the amount of carbon held in 
vegetation and how much is released into the 
atmosphere can be calculated. 

However, when using satellite sensor data, clouds in 
the atmosphere can interfere with the remote sensing, 
and specific land points may not be correctly monitored 
on a given day (Fig.1). In order to overcome this 
problem, a common workaround is to use multiple day 
composite data. Multiple day composite data uses 
several consecutive days' remote sensing data, and picks 
the most accurate data within the temporal dataset for 
the same land point (Fig.2). This allows creating a more 
complete dataset by patching together data uninterfered 
with clouds during a specified time period, to create a 
clearer, more usable dataset. 

 
Fig.1. 1 pass of MODIS data with cloud interference 
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Fig.2. Monthly composite data 
 
There have been many data composite algorithms 

proposed, and different methods have their merits and 
demerits, but all methods require tuning of parameters 
to achieve best accuracy for a specific region. In this 
paper, we propose applying a soft computing approach, 
namely fuzzy logic[3], in order to facilitate tuning of the 
data composite algorithm in order to achieve the best 
accuracy for a specific region. Moderate resolution 
remote sensing data of areas in Japan were used for 
evaluation, and results were compared with previous 
composite methods. 

 

II. SATELLITE DATA 

With the increased interest in monitoring the global 
ecological changes, the demand for satellite remote 
sensing has increased. NASA-centered international 
Earth Observing System project has launched many 
satellites to monitor the earth for scientific purposes, 
including Terra and Aqua. 

A key instrument aboard the Terra and Aqua 
satellites is MODIS (Moderate Resolution Imaging 
Spectroradiometer). Terra's orbit around the Earth is 
timed so that it passes from north to south across the 
equator in the morning, while Aqua passes south to 
north over the equator in the afternoon. Terra MODIS 
and Aqua MODIS enable the viewing of the entire 
Earth's surface every 1 to 2 days. MODIS captures data 
in 36 spectral bands, or groups of wavelengths. 
Moderate resolution remote sensing allows the 
quantifying of land surface type and extent, which can 
be used to monitor changes in land cover and land use 
for extended periods of time. This data is used to 
monitor and understand global dynamics and processes 
occurring on the land, oceans, and lower atmosphere.  

For this paper, we used MODIS data collected at 
Tokyo University of Information Sciences (TUIS), 

Japan. TUIS receives satellite MODIS data over eastern 
Asia, and provides this data for open research use. 

 

III. COMPOSITE ALGORITHM 

There have been many different satellite data 
composite algorithms proposed [1][2], and each method 
have different merits depending on the target usage. 
Different composite methods include 1) MVC 
(maximum value composition) using maximum NDVI 
(normalized difference vegetation index), 2) MVC using 
maximum temperature reflectance, 3) minimum scan 
angle with high NDVI, 4) minimum scan angle with 
high NDVI and temperature reflectance, 5) minimum 
blue reflectance with high NDVI. 

In this research, we use MODIS sensors satellite 
data for evaluation of the composite algorithms. 

The MODIS data is a raster format image file where 
each pixel of the image is the reflectance value of a 
specific bandwidth for the location. MODIS sensor data 
contains 36 different bands, including visible red (band 
1), near infra-red (band 2). MODIS has sensors in 3 
different spatial resolutions, 250m2 resolution (band 1-
2), 500m2 resolution (band 3-7), 1km2 resolution (band 
8-36), so each pixel data will be the average reflectance 
value for the location in the specified spatial resolution. 

NDVI is a standard vegetation index defined by the 
following equation, 

 
(1) 

 
where R is band 1 (visible red) reflectance value, 

and NIR is band 2 (near infra red) reflectance value for 
the given location. 

NDVI reflects the growth of vegetation, so for a 
given temporal interval the value is not expected to 
change drastically. It is also known that NDVI values 
become lower when clouds in the atmosphere interfere 
with the reflection. MVC with NDVI takes into account 
these 2 assumptions, and selects the highest NDVI value 
within a set temporal interval for the same location, to 
pick the best cloud-free data for the location within the 
temporal interval. 

To create a 10-day composite image, assuming there 
is 1 MODIS reading every day for a total of 10 files, the 
maximum NDVI value is selected from the 10 different 
MODIS readings for the exact same location. The 
maximum NDVI marks the best cloud-free data for the 
temporal interval for the location, and the reading is 
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copied to the composite image file for the same location. 
The reflective values of each of the different bands for 
the same location and day are also copied to the 
respective composite image files for each band. This is 
repeated for every location (pixel) in the MODIS NDVI 
image file to create a composite image for the specified 
temporal interval. 

 

IV. PROPOSED METHOD 

The composition method using minimum blue 
criterion from among high NDVI values is also widely 
used. This method is based on the observation that 
visible blue wavelengths are highly sensible to 
atmospheric interference, and the blue reflectance 
values increase with rise in atmospheric interference. 
Therefore, the clearest days should have the lowest blue 
reflectance readings. This method first selects a set of 
candidate readings with high NDVI values, and then 
selects the reading with the lowest blue value from 
among the candidates. The candidates are selected for 
example by selecting NDVI values within 80% range of 
the maximum NDVI for the temporal interval. 

In this research we propose applying soft computing 
approach, namely fuzzy logic[3], in order to create a 
composition method which can be more easily tuned for 
specific regions. 

In this paper we take the minimum blue criterion as 
the initial model. In the standard rule-based minimum 
blue criterion, there is a crisp criterion of high NDVI 
candidates (e.g. 80% of maximum NDVI) and crisp 
criterion of lowest blue value from among the candidate. 
In this standard crisp rule-based method, a very low 
blue value with 79% NDVI value will be discarded. 
Similarly, even if the maximum NDVI value has second 
lowest blue value, the maximum NDVI value will be 
discarded. 

We extend the blue criterion composition algorithm 
by defining a fuzzy set of high NDVI values, and a 
fuzzy set of low blue values, and selecting the best 
value from the combined fuzzy set of high NDVI and 
low blue using fuzzy logic. 

We set the fuzzy set N as the set of readings with 
high NDVI values and fuzzy set B as the set of readings 
with low blue values, defined by the membership 
function mN and mB on total space X and Y of NDVI and 
blue readings, respectively. 

 
 

(2) 
 
(3) 
 
(4) 
(5) 
 

The membership value or grade mN(x) , mB(y) for 
reading x and y is similarly defined as below. 

 
(6) 
(7) 
 

 From fuzzy logic, the fuzzy set of readings with 
high NDVI values and low blue values are defined as 
the fuzzy intersection of set N and B, and given as below. 

 
 
 
(8) 
 

By defining an appropriate membership function for 
fuzzy set N and B, the reading with best value can be 
calculated as the reading with the highest grade in N ⋂

B. 
For this experiment, the membership grade for mN(x) 

and mB(x) was defined as below. 
 
(9) 
 
 
 
(10) 
 
 

xMAXN is the maximum NDVI value, yMINB is the 
minimum blue value, TN is the threshold value for large 
NDVI candidates, TB is the threshold value for low blue 
candidates. 

 

V. RESULTS AND CONCLUSION 

The proposed method was applied to create a 
monthly composite data for July 2001 over regions in 
Japan. This was compared with composite data for the 
same temporal interval and region using MVC with 
maximum NDVI. The proposed method was able to 
remove clouds successfully, and the final composite 
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result was very close to that of standard MVC using 
maximum NDVI. 

In this paper, an extension to minimum-blue 
criterion composition method for remote sensing data 
was proposed. The proposed method applies fuzzy set 
theory and fuzzy logic to facilitate parameter tuning, as 
well as produce a composite method allowing a more 
flexible selection of data for the composite image. 

For future works, we need to closely examine the 
differences of output between the proposed method and 
standard method, and evaluate the effectiveness and 
accuracy of the proposed method. 
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Abstract. The different viable architectures that implement P-Systems (membrane systems) over distributed cluster of 

processors have a major drawback: the distribution of these architectures in a balanced tree of processors that can 

minimize external communications and maximize the parallelism grade. For a given P-System and K processors, there 

exists a great volume of possible distributions of membranes over these. In a recent paper the feasibility of using Self-

Organizing Neural Networks (SONN) with growing capability to help in the selection process of a distribution for a 

given P-System has been demonstrated, although the nature of two-dimensional patterns used in the study limited the 

possibility of defining more flexible degrees of communication, making more difficult to locate the best distribution. In 

this paper the capacity of Growing Cell Structure (GCS) model of projecting high-dimensional spaces in bi-dimensional 

graphs is explored.  

 

Keywords: Natural Computation, SONN Networks, GCS Networks. 

 

 

I.  INTRODUCTION 

P-Systems, introduced by Păun [1], are a class of 

distributed, massively parallel and non-deterministic 

systems. This model has become, during last years, a 

powerful framework for developing new ideas in 

theoretical computation and connecting the Biology 

with Computer Science. Possibilities offered by P-

Systems for solving NP-problems, in lineal time and of 

course lineal resources, have made researchers 

concentrate their work towards HW and SW 

implementations of this new computational model. 

Nowadays, it is possible to find different viable 

architectures that implements P-Systems in a 

distributed cluster of processors [2]. These proposed 

architectures have reached a certain compromise 

between the massively parallelism character of the 

system and evolution step times. These architectures 

are based in the distribution of several membranes in 

each processor, the use of proxies to control the 

communication between membranes and mainly, the 

suitable distribution of the architecture in a balanced 

tree of processors. All this facts allows obtaining a 

better evolution step time than in others suggested 

architectures congested quickly by the network 

collisions when the number of membranes grows. The 

main problem in these architectures is to find the 

proper distribution of the membranes between 

processors and the definition of a network topology 

that minimizes communication between processors 

without reducing the system parallelization.  

In a previous paper [3], we suggest the use of Self-

Organizing Neural Networks (SONN) with growing 

capability, based in Fritzke work [5], to help in the 

search and selection of the balanced distribution for a 

given P-system, with the purpose of obtaining as a final 

objective the reduction of the run times of each step of 

evolution in a P-System, although the nature of two-

dimensional patterns used in the study limited the 

possibility of defining more flexible degrees of 

communication, making more difficult to locate the 

best distribution. In this paper the capacity of Growing 

Cell Structure (GCS) model of projecting high-

dimensional spaces in bi-dimensional graphs is 

explored. Specifically, we propose a more flexible 

definition of the internal and external communications 

degrees that occur in the processors, which basically 

needs the use of vectors with a dimension greater than 

two. In this case, it is necessary to work with the 

concept of topographic maps of the output layer of the 

GCS network to generate two-dimensional graphics 

that can be used to explore the high-dimensional input 

space. The proposed experiments have presented the 

opportunity of evaluating what kind of information 

about membrane-processor-communication is most 

appropriate in finding the best distribution when using 

the vector projections provided by the GCS network. 

 

II. P SYSTEM COMMUNICATION 

ARCHITECTURES 

The viable architectures that implements P-Systems in 

a distributed cluster of processors are based on the 

following:  

Membranes distribution: In each processor, K 

membranes are located that will evolve, at worst, 

sequentially. The value of K is determined by the 

relation between the number of membranes M and 

processors P, where K ≥ 1. The benefit obtained is that 

the number of the external communications decreases. 

The total number of communications splits in two 

classes: a group of internal communications for pairs of 
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membranes located in the same processor (the run time 

to carry out the internal communications will be 

negligible) and another group of external 

communications to interchange information among 

pairs of membranes located in different processors.  

Proxy for processor: When a membrane wants to 

communicate with another one located at a different 

processor, the first one uses a proxy (programs or 

device located in the processor that carries out an 

action in representation of another), instead of doing it 

directly. This intermediate element located between the 

bus and the membranes concentrates and reduces the 

information that must be reported.  

Tree topology of processors: The benefit obtained 

with the tree topology of processor is that it minimizes 

the total number of external communications made as 

the proxies interchange information only with its direct 

predecessor and its direct successors, and therefore the 

total number of external communications for P 

processors in each evolution step is 2(P − 1).  

Fig.1. (a) P-System communications. (b) 

Communications with membranes distribution (c) 

Communications with a proxy for processor. (d) 

Communications using a tree topology 

 

III. FRITZKE’S GROWING CELL 

STRUCTURES (GCS) 

Self-Organizing Map (SOM) is an artificial neural 

network model with competitive and unsupervised 

training. SOM network has two main characteristics: it 

makes possible obtaining a simplified model of the 

training data (normally high-dimensional) and it has 

the capacity to project them on a two dimensional map 

that shows the existing relations among them. In 1982, 

Kohonen [4] proposed first model of SOM, where the 

complete network structure had to be specified in 

advance and remained static during all the training 

process. In 1994, B. Fritzke [5] proposed a SOM model 

called Growing Cell Structure (GCS) where this static 

structure limitation was eliminated.  

GCS is a two-layer architecture network. Neurons 

located at the input layer are fully connected with those 

in the output one. These connections have associated a 

weight, wij, where i identify the input neuron and j the 

output one. There exist as many input neurons as 

dimension has the input vectors. Neurons in the output 

layer have neighbor connections between them 

presenting a topology formed by groups of basic k-

dimensional hyper-tetrahedrons structures. In order to 

facilitate the visualization of the output layer, in this 

work a value of k=2 has been used.  

Every output c unit has an n-dimensional synaptic 

vector wc = (w1c, …, wnc) associated. This vector can be 

seen as the position of c in the input vector space. Each 

time a new input pattern e = (e1, …, en) is processed, 

only one output neuron is activated, called the best 

matching unit (bmu), that is the one with the synaptic 

vector that matches best with the input pattern. 

Formally: 

            (1) 

 

Thereby ǁ ·ǁ  denotes the Euclidean vector norm. 

By this the input vector space is partitioned into a set 

of regions, each consisting of the locations having a 

common nearest synaptic vector.  This way, the set of 

all synaptic vectors of the output layer can be seen as a 

simplified model of the input vector space.  

The training phase in GCS network adapts synaptic 

vectors looking for that each output neuron represents a 

group of similar input patterns. At the beginning of the 

training phase the output layer of the network has only 

three neurons interconnected via neighbor relations 

(k=2). During the training process a set of input 

patterns is presented to the network iteratively. In each 

adaptation step an input pattern is processed, the bmu is 

calculated and its synaptic vector and its topological 

neighbor’s synaptic vectors are modified using 

equations 2 and 3 respectively (where εb > εn).  

             (2) 

 

 (3) 

 

After a fixed number of adaptation steps a new 

output unit is inserted and is connected to other cells in 

such a way that the triangular groups of neighbor units 

are guaranteed. Periodically superfluous neurons are 

removed in order to obtain better results when input 

space consists of several separate regions of positive 

probability density. A constant threshold, η, is used to 

eliminate those neurons with probability density below 

this value. The removal process ensures the triangular 

architecture of the output layer, but the output neighbor 

mesh can results broken in several sub-meshes. In this 

work the modification of the GCS training algorithm 

proposed in [6] has been used in order to achieve a 

better interpretation of the removal parameters.  

In a trained network the output layer map can be 

seen as a projection of the input vector space in a bi-

dimensional plane that exhibits the relations of the 
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input patterns. Printing the output layer map, called 

topographic map, data inherent knowledge can be 

discovered. As it has been exposed previously, when 

k=2 architecture factor is used, the GCS output layer is 

organized in groups of interconnected triangles. In 

spite of bi-dimensional nature of these meshes, it is not 

obvious how to embed this structure into the plane. In 

this paper the projection technique exposed in [7] has 

been used to generate the topographic map. Using this 

methodology, traditional Kohonen visualization 

methods can be implemented using GCS networks. The 

following GCS visualization methods have been used: 

distance map, Unified map (U-map), distance addition 

map, and component planes [7].   

 

IV. EXPERIMENTS AND RESULTS 

Several experiments have been carried out to 

validate GCS networks as a tool to help in discovering 

the best membrane distribution over a set of processor 

in a concrete P-System. In particular, thirty P-System 

models generally used in the literature of P-System 

have been employed in this study. Several membrane 

distributions between a concrete number of processors 

(calculated using eq. 5) have been generated for every 

P-System, observing how the resulting 

communications of the distribution affect to the 

parallelization grade. A great volume of GCS networks 

have trained using this information with the intention 

of visualize the output layer and establish the optimal 

distribution, which will be the one that balances the 

degrees of external communications and 

parallelization. 

The minimal execution time of a complete P-System 

[2] is expressed in the formula: 

.222min comcomapl TTTMT  (4) 

Where Tapl is the maximum time used by the slowest 

membrane in applying its rules, Tcom is the maximum 

time used by the slowest membrane for 

communication, and M is the number of membranes. 

The optimal number of processors that minimizes the 

execution time of a complete P-System is calculated 

by: 

.
2 com

apl

opt
T

TM
P

 (5) 

For each P-System three families of data have been 

generated. The first consists of one vector for 

membrane-processor-distribution, where each one 

maintains the degree of internal and external 

communications that generates one specific membrane 

in a concrete processor for one of the combinations. In 

this case vectors are bi-dimensional, and for a 

particular combination there exists as many vectors as 

membranes has the P-System. In this first family of 

data each vector is labeled with a string that identifies i 

membrane, j processor, and k combination (MiPjCk). In 

the second group of data a vector by combination has 

been generated, whose dimension corresponds with the 

double of existing membranes. For each membrane the 

degrees of internal and external communications are 

included in the corresponding vector. In this case each 

pattern is labeled only with the k combination that 

represents (Ck). Finally, the third group of data consists 

of a vector for processor-distribution, which includes 

six components that maintain different levels (high, 

medium and low) of internal and external 

communication obtained using fuzzy logic. Each 

vector is labeled to identify the j processor and the k 

combination (PjCk). 

The goal we seek training a GCS network with any 

of these three groups of data is to obtain an 

arrangement of the vectors that allows us to analyze 

graphically, using topographic maps, the volume of 

internal and external communications that take place 

for each combination, been able to determine the best 

that balances the degree of parallelization and external 

communications. After the training phase the output 

units of the GCS network can be labeled with the union 

of the tags of all those input patterns that fall inside its 

Voronoi region. For space reasons this section only 

shows some of the experiments and results obtained for 

a particular P-System (Fig. 1a) which consists of 12 

membranes. Fifteen feasible combinations, which 

fulfill the condition of tree topology of processors, of 

12 membranes have been generated for 4 processors 

(the optimal number calculated by eq. 6). The volume 

of communications produced by membranes is not 

homogeneous. Using the 15 combinations three 

families of data previously described have been 

created. For the first group, each pair of internal-

external communication of a membrane forms a vector 

(altogether there are 180 vectors). For the second group 

there are 15 vectors of 24 dimensions. Finally, the last 

family of data has been generated using fuzzy logic 

values to define 15 vectors of 6 dimensions for each 

processor. 

Using these three sets of data several GCS networks 

have been trained. The common learning parameters 

used in all the experiments are: LEAE insertion 

criterion, εb = 0.06 (bmu adaptation rate), εn = 0.002 

(bmu neighbor adaptation rate), λ=1 epoch (number of 

iterations to insert a new unit). The only varying factor 

involving experiments is related with the concluding 

condition of the training process, fulfilled when the 

output layer gets a specific number of output units or 

when at least an explicit number of isolated clusters of 

output units are obtained.  For the first, a removal 

threshold µ = 0 has been used, and for the last a value 

of µ=0.0006. 

Figure 2 shows the scattergram of a GCS network, 

trained with the first group of bi-dimensional data 

(concluded when at least 6 isolated clusters of output 

units are obtained), where the position of each output 

unit is determined by the two components of its 

synaptic vector (lines between points represents the 
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output layer neighbor connections). X-axis coordinates 

indicates the internal degree of communications and Y-

axis the external one. We have grouped the neurons 

into three classes: bad (from 1 to 11), medium (from 14 

to 18) and good (from 19 to 28). Within each of these 

three groups we have ordered neurons from highest to 

lowest level of external communication and for those 

with a similar value, from highest to lowest level of 

internal communication. Based on this information has 

been determined that the best distribution is the C13, 

that contains 1 bad neuron, 4 medium neurons and 7 

good neurons. Moreover, this distribution has one of 

the best ratios of communication. 

 
Fig.2. Scattergram of the GCS network trained with bi-

dimensional patterns. Points represent neurons and 

lines between them neighbor connections.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. GCS network trained with 24-dimensional 

vectors. a) Distance map. b) U-map. c) Distance 

addition map. d) Labeled topographic map. e) 

Component planes. 

Figure 3 includes some of the topographic maps of 

the GCS network trained with the 24-dimensional data. 

In this experiment, the learning concluding condition 

was determined when the output layer got 20 output 

units. Distance map, U-map, Distance addition map 

and labeled topographic map show certain grade of 

clustering associated with the patterns C2, C3, C5, C7, 

C8, C10, C14 and C15,  C11 with C12, C4 with C9, 

and finally, C1, C6 and C13 seems to be isolated. 

Component planes in the first and second rows show 

the internal and external communications associated to 

the membranes 1 to 12 from left to right, respectively, 

where black color represents low values. The high 

dimension of the vectors make no easy to find the 

combination that better minimizes the degree of 

external and internal communications. The C13 

combination that results the better one in the previous 

experiment, continues showing good characteristics, 

although the C1 or C6 is perhaps better. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.4. GCS network trained with 6-dimensional 

vectors. a) Labeled topographic map. b) Component 

planes. 

 

Finally, Figure 4 shows the information of the GCS 

network trained with the third set of data (concluded 

when at least 6 isolated clusters of output units are 

obtained). In this network only 6 component planes 

exist, simplifying its visual analysis. Component planes 

in the first row show the high, medium and low 

internal communications and the high, medium and 

low external communication appear in the second one, 

(a) (b) 

(c)   (d) 

(e) 

(a) 

(b) 
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where black color represents low values. The two 

clusters in the upper left are the worst external 

communications high, medium and low show 

(although the grades for internal communications are 

good). The two clusters below on the left offer good 

levels of external communications, but they have the 

worst internal communications levels. The two 

remaining clusters get the best ratios by minimizing 

both types of communications. Each of the 15 

combinations consists of 4 patterns (one per processor).  

The combination that has more patterns in the two best 

clusters is the C13 again (it has 3 out of 4).  

With the first set of data the problem that arises in 

searching the best distribution is the dispersion of the 

vectors that compose a concrete combination of 

membranes by processor. Although this example is 

relatively simple, with only 12 membranes, it lets 

patent the complication to determine which the best 

distribution is. With respect to the second data set, 

although it solves the previous problem because there 

only exists a single vector by combination, the high 

dimension of the input space makes difficult the 

component plane analysis. The third data set raises a 

commitment between the first two sets, presenting so 

many vectors by combination as processors exist. The 

volume of processors is not usually high, because it 

would increase the volume of external 

communications, making easy to find in the graphs all 

the patterns associated to a concrete combination. On 

the other hand, the dimension of these vectors 

facilitates the analysis of the component planes. 

 

V. CONCLUSIONS 

GCS networks have demonstrated to be a useful tool 

to P-System in the searching of membrane balanced 

distributions. Although the example that has been used 

to document the methodology has a small volume of 

membranes, the feature of simplified model associated 

to GCS networks allows working with high volumes of 

membranes where the distribution possibilities go off.  

The analysis of the information of a GCS network 

could be automated for feeding a system of automatic 

membrane distribution over processors. In particular, 

this tool is being adapted to be used in the distributed 

system of membranes based on microcontrollers 

exposed in [8][9]. 

The experiments have showed that the input patterns 

family that better display a P-System communication 

information is the third, where for a given combination 

four patterns are generated to describe a fuzzy 

characterization of the internal and external 

communications produced in a particular processor for 

a specific combination.   
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Abstract: P systems or Membrane Computing are a type of systems based on biological membranes. Transition P 
systems perform computation through transition between two consecutive configurations. One transition is obtained by 
applying the evolution rules, which are in each region of the system in a non-deterministic maximally parallel manner. 
This paper is part of an investigation line which objective is to implement a hardware system that evolves as it does a 
transition P system. To achieve this objective, it has been carried out a division of this generic system in several stages. 
The first stage was to determine active rules in a determined configuration for the membrane. The second stage is 
developed by obtaining the part of the system that is in charge of the application of the active rules. In fact, the circuit 
obtained in this article counts the number of times that the active rules are applied. In first place, the initial 
specifications are defined in order to outline the synthesis of the circuit of active rules application. Later on, the design 
and synthesis of the circuit will be shown, as well as the operation tests, required to present the experimental results 
obtained. 
 
Keywords: Bioinformatics, Membrane Computing, Robotics, Digital Systems. 

 

 

I. INTRODUCTION 

Membrane Computing or P Systems are 

computation systems based on the biomolecular 

processes of living cells [1]. These systems perform a 

computation through transition between two 

consecutive configurations by using evolution rules 

present in each region. If the system reaches a 

configuration in which there are no applicable rules at 

any membrane, it is said that the system reaches a 

halting configuration and, hence, the computation is 

successful.  

This article is a part of a project to obtain a hardware 

system able to simulate P systems evolution. This 

generic system has been divided into several stages. The 

first stage develops a FPGA circuit able to determine 

active rules in a determined configuration for the 

membrane [2] y [3]. In this document, the second stage 

is developed: a circuit for the application of the active 

rules obtained in the first stage. In general, the 

application of the active evolution rules for a region of 

an evolution P system is a repetitive process that may be 

implemented following different algorithms. A previous 

study [4] of the possible positive and negative aspects 

each one of these application methods, allows us to 

obtain different circuits or systems that differ 

complexity level and expense of resources.  

The first process to obtain the rules that can be used 

in a certain evolution step consists on obtaining the 

active rules. From the active rules, we select in a non-

deterministic manner, all the rules that will be applied in 

parallel in each one of the regions. The rules also 

proceed in parallel to the transformation of the regions 

contents and of the own structure of the system sending 

objects and, in their case, dissolving membranes. After 

the communication and modification of the structure of 

membranes of P system has taken place, the system has 

evolved from a configuration to another. The process of 

application evolution rules in a membrane region is 

illustrated in the following sequence of steps: 

1. Once the system is initialized, the process starts 

up with the loading of the active rules register R 
obtained by means of the selection active rules 

circuit. 

2. In each iteration, one of the active rules ri will 

be applied. This rule is aleatorily obtained. 

3. The application of the selected rule ri consists 

on the subtraction for the initial multiset ω, of 

the elements values from the rule antecedent. In 

turn, we will increase 1 time the particular 

accountant that counts the number of times that 

the rule has been applied. 
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4. With the new multiset ω’ obtained it is loaded 

again in the register R, the new set of active 

rules. Every time that the group of active rules 

is upgraded, the finish of the process is 

controlled. The stop condition is obtained when 

the number of active rules is zero. Therefore, 

while the cardinal of R is bigger than zero, it 

executes a new iteration of the application 

process again. 

 

II. HARDWARE CIRCUIT FOR 
APPLICATION RULES 

A first option to obtain the application of the active 

rules consists on the use of an iterative algorithm of 

application of the active rules group. In each step of the 

algorithm, one active rule is choosing in an aleatory 

way, until draining all the possible applications. This 

process “step by step” may be considered as the most 

immediate and easy to implement, and the Hardware 

Circuit for Application Rules presented implements the 

different processes from this algorithm. The ultimate 

circuit is obtained from the assembly of the different 

Functional Units created, along with the control 

sequential logic. The sequential logic determines the 

evolution of the internal steps that must take place 

inside the system until reaching the condition of 

shutdown. This condition will occur when the active 

rules register is empty. On a simplified way, the main 

functional units will be those that implement each one 

of the steps of the used algorithm, this is: 
 

1. To obtain the active rules: R ← ActiveRules 
2. To choose a single rule randomly: 

ri ← Aleatory(R) 
3. To update the objects multiset: 

ω '← ω − Antecedentri( )( )( ) 

4. To count the rules implicated: counts(1,ri) 

 

The functional unit that obtains the active rules 

consists of a designed, developed and displayed circuit 

in [3]. In order to update the objects multiset ω, it must 

be decreased as many times as the values of the 

antecedent objects of the rule that is being applied 

indicate. For it, we address the memory with the 

position of the rule to be applied, and a functional unit 

of multisets subtraction will obtain the value of the new 

updated multiset ω. The subtraction multisets functional 

unit must make the subtraction of each pair of elements 

mi from each one of the registers that represent the 

multiset values.  

The sequential controller circuit is in charge of 

sequential activation of different units functional, as 

well as control of condition of shutdown, that 

determines the evolution of the internal steps that must 

cross the system. The sequence of events that must 

activate the sequential controller generates 4 states. The 

account continues of cyclical form until the condition of 

shutdown is reached, that will deactivate the accountant. 

In the state 0 is loaded objects multiset register ω 

present, and is calculated the active rules. In the state 1 

is loaded ActiveRules register and obtained one active 

rule randomly. In the state 2 is loaded 1 Active Aleatory 
Rule register, and is calculated the values of the new 

objects multiset and the increase of the accountant of 

applied rules. Finally, in the state 3 is loaded ω’ and 

AppliedRule registers. 

The operation of the obtained circuit is based on the 

following process: once the circuit is initialized, with 

the load of the initial objects multiset register and the 

ROM memory with the evolution rules, the circuit 

operation under the supervision of the sequential 

controller begins, which will cross the different states 

from the system. 

The Fig. 1 shows the detailed scheme of the 

designed circuit for the rules application. The condition 

of shutdown of the circuit by means of a function AND 

that detects when there is no rule to apply; and in this 

case, disables the sequential controller. The size of the 

different elements: registers, memory, connections, etc. 

it has been chosen based on the characteristics of the 

practical case that will be developed. 

 

III. EXPERIMENTAL RESULTS 

Next we will present the complete process of 

obtaining the rules to apply on a concrete example of a 

transition P-system region. This will allow us to 

illustrate the operation of the developed model, as well 

as to show the tests to make. The definition, according 

to formal annotation, of the membrane system used is in 

the expressions and diagram with its structure of 

regions: 

 

Π = (V,μ,ω1,...ω4, (R1,ρ1),...,(R4,ρ4),4) 
V = {a,b,c,d,e} 
μ = [1[2[3]3]2[4]4]1 

ω1 = aac 
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R1 = {r1: c (c,in4), r2: c (b,in4), r3: a (a,in2)b, r4: 
dd (a,in4)} 

ρ1 = { r1>r3,  r2 > r3} 
 

The circuit to be carried out obtains the region 1 

rules to apply. The region 1 input values will be the 

objects multiset ω1, the group of rules R1, the priority 

relationships among rules ρ1 and the inner adjacent 

regions number (two regions in this case). The number 

of objects V is 5 with decimal multiplicity (0 - 9), 

therefore, we will need 4 bits to represents each object. 

And so, a word representing the multiplicity of the 5 

objects will occupy 20 bits. The rules group is formed 

by 4 rules which will be stored in the device memory. 

Each of the 4 rules will be coded with 64 bits. This is, 

20 bits for the antecedent, 20 bits for each consequent of 

the two inner interior regions, plus 4 remaining bits 

used to code the priorities mask of each rule with regard 

to the other ones. The rules are stored, therefore, in a 

ROM 4x64 bits memory [3]. 

Like previous step, is due to initialize the system 

with the load of the initial objects multiset register: 

w_a[3..0] = 2(decimal), w_c[3..0] = 1(decimal), w_b, 
w_d, w_e = 0; the inner regions existence indication 

bits In1 = 1 (Region 1 Exists), In2 = 1 (Region 2 Exists) 
and ROM memory with the evolution rules. 

Next they are described with detail the states which 

the system goes through until completing the first cycle 

of sequence of states: 

Cycle 1 of sequence of states: In state 0 the registry 

ωi with the present objects multiset is loaded and the 

process of calculation of active rules begins. In state 1 

the active rules register a1, a2, a3, a4=(1,1,0,0) is 

validated, and the calculation of 1 Aleatory Active Rule 

is qualified. State 2 been validate the load of the 1 
Random Active Rule register r1, r2, r3, r4=(1,0,0,0) for 

example, select the information in memory of the rule 

that allows to update the values of the present multiset 

( )(( 0' rAntecedent−← ))ωω , and it is increased the 

accountant of applied rules. State 3 the load of the 

registry aacaac =−='ω is validated, and the 

registry applied rules: ar1, ar2, ar3, ar4=(1,0,0,0). 
Cycle 2 of sequence of states: In state 0 the registry 

ωi with the present objects multiset is loaded w_a = 2, 
w_b, w_c, w_d, w_e = 0; and the process of calculation of 

active rules begins. In state 1 is validated the active 

rules register a1, a2, a3, a4=(0,0,1,0) and the calculation 

of 1 Aleatory Active Rule is qualified. State 2 the load of 

the 1 Random Active Rule register r1, r2, r3, r4=(0,0,1,0) 
is validated. State 3 is validated the load of the registry 

aaaa =−='ω , and the registry applied rules: 

ar1,ar2,ar3,ar4=(1,0,1,0). 
Cycle 3 of sequence of states: In state 0 the registry 

ωi with the present objects multiset is loaded w_a = 1, 
w_b, w_c, w_d, w_e = 0; and the process of calculation of 

active rules begins. In state 1 the active rules register a1, 

a2, a3, a4=(0,0,1,0) is validated, and the calculation of 1 
Aleatory Active Rule is qualified. State 2 the load of the 

1 Random Active Rule register r1, r2, r3, r4=(0,0,1,0) is 

validated. State 3 are validated the load of the registry 

0' =−= aaω  and the registry applied rules: 

ar1,ar2,ar3,ar4=(1,0,2,0). 
As we can verify, after 3 complete system evolution 

cycles, the process stops because the condition of 

shutdown is reached. The obtained result corresponds 

with the awaited one: rule 1 must be applied 1 time, and 

rule 3 must be applied 2 times. The Fig. 2 shows the 

chronogram that illustrates the sequence of states of the 

system. 

 

IV. FIGURES 

Fig.1. Scheme of the designed circuit. 
 

Fig. 2. Chronogram that illustrates the sequence of 
states of the system 

 

V. CONCLUSION 

This article presents a way to obtain a circuit 

capable to obtain the rules inside the P-system 

membrane that must be applied. The operation and 

verification of the obtained circuit is shown with a 

practical case of membrane system. We can verify like, 

from an initial P system configuration, and based on the 

external conditions, a satisfactory final result is reached. 

The synchronization between the different 

functional units that compose the system is controlled 

by the sequential controller. It will be necessary to fit 

the clock cycles so that the circuit reaches the stable 

results within each cycle. The obtained circuit behavior 

is based on the evolution rules stored in memory and the 

inputs, which correspond with the values of the region 

state. If the conditions of the region change, the circuit 

modifies its outputs being adjusted to the new values. 

This feature is of a supreme importance in order to 
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integrate this circuit as a module that works 

cooperatively together with other circuits.  

This circuit comprises of a complete system that 

allows implementing the operation and evolution of a 

transition P system. The following step in this line will 

be to obtain the way of communication of objects 

between regions, which allows building each evolution 

step. 
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Abstract: Within the membrane computing research field, there are many papers about software simulations and a few 

about hardware implementations. In both cases, algorithms are implemented. These algorithms implement membrane 

systems in software and hardware that try to take advantages of maximal parallelism. P-systems are parallel and non 

deterministic systems which simulate membranes behavior when processing information.   

This paper describes the evolution rules application process and it presents software techniques for calculating maximal 

multisets on every evolutionary step. These techniques improve the best performance achieved when applying 

evolution rules over multisets of objects. 
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I. INTRODUCTION 

Membrane computing is a parallel and distributed 

computational model based on the membrane structure 

of living cells [1]. P-systems are the structures that 

reproduce the information processing occurring in 

living cells.  Nowadays, it can be found that several P 

Systems simulators are much elaborated” [2].At this 

point, there is a problem with the parallelism 

synthesized in [2] by: “parallelism -a dream of 

computer science, a common sense in biology“. This is 

the reason why, Păun avoids “to plainly saying that we 

have „implementations of P systems‟, because of the 

inherent non-determinism and the maximal parallelism 

of the basic model, features which cannot be 

implemented, at least in principle, on the usual 

electronic computer. […] 

  There are several uses of the p-systems. P-systems 

can be used to increase performance when dealing with 

known problems; for example, the knapsack problem 

[3]. 

 

II. WORK RESSUME 

We are going to define concepts regarding membrane 

computing as , p-systems, multisets of objects, 

multiplicities, etc; then we will describe the evolution 

rules application phase. After this, we will create a n-

dimensional structure throughout an application that 

establishes a link between the initial multisets, and the 

number of times that each evolution rule should be 

applied in order to obtain a maximal multiset. The 

number of entries this structure has will be determined 

by a prefixed value called “benchmark” .Finally, some 

conclusions will be established. These conclusions will 

be the result of doing a study in detail throughout the 

entire work presented here. 

III. DEFINITIONS  

 

Definition 3.1 Transition P Systems 

 

A Transition P System of degree n, n > 1 is a construct 

 = 
 0,1,11 ),),..((,,..,,, iRRV nnn 

 

Where: V is an alphabet; its elements are called objects; 

μ is a membrane structure of degree n, with membranes 

and regions labeled in a one-to-one manner with 

elements in a given set ; we always use labels 1,2,..,n;  

 
nii 1

, are strings from 
*V  representing 

multisets over V associated with the regions 1,2,..,n of μ  

 

niRi 1
, are finite set of evolution rules over V 

associated with the regions 1,2,..,n of μ; 

 i  is a partial order over 
niRi 1

, specifying a 

priority relation among rules of iR
. An evolution rule 

is a pair (u,v) which we will usually write in the form  

vu   where u is a string over V and v=v‟ or v=v‟  

where v‟ is a string over 

     njinVouthereV j  1,  , and    

is a special symbol not in. The length of u is called the 

radius of the rule vu    oi is a number between 1 

and n which specifies the output membrane of    
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Fig 1 P-system structure 

 

Definition 3.2 Multiset of objects 

 Let U be a finite and not empty set of objects and N the 

set of natural numbers. A multiset of objects is defined 

as a mapping: 

1

:

ua

NUM

i



 

Where ia
 is an object and iu

 its multiplicity. Here 

are some representations: 

  .........,,,,, 21

21332211
nu

n

uu
aaauauauaM 

 

Note: Initial Multiset is the multiset existing within a 

given region in where no application of evolution rules 

has occurred yet. 

  

Definition 3.3  
Evolution rule with objects in U and targets in T is 

defined by  ,,cmr  where 

     dissolvetonotdissolvetoandUxTMcUMm ,,  

 

From now on 'c' will be referred a s the consequent of 

the evolution rule 'r' 

 

Note The set of evolution rules with objects in U and 

targets in T is represented by R (U, T). 

 

Definition 3.4 Multiplicity of an object in a multiset of 

objects M (U) 

Let 
Uai   be an object and let   

)(UMm
 be a 

multiset of objects. The multiplicity of an object is 

defined over a multiset of objects such as: 

mnanmma

NUMU

iai

a

i

i





),(|),(

)(:

 
 

Definition 3.4.1 Multiplicity of an object in an 

evolution rule r  

Let 
Uai   be an object and let   

),( TUR
 be a 

multiset of evolution rules. Let  

  ),(,, TURcmr    where 

  dissolvetonotdissolvetoandUxTMcUMm ,,  
 

 The multiplicity of an object is defined over an 

evolution rules such as: 

mnanmra

NTURU

iai

a

i

i





),(|),(

),(:

 

Let iC
 be the consequent of the evolution rule  ir . 

Thus, the representation of the evolution rules is: 

m

u

n

uu

m

u

n

uu

u

n

uu

Caaar

Caaar

Caaar

mnmm

n

n









..:

......................................................................

..:

..:

21

22221

11211

21

2212

1211

 

P-systems evolve, which makes it change upon time; 

therefore it is a dynamic system. Every time that there is 

a change on the p-system we will say that the p-system 

is in a new transition. The step from one transition to 

another one will be referred to as an evolutionary step, 

and the set of all evolutionary steps will be named 

computation. Processes within the p-system will be 

acting in a maximally parallel and non-deterministic 

manner. (Similar to the way the living cells process and 

combine information). 

 

We will say that the computation has been successful if: 

  

 The halt status is reached. 

 No more evolution rules can be applied. 

 Skin membrane still exists after the computation 

finishes. 

   

Evolution rule application phase 

 

This phase is the one that has been implemented f

ollowing different techniques. In every region withi

n a p-system, the evolution rules application phase 

is described as follows: 

 

Rules application to a multiset of object in a region

 is a transforming process of information which has

 input, output and conditions for making the transfor

mation. 

 

G iven a  r eg io n w it h in  a  p - s ys t e m,  le t  U=

}1|{ niai   be the alphabet of objects, m a 

multiset of objects over U and R(U,T) a multiset of 

evolution rules with antecedents in U and targets in T. 

  

 The input in the region is the initial multiset m 

 The output is a maximal multiset m’   

 The transformations have been made based on 

the application of the evolution rules over m 

until m’ is obtained.  

 

Application of evolution rules in each region of P 

systems involves subtracting objects from the initial

 multiset by using rules antecedents. Rules used are
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 chosen in a non-deterministic manner. This phase 

ends when no rule is applicable anymore. The trans

formation only needs rules antecedents as the conse

quents are part of the communication phase.  

 

Observation. 

Let   
Nki  be the number of times that the rule 

ir  is applied. Therefore, the number of symbols ja  

which have been consumed after applying the evolution 

rules a specific number of times will be:  





m

i

iji uk
1

       

   

Definition 3.5 Maximal Multisets 

We say m is a maximal multiset when not anymore 

evolution rules can be applied to it. 

 

Observation  

Given a region R and alphabet of objects U, and R (U, 

T) set of evolution rules over U and targets in T.  

m

u

n

uu

m

u

n

uu

Caaar

Caaar

mnmm

n
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.......
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21

11211

21

1211

 

 

Maximal multiset is that one that complies with: 

 


m

l

n

i

li

m

j

jiji uuku
1 1 1

)( -
  

























 [4] 

 

Within a given membrane, Let U= },..1|{ niai  be a 

set of objects. Let T be a set of targets. Let  

naaa ..21  be a multiset of objects and let iu  be 

the multiplicity of ia . Let R(U,T) be a multiset of 

evolution rules with objects in U and targets in T. Let m 

be the number of evolution rules within R(U,T).   Let 

ik  be the number of times that the rule ),( TURri  is 

applied. We define: 

),..,,(),..,,(

:

2121 nm

nm

uuukkk

NN




 

“m” is the number of the evolution rules within R(U,T), 

“n” is the number of symbols within the given 

membrane. 
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[4]. 

We know that there might be more than one value “k”. 

We are just interested on one value „k‟ that complies 

with xk )(1 .   This is possible as the set  

}),..,,(/),..,,{( 21121 xkkkNkkkK m

m

m    

is always included in a feasible region [4]. This feasible 

region is an area which contains the set K. There are 

several methods to select one element of K within a 

feasible region. These methods are studied on [4].   

Because any of these methods always returns a value, 

we can state that this is possible. It is stated in the 

algorithm for Application of Evolution Rules based on 

linear Diophantine equations. [4] 

 

IV. Building the Structure L. 
 

Within a region, let U= niai ,..1|  be a multiset of 

objects and let R (U, T) be a multiset of evolution rules. 

Given the set { Nki the number of times that the 

evolution rule  ir  is applied over the initial multiset},  

The values we are seeking are:  
m

m Nkkkk  ),..,,( 21
For any element, 

n

n Nuuuu  ),..,,( 21 , we store the value 

ukNkkkk m

m  )(/),..,,( 121   . Thus, 

)],..,,[( 21 nuuuL = mkkk ...21  

If the position ),..,,( 21 nuuu  of the structure already 

has information, then we do not store anything. Each 

entry of the structure contains the values: mkk .,..1 . 

These values will indicate the number of times that an 

evolution rule should be applied to an initial multiset in 

order to obtain an extinguished multiset. The number of 

objects determines the coordinates of a given position in 

the structure; thus, as the number of objects increases so 

it does the dimension of the structure; i.e. working with 

an alphabet V of 2 symbols V= ),( 21 aa  means that 

our structure is two-dimensional. The numbers of 

entries existing in the structure depends on the 

dimension, (number of symbols of our alphabet) and the 

benchmark of every object.  This benchmark is a value 

associated to every object of our alphabet.  The 

benchmark fixes a limit for the multiplicity of the 

objects existing in our alphabet. In order to make the 

structure useful, we need to fix reasonably high 

benchmarks. Our structure does not store information 

about the values that are higher that the prefixed 

benchmarks. 

 V. The algorithm  
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The algorithm searches on the structure that has been 

previously built. The multiplicities of a given initial 

multiset are provided as input for the algorithm. 

During compilation time the structure is build and 

stored in memory. During the execution time, the 

algorithm just searches in the structure L the 

position ),..,,( 21 nuuu    
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END
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BEGIN

mtyMultipliciuuu 
 

),..,,( 21 nuuu  is the input value corresponding to the 

multiplicities of the initial multiset m.. After the output 

is given, another value (if it 

exists)

ukNkkkk m

m  )'(/)',..,','(' 121   

replaces the entry ),..,,( 21 nuuu . That way we assure 

that every time we execute the algorithm for the same 

input, we obtain a different output 

 

VI. Conclusions  

This work contributes with a new technique in finding 

maximal multisets from initial multisets. The technique 

offers a complement to be used by the traditional 

algorithms which calculate extinguished multisets. 

These algorithms find the extinguished multisets after 

applying a certain number of evolution rules a certain 

number of times. The technique presents the idea of 

going “backwards”   from the initial multisets to the 

number of times that each rule should be applied. This 

process automatically obtains the times that each rule 

should be applied and no extra calculation is necessary. 

From there, calculating the extinguished multisets is 

immediate.  

,In order to generalize this technique,  a deeper 

analysis  would be necessary to estimate the memory 

needed when certain rules are provided. This study will 

focus on four factors when building the structures: 

  

 Number of evolution rules 

 Applicability Benchmark of an evolution rule  

 Number of symbols 

 Benchmark associated to the symbols. 

 

   

Within the researching area: “membranes computing”, 

this work proves that not only using parallelism is 

beneficial in terms of performance but also memory is 

really helpful under certain conditions. In this case, a 

proper utilization of memory let us build a structure 

which will reside in the physical and/or the virtual 

memory.  
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Abstract:The new influenza A virus,H1N1-pdm, is spreading out all over the world including Japan.Since almost all the 
people are non-immunized for this new influenza virus, it spreads all over the world quickly. Currently, we have two 
options for the disease prevention, i.e. vaccination and antiviral drags. And among them, vaccination is the best way for 
mass protection. However current system of vaccine production has limitation for production number and preparation 
time. To understand “the most efficient mass protection”, we simulate the influenza spreading by using the Cellular 
Abstract Rewriting System on Multusets, CARMS. 
 
Keywords: Influenza, pandemic, CARMS 

 

I. INTRODUCTION 
The new pandemic influenza virus, H1N1-pdm, is 
efficiently spreading out all over the world, because 
almost all the people in the world do not have antibody 
against this new influenza virus.  Vaccination is a 
biological tool for acquisition of immunity to a 
particular disease.  For the mass protection from 
influenza virus infection, vaccine has been developed 
and used.  Vaccinated host’s immune system can 
recognize the influenza virus as foreign material then 
destroy and "remember" it.  The immunized host can 
be more resistant to the pathogen, because they easily 
and quickly exclude the virus after the exposure.  
Therefore a vaccinated person can reduce morbidity risk 
when the person contacts with infected persons.  As a 
logical consequence, vaccination can decrease the 
chance of contact between contagious and susceptive 
persons. Vaccination creates “buffer” between infected 
and non-infected persons and therefore prevents 
epidemic.  

However, as current problem, vaccine production 
takes long time; even when a new strain of influenza 
virus with epidemic potential is identified and isolated; 
it will take approximately five to six month for the first 
supplies of approved vaccine to become available. And 
once a new vaccine has been approved, the vaccine 
production process typically takes between 6 and 9 
months.  

Effectiveness of influenza vaccine to prevent 
infection is not perfect; there are multiple reasons 
behind in vaccine efficacy, the most common of which 
are the declining immunological function and frailty 
associated with advanced age [2],[4],[5]. 
  It is no wonder that vaccination is the most effective 
method for preventing influenza virus infection, but we 
should consider that effectiveness of vaccine is not 
perfect, so even if all citizens have been vaccinated, we 
cannot prevent infection completely. And since it takes 

time to create and produce vaccines, it is not easy to 
deliver vaccines to all citizens quickly [3],[4].  

In this study we investigate the effectiveness of 
strategies of prevention of pandemics;  

i. how many persons should be vaccinated? 
ii. how high effectiveness rates of vaccines are 

required?, 
iii. how effective is we take the priority for 

inoculation? 

II. Method 
We model the influenza infection process by using the 
cellular automata of Abstract Rewriting System on 
Multisets, CARMS..  
ARMS [6] was proposed in 1996 as an abstract model 

of chemical reactions, Artificial Chemistry (AC), in the 
context of the Artificial Life. An ARMSis a construct 
GammaΓ=(A,w,R), where A is an alphabet, w is a 
multiset present in the initialconfiguration of the system, 
and R is the set of multiset rewriting rules. Let A be an 
alphabet (a finite set of abstract symbols).  A multiset 
over A is a mapping M: A→N, where N is the set of 
natural numbers; 0, 1, 2,…. For each ai ∈A, M(ai) is 
the multiplicity of ai in M, we also denote M(ai) as [ai]. 
We denote by A# the set of all multisets over A,with the 
empty multiset, emptyset, defined by emptyset (a)=0 ∀
a ∈A. 
A multiset M: A→N, for A={a1,…, an} is represented 

by the state vector w = (M(a1), M(a2), …, M(an)), w. 
The union of two multisets M1, M2: A →o N is the 
addition of vectors w1 and w2 that represent the 
multisets M1, M2, respectively.  If M1(a) ≤ M2(a) for 
all a ∈ A, then we say that multiset M1is included in 
multiset M2 and we write M1 
⊆ M2.A reaction rule r over A can be defined as a 
couple of multisets, (su), with su ∈A#. A set of reaction 
rules is expressed as R. A rule r = (s, u) is also 
represented as r = s→u. Given a multiset w⊆ s, the 
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application of a rule r=s→u to the multiset w produces a 
multiset w' such that w' = w - s + u.  
In order to simulate pattern formation, we compose 

cellular automataby using the ARMS and call it Cellular 
Automata of Abstract Rewriting System on Multisets 
(CARMS) [2]. An n dimensional ARMS is called nD-
CARMS. A periodic boundary condition is assumed. In 
the 2D-CARMS which we used, each molecule has 
three attributes: position in a field (2 dimensional spaces, 
500 x 500), velocity and the condition of health. The 
condition of health is represented by following three 
states; health, infected and cured (vaccinated). 

In the initial state, each molecule  is located 
randomly in the field and is given a random speed, 
v=1.0~2.0, and a random angle, θ=0~2π. The size of 
an molecule  is 12 in diameter. And the periodic 
boundary condition has been taken. Each molecule  
updates velocity (speed and angle) at the every collision, 
while an molecule  does not collide, its velocity and 
angle do not change. When a health molecule  collides 
with an infected molecule , its condition of health is 
changed to “infected”; while other types of collisions do 
not change the condition of health. An infected 
molecule  changes the condition of health from 
“infected” to “vaccinated” after 200 time steps from 
when it has been collided with an “infected” molecule . 
In the initial state of every simulation, we set the 
number of infected molecule  is one.  

 

 
Fig.1 Reaction rules of molecule s actions 

 

II. Experiments 
Experiment1: how many parsons should be 
vaccinated?; 
We set the p for immunization rate for vaccines of a 
group, where we assume that the vaccine efficacy rate is 
100% so every person gains anti-body by an inoculation. 
We increase p from 0.1 to 0.9 by 0.1 and examine the 
temporal development of the number of infected 
persons, the number of step until the termination 
epidemic and the number of not infected persons until 
the epidemic terminates.  
 
Experiment2: how high effectiveness rates of 
vaccines are required? 
In order to express the effectiveness rate of a vaccine, 
we set the threshold value for applying reaction rules; in 
case an molecule  has a low effective vaccine then the 

molecule  will be infected when it will collide infected 
molecule s few times, where the threshold value, Θset 
to small, and the reaction rule of “health + infected → 
infected, infected” (Fig.1 upper) will not be fired within 
Θtimes of collisions with infected molecule s, while in 
case the effectiveness is high, Θ is set to large and the 
reaction rule will not be applied within many times of 
collisions . We examine the change of temporal 
development of the number of infected persons, when 
Θ is 1, 2, 5 and 10.  
 
Experiment3: how effective if we take the priority 
for inoculation? 
We simulate the case when we take priority of 
inoculating for high risk of infection possessed 
molecule s. In order to express the degree of the risk of 
infection, we use the velocity of moving of an 
molecule ; when the velocity is slow then the molecule  
will not collide against many infected molecule s so the 
probability of infection will be low, while the velocity is 
fast then the molecule  will collide against many 
infected molecule s and the probability of infection will 
be high. We classify molecule s into three groups with 
according to its risk of infection as low, middle and high. 
In this experiment, the total number of molecule s is 300 
and they are classified into three groups equally (100 
molecule s each). We examine the case when the all 
molecule s in one of these groups take priority for 
inoculation and the change of temporal development of 
the number of infected persons are examined.  

III. Results 
All of the results of simulations are the average of 100 
trials.  
 
Experiment 1 
When the immunization rate for vaccines p = 50%, the 
peak of the number of infected molecule s was 
suppressed around 75% low compared to the case when 
p = 0%; however, the duration of epidemic was 
prolonged and all molecule s is infected, after all (Fig.2).  
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Fig.2 temporal development of the number of infected 
molecule , where the blue line illustrates the case when 
p = 0% and the red line illustrates when p = 50%. 
 
The average rate of the number of not infected and 
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infected molecule s until the epidemic terminates (we 
will denote this rate as γ) increased exponentially 
when p = 0.8; so when p is equal or larger than 0.8 
almost no one was infected. In such cases, infected 
molecule s were likely to be disappeared until 200 
simulation steps so the value of γ increased rapidly; 
when p = 0.8 and 0.9, the number of cases when no 
epidemic emerges was 25 and 42 for 100 times of trials 
of simulations (Fig.3).  
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Fig.3 the immunization rate for vaccines p and the 
average of the number of not infected molecule s until 
epidemic terminates. 
 
Experiment 2 
We examined temporal development of the number of 
infected molecule s when the effectiveness rate of 
vaccinated, Θ is 1, 2, 5 and 10. When Θ = 5, the 
peak of the number of infected molecule s were largely 
suppressed, compared to the case when Θ= 1 or 2. 
When Θ=1, 2, and 5, the ratio of the number of 
infected molecule s for the total number of molecule s 
were 0.88, 0.78 and 0.48, respectively. And when Θ= 
10, no epidemic emerges and infections were terminated 
(Fig.4). 
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Fig. 4 temporal development of the number of infected 
molecule s, where blue line illustrates the case when 
Θ=1, red line, Θ=3, yellow line, Θ=5 and green line, 
Θ=10. 
 
Experiment 3 
When only the low risk infection molecule s were 
vaccinated, the ratio of the number of infected molecule 
s at the peak of epidemic is 0.83 (=165/200), it was 

lesser than the case when no molecule  was vaccinated 
(276/300 = 0.92). When only the middle risk infection 
molecule s were vaccinated, the number of infected 
molecule s at the peak was 0.75 (150/200), while only 
the high risk molecule s were vaccinated, the number of 
infected molecule  at the peak was 0.45 (=89/200) 
(Fig.5).  
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Fig.5 temporal development of the number of infected 
molecule s when the priority for vaccination is taken; 
where the red line illustrates when low risk infection 
molecule s are vaccinated, the yellow line, middle risk 
molecule s are vaccinated and the green line, high risk 
molecule s are vaccinated (the blue line illustrates the 
case when no molecule  is vaccinated).   

IV. Discussion 
It is no wonder that vaccination is effective method for 
preventing infection; throughout simulations it has 
shown that vaccination creates “buffer” between 
infected and non-infected persons and prevents 
epidemic.  

The result of experiment 1 shows that vaccination 
suppresses the number of infected molecule s at the 
peak of pandemic; it is important for controlling the 
pandemic, because the high peak of the infected 
people’s number causes break down of social and 
medical structures.  However, the result of experiments 
shows that large scale vaccination (more than 80% in 
the experiment) will be required for preventing 
pandemic, otherwise vaccination cannot completely 
prevent spreading of the infection and it will be 
smoldering until almost all the persons are infected, 
even if it can suppress the peak number of infected 
persons during pandemic.  

It has been reported that effectiveness of influenza 
vaccine to protect form the infection is not perfect; 
because of the declining immunological function and 
frailty associated with advanced age [1].  However the 
result of experiment 2 shows that even if the quality of 
vaccine is not perfectly good, it can prevent the 
pandemic. 
  The result of experiment 3 indicates that the priority 
for vaccination for high risk infection molecule s, such 
as medical experts, will be effective for preventing 
epidemic. Hence, in case we cannot take large scale 
vaccination, we can suppress the pandemic by the 
priority for vaccination; this policy has been proposed 
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by the Ministry of Health and Welfare of Japan and this 
result supports its effectiveness.  
  In this study, we modeled temporal development of 
the number of infected / non-infected persons; to 
expand this simple model including diffusions in the 
space [1] is our future work.  
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Abstract

We discuss different (structural) organization forms of
a formal model of computation that is abstracted from
the structure and functioning of living cells: P sys-
tems, introduced in 1998 by Gh. Păun. After a brief
review of some of the main classes of P systems, hav-
ing an underlying tree or graph structure, we present
some indications that suggest to use a more general
hierarchical structure. We highlight some examples
and point out further applications where this broader
approach could be useful.

1 Introduction

Membrane Computing has become a vivid and active
research front in the past eleven years. (For an intro-
duction to the field see [13], a complete bibliography
can be found at [19]).

P systems (also called membrane systems) have
originally been defined by Gh. Păun [12] as a com-
puting model in the following sense. In a hierarchical
membrane structure (that can also be represented as
a tree), objects evolve according to so-called evolution
rules. Starting from an initial configuration of the sys-
tem, a computation is performed by applying the rules
in a nondeterministic, maximally parallel way until the
system eventually halts.

Dating back only a decade, many interesting as-
pects have already been investigated, e.g., the com-
putational power of different variants, normal forms,
the solution of NP-complete problems in polynomial
or even linear time, etc., see for instance [14].

Although, as stated in [12], the original intention of
P systems was not to model the cell, but to abstract
from its structure and function to obtain a computing
device, we can observe a recent trend in the area to-
wards modeling biological phenomena in this versatile
framework.

While the underlying structure of the original P sys-
tem is a tree, where membranes can be nested, and
hence be represented by a Venn diagram (but with-
out intersecting sets), a more general structure has
been taken into account a short time later: tissue P
systems, having an underlying (arbitrary) graph struc-
ture. Only recently, an even more general (i.e., hyper-
graph) structure was taken into account.

Without going into formal details, we here give an
outline of the structural concepts employed in mem-
brane computing so far and point out possible exten-
sions.

After some preliminaries about graph concepts and
P systems in general, we briefly review recent vari-
ants that take into account a more general organiza-
tion form in section 3. Some possible extension to a
more general model are discussed in section 4, some
notes on possible applications conclude the paper.

2 Preliminaries

2.1 (Hyper)Graphs

A graph G is a pair (V,E), where V is a non-empty set
of nodes and E is a set of edges e = (v1, v2), v1, v2 ∈
V . A path in G is a sequence of vertices of the form
v0, v1, ..., vn such that (vi, vi+1) ∈ E for i = 0, ..., n−1.
In a closed path (also called cycle), v0 = vn. We call
a graph G connected if there is a path between any
two distinct vertices. A graph is a tree if and only if
for every pair of distinct vertices v1, v2 there is exactly
one path from v1 to v2. In other words, a tree is a
connected graph without cycles.

While in graphs, edges are between two nodes, in a
more general graph, a so-called hypergraph, edges are
between sets of nodes (that may also intersect). The
edges in a hypergraph are also called hyperedges.

Following [3], a hypergraph is defined as follows.
Let V = {v1, v2, ..., vn} be a finite set. A hyper-
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graph on V is a family H = {E1, E2, ..., En} of subsets
of such that

• Ei 6= ∅, 1 ≤ i ≤ m and

• ∪m
i=1Ei = X.

The notion of hypergraph can even be more gener-
alized by having hyperedges pointing to hyperedges,
thereby inducing a hierarchy, that then corresponds to
a so called directed acyclic graph (or dag, for short).
An example is shown in figure 1.

Figure 1: hypergraph and associated dag

For more details we refer to any textbook in the
area, e.g. to [5].

2.2 P Systems

Figure 2: membrane structure and associated tree

P systems are computing devices abstracted from
cell functioning and are based on the notion of a mem-
brane structure. A membrane structure consists of
membranes hierarchically embedded in the outermost
skin membrane; every membrane encloses a region pos-
sibly containing other membranes; the region outside
the skin membrane is called outer region or environ-
ment. A membrane structure can be graphically rep-
resented by a Venn diagram without intersecting sets,
so that any two sets are either disjoint or one set is a
subset of the other one. Since the membranes in such a
structure (usually labelled in a one-to-one manner) are
hierarchically arranged, it can also be represented by a
tree (an example for a membrane structure and its as-
sociated tree is shown in figure 2). On the other hand,

it can also be described by a string of correctly match-
ing parentheses (e.g., the membrane structure from fig-
ure 2 corresponds to the string [1[2 ]2 [3 [4 ]4 [5 ]5]3 ]1).

In the membranes, multisets of objects can be
placed, which evolve according to given evolution
rules. Depending on the model, these rules can be
applied in parallel across all membranes or in a rather
sequential manner. Usually, the rules to be applied
are non-deterministically chosen (i.e., if an object can
evolve according to more than one evolution rule at
the same time, any one is chosen). A configuration can
be illustrated by putting the objects and rules in the
corresponding compartments of the membrane struc-
ture. In this way, a computing device is obtained in
the following sense: Starting from an initial configu-
ration (given by the membrane structure, the distri-
bution of the objects, as well as evolution rules), the
system evolves by passing from one configuration to
another one, thereby performing a computation, see
[13] for motivations and examples.

Many variants of P systems have been investigated
since their introduction, by varying various ingredients
(the nature of the objects, evolution rules, derivation
modes, etc.) We refer the interested reader e.g. to [14]
for more details.

3 Higher Organization Levels in
P Systems

P systems with an underlying tree structure (as origi-
nally defined) offer the possibility of hierarchical orga-
nization: one of the main feature of membrane systems
and their biological motivation is that it can also bee
seen as having more layers of abstraction, e.g., atoms-
molecules-cells-tissues-organs-organisms, etc.

However, the exhibited hierarchical organization is
limited because on one hand, a tree is rather restrictive
(in that it can only have one root node), and on the
other hand, the nodes cannot overlap (i.e., the mem-
branes are nested but do not intersect). Yet just this
overlap could be extremely interesting. On one hand,
it is naturally plausible (e.g., several signaling and/or
metabolic networks may overlap, like for example the
Wnt signaling pathway that plays a role in embryoge-
nesis and cancer, see [7]) and it might well be used in
an algorithmic way as well (see section 5).

Taking a more general (arbitrary) graph structure,
the above mentioned restriction is partly overcome,
but at the price of loosing the hierarchical information.

Yet in the last few years, more general forms of
(structural) organization came to existence also in
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membrane computing, we give a few examples in
chronological order:
• Quorum sensing P systems were introduced in

2005, and can in fact be considered the first ones
that took this the mentioned overlap into account,
although not explicitly. In [2], the authors model
colonies of bacteria by means of Quorum sensing
P systems, where each bacterium acts in its spe-
cific environment, and the different environments
can overlap.

• Multigraphical Membrane Systems, intro-
duced by Obtu lowicz in 2007 [11] present a vi-
sual formalism that is based on multigraphs (i.e.,
graphs that can have multiple edges, but the edges
cannot overlap).

• Modularisation is taken into account by
Romero-Campero et al. [15], [16]. By means of
Stochastic P systems, the authors investigate a
very particular variant for a specific model, tak-
ing into account 3 levels: the molecular, the cell,
and the colony level.

• Hyperdag P Systems were only recently intro-
duced by Nicolescu et al. [10] as P systems with
an underlying generalized multiset-based hyper-
graph (i.e., dag) structure, thereby also introduc-
ing rules for enhanced inter-level communication
(“go-sibling”, see [10]).

While in [2], [15], and [16], the focus is on biological
modelling, the investigations in [10] are of a more gen-
eral kind, even proposing a new planar representation
of hyperdag P systems. While this definitely has its
merits in some areas, it also has limitations when it
e.g. comes to biological modelling, where the visu-
alization is of great importance. Hypergraphs might
not be the best choice due to its difficulty of being
drawn as a pictorial representation. Yet a closely re-
lated concept called metagraphs (introduced by Basu
and Blanning [1]) seems to be a better choice in this
respect. Metagraphs support nodes, edges and even
subnetworks contained and nested within a scalable
structure, where the nodes can also overlap. Easy
transitions between different levels of resolution are
supported, called “semantic zooming” (see [8]), a con-
cept that is already adopted by some software tools
(e.g., VisANT, see [20]).

4 Towards a more general
structural approach

As already stated in the previous sections, it might
well be useful to think of P systems having an under-

lying generalized hypergraph or directed acyclic graph
structure. From a theoretical point of view, it is ob-
vious that the system under consideration does not
loose its computational power if only the structure is
changed in this way (since a hypergraph is more gen-
eral than a graph, i.e., each graph is a hypergraph,
in which the cardinality of each hyperedge is exactly
two.)

Yet from the modeling perspective, (and not only
concerning computer networks, as explored in [10]),
it offers a new opportunity to include more complex
system behavior (as e.g. argued by Mesarovic and
Sreenath [9] in terms of “complex ”systems biology).
In this respect, in addition to the more general organi-
zation levels, many possible extensions could facilitate
the accuracy of the model.

Like in the category theory framework of memory
evolutive systems as explored in [6] (also see [18]), one
could incorporate different timescales for the levels (as,
e.g., reactions at an atomic level happen faster than
those on the molecular level.)

On the other hand, and especially when the system
becomes more complex, we could include some regu-
lation mechanism.

For example, we could introduce regulators that
have a certain “radius” (i.e., be responsible for some
elements, e.g., for a certain number of nodes in one
level). Now if a regulator observes a specific pattern,
then it can induce an action in the corresponding cells,
like e.g. changing the ruleset of a cell.

If we look at the evolution of the system, it is also
natural to not only let the symbols evolve in the course
of time, but also the underlying structure. Some parts
of the system might grow, while others could (struc-
turally) reorganize themselves or even die.

This idea is not new in the area of membrane
computing (so-called P systems with active mem-
branes have already been introduced in 2001, origi-
nally mainly used to solve NP-complete problems in
polynomial, sometimes even linear time), but in this
more general framework of course needs some adapta-
tions to capture also the possible overlap of the cells,
i.e., the nodes in the hypergraph (e.g., we could con-
sider rules like [ia]i[jb]j → [ic[jd]ie]j to account for
this). The structural change could be induced by rules
(e.g., in the sense of [4]), or be incited by the regula-
tors.

While all the above mentioned extensions can be
defined (i.e., incorporated in a formal definition) in a
straightforward way, a big challenge remains in defin-
ing concepts that allow for emergence, a central con-
cept of complex systems.
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5 Conclusion

We discussed different structural organization forms
of P systems, highlighting the usefulness of a more
general underlying structure, i.e., (generalized) hyper-
graphs that might enrich especially the modelling of
hierarchical systems (biological, social, ecological, cul-
tural systems, etc.).

On the other hand, it seems also to be worthwhile to
explore the proposed systems for their algorithmic ca-
pabilities. Many computations comprise a common set
of known interaction and computation patterns. One
particular example are overlapping subproblems (i.e.,
subproblems that are reused several times). Prob-
lems that have this property are often solved by dy-
namic programming techniques more efficiently than
with other methods. Yet very often complex data de-
pendencies occur and complicate parallelization. In-
vestigations concerning the practicability of P systems
(with an underlying hypergraph structure) in this re-
spect are currently performed by the author (focusing
on so-called nonserial polyadic dynamic programming,
like e.g., matrix chain multiplication and RNA sec-
ondary structure prediction).
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Abstract: This research is concerned with the study method of the robot and program. It deals with the reinfo

rcement learning and has gradually become one of the most active research areas in machine learning, artificia

l intelligence and neural network research [3]. Using the Voronoi diagram for space division of reinforcement 

learning creates a new Voronoi region which permits an arbitrary point in the plane. This paper constructs a 

new 

method for space division by a Voronoi diagram and shows some results in four-dimensional spaces. 

 

Keywords: Reinforcement Learning, Q-Learning, Q Element, Voronoi Diagram, VQE 

 

I. INTRODUCTION 

Q-learning is preserved in the table, it has the value 

of each action in a certain state as action value (Q value) 

and it is called Q table [4] but the size of Q table will 

increase rapidly by Curse of dimensionality when 

continuous is treated by Q table and it is not realistic.  

Curse of dimensionality means if the dimension 

number of state space increases, the state also increases 

exponentially when state space is divided like lattice 

and the learning speed decreases dramatically. [4] 

 

II. PREVIOUS STUDIES IN THE FIELD 

We introduced table element (QE) that dynamically 

gives the Q value to the state action pair. It is difficult to 

update of adaptive QE hand it to the state space because 

of it makes the shape of QE into a rectangular QE. The 

problem area of adaptive QE is difficult to add, divide 

and integrate. To solve this problem, we propose VQE 

using the concept of Voronoi division. 

 

III. PURPOSE 

The focus of this study is Voronoi diagrams for 

space partition creates Voronoi regions where Voronoi 

Q-value Elements (VQE) are to be located in the 

continuous state space and it has been proposed for 

solving the waste of spaces.  

The present paper proposes applying a Voronoi 

division for the continuous state space satisfying the 

above conditions. Concerning with these region, a 

Voronoi diagram are defined. 

IV. RESEARCH METHODS 

1. Reinforcement Learning  

Reinforcement learning (RL) is one of the most 

important learning methods for machine learning and is 

learning by interacting with an environment. [1] In a 

reinforcement learning paradigm, a system called agent 

repeatedly observes the current state of its environment, 

and then select an action and performs an action. The 

environment changes the state by the agent’s behavior 

and returns the reward. The agent transits the next state 

and takes the reward. And then learns based on the 

reward and updates by its own action policy. [1] Figure 

6 shows the fundamental standard feature of framework 

for RL. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1. Reinforcement Learning 
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A. Q-learning 

Q-learning is one of the typical techniques of 

reinforcement learning (RL) and has been applied in 

this study [1]. The Q-function is used to predict the 

discounted cumulative reinforcement (also called Q 

value) for each state-action pair (s, a) given that the 

agent is in that state and executes that action because of 

the agent learns a mapping from states and actions to 

their Q values. We can estimate the Q values using this 

method because an action can be chosen just by taking 

the one with the maximum Q value for the current state.  

At each step state (s), choose the action (a) which 

maximizes the function ),( tt asQ  where Q is the 

estimated utility function that it tells us how good an 

action is given a certain state and execute it. And then it 

receive immediate reward (r) and observe the new state 

( 1ts  ). ),( tt asQ is immediate reward for making an 

action and best utility (Q) for the resulting state. 

 The Q-function can update in the following way after 

looking farther ahead:  

 

 

 

This equation means if the Q value of next state is 

higher than the current Q value, it depreciate the current 

Q value. On the other hand, if low, upgrade the current 

Q value. 

Whereγ is a discount factor and is the learning rate. 

),( tt asQ
 

is time(t), state(s), action(a) of Q value. 

 

B. Voronoi Diagram (VD) 

 Voronoi diagram (VD) has the property that for each 

site (clicked with the mouse) every point in the region 

around that site is closer to that site than to any of the 

other sites. [2] Generally, Voronoi like partitions. It can 

be used to preserve spatial relationships. [2] But if space 

is metric space, where distance between a pair of points 

can be defined but if space is as set of dimensions that 

are not related spatial. In dimension, constructing the 

Voronoi diagram (VD) is no longer the method of 

choice for finding the closest pair, due to its 

exponentially increasing size but it introduced for 

finding the nearest neighbors of a point in expected time. 

So it can solve the all nearest neighbor problem for each 

point and can find the shortest paths. The graphic of VD 

is illustrated in figure 2, where the color areas indicate 

the Voronoi diagram belong the black point and the 

black point are the mother point arranged in space. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Voronoi Diagram 

 

2. Voronoi Space Division of State Space 

A. Division methods of Q-learning 

The normal Q-learning is suit for the discrete space 

but it is difficult to treat the continuous state space. So 

when we treat such continuous cases, it needs to divide 

the space into a lot of smaller discrete regions. Using 

the normal Q-learning in continuous state space, the 

state space is divided like lattice but the lattice like 

division possibly generates the waste spaces. So when 

we divide the normal Q learning in continuous state 

space by lattice method, it is evenly arranged the Q 

value in all over the space and if the dimension 

increases, the number of state also increases by 

exponentially. 

 

B. VQE (Voronoi Q-value Elements) 

Learning evaluates the necessary state in details but 

the unnecessary part of state make up as a method of 

roughly so it suggested to use the area of division 

technique that is called Voronoi diagram (fig2) and it 

partitioned which arbitrary point is nearest compared 

with mother points arranged on a space. 

In the case of the input point enters within more than 

one of the region, the input point and each of VQE of 

the distance are refer to VQE of the most shortest 

distance. And then, act the action learn using that of Q 

value. According to the Voronoi division, the 

overlapping area within the range of VQE is divided 

finely. In figure 3, the old areas are used as Voronoi 

division. The red circles are created as VQE when the 

input enters in such a place. 

 

)),(),(max(),(),( 1 ttt
a

tttt asQasQrasQasQ  
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Fig3. Shape of VQE 

 

C. Division Method of VQE 

The division method of VQE is arranged by VQE in 

mostly at the place that a lot of points of VQE. 

 

V. EXPERIMENT 

1. 4-D Model of VQE 

 

Figure 4 is the shape of continuous state space of 

VQE in 4 dimensional spaces. The content of simulation 

is as follows: the control action of agent is three types of 

forward, left rotation and right rotation. The input states 

of four values are the distance from the agent to the 

reward area1, reward area2 and the angles between the 

agent and those two areas. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

             Fig.4. 4-D Model of VQE 

   

2. Comparison of Q table and VQE 

Figure 5 shows the number of rewards on the 

amount of one millions times over one time in four 

dimensional space of Q table and Voronoi Q value 

elements (VQE) with the constant radius when the 

number of state are same.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5. Q table and VQE of Reward Numbers 

 

VI. CONCLUSION 

By adopting the concept of the Voronoi diagram, 

VQE is constructed when the inputs are entered 

partially in the entire space. This method effectively 

simulates four dimensional spaces. Compared with the 

previous method on Q table and VQE, VQE is good 

performance. But it uses much more memory time and 

execution time than Q table. In order to increase the 

computational speed, we used the MD tree method. It is 

noted that, for with the constant radius of VQE.  

Given the result of this study, it has been 

acknowledged that the VQE was suitable in higher 

dimension for the space division of RL with continuous 

state space and it was able to be confirmed that the 

number of elements was related to convergence time of 

study and a final amount of acquisition reward in VQE. 

 

Advantages of Voronoi Space Division 
 

It has three points. Firstly, if we use the rectangular Q 

elements (QE), they have the overlapping area, but 

when we use the Voronoi division, it does not have the 

unnaturalness of overlapping within the range of VQE. 

Secondly, when data are deleted, other data can 

supplement the space in the erased part. The last point is, 

it becomes easy to integrate.  

 

Reward 

Area1 

Reward 

Area2 
Agent 
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FURTHER STUDIES 
 

Firstly, it is necessary to adjust the number of 

elements of VQE. It is because the influence is whether 

to reach standing up and the optimum solution for study 

by the number of VQE. So I intend to make without the 

radius of VQE and VQE of movement, division and 

integration.  

Secondly, needs to find another best way to decide 

which VQE is closed to the input vector by using 

Delaunay triangulation. 

Finally, will corresponds the executed of four 

dimensions to a high level dimensions.  
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Abstract: In this study, we propose a new control strategy for a arm robot system which has 9-DOF actuated by 

McKibben artificial muscles. Since the dynamics of the McKibben actuators are complex due to the dependence on the 

internal pneumatic pressure, it is difficult to control the robot by solving the inverse kinematics according to the motion 

equations in real-time computing. Also, the state of each link of the arm cannot be determined uniquely from the 

position of the hand due to the ill-posedness in the arm posture. To resolve these difficulties, we introduce a notion of 

imitation, that is, 1) a human tutor taught the robot several patterns of exemplary trajectories by moving the robotic arm 

directly, so that the robot’s forward model can learn how the robot dynamics follow those exemplary trajectories. Then, 

2) the exemplary trajectories are pursued by a controller that has learned the relationship between the control signal and 

the consecutive arm states before and after the control signal is applied during the free control phase prior to the 

real-time control. 

Keywords: Motion Planning, Inverse Kinematics, Robotics, Artificial Muscle  

 

 

I. Introduction 

In recent years, studies of robots using artificial 

muscles have been actively carried out, because of 

naturalness of produced motions. McKibben artificial 

muscle is one of such artificial muscles, which is 

actuated by pneumatic power. The McKibben actuator is 

drawing an interest because it realizes flexible motions 

like human muscles and of light weight and reasonable 

cost [1].  

The improvement in the servo system of the 

McKibben actuator, which has been brought by the 

recent large computation power, contributes to extending 

the application field of the McKibben actuator [1]. 

However, several inherent difficulties in the McKibben 

actuator hinder further practical use. One difficulty 

comes from the variation in the control valve; it causes 

large individual deviations in the degree of expansion 

and shrinkage of the actuator. Second, it does not 

necessarily emit the same control torque for a specific 

control input because its tension is dependent on the 

internal air pressure of the actuator, that is, there is an 

internal state. Moreover, when there are multiple 

actuators, they could physically interfere with each other. 

Therefore, the development of the control method that 

resolves these difficulties has been desired in order to 

allow the McKibben actuators to be used more in 

practical situations. 

In this study, we propose a machine-learning 

approach to controlling a 9-DOF human-like robotic arm 

with 26 McKibben actuators, so that it follows the 

exemplary trajectories taught by a human tutor in 

advance. In particular, we aim to control the robot to 

reproduce handshake gesture.  To realize natural 

movements, we do not set a rigid target trajectory, but let 

the controller perform a real-time motion planning in a 

flexible manner to the robot state. The motion planning is 

done by a forward model implemented as a Gaussian 

Process (GP) regressor [2], so that the generated 

trajectory resembles one of the exemplary trajectories. 

The generation of control signals to pursue the target 

trajectory is realized by an inverse model implemented as 

a Normalized Gaussian network (NGnet) [3], which 

learns the relationship between the control signal and the 

consecutive arm states before and after the control signal 

is applied during the free control phase. A statistical 

combination of these two models is expected to allow us 

to avoid the difficulty in solving the complex motion 

equations of the 9-DOF robot arm system actuated by 

McKibben actuators and to realize human-like natural 

movements. 

II. Systems 

1. Robotic Arm 

Figure 1 shows the appearance of the robot arm 

system we used in this study, which imitates the human 

right arm. It has five joints and six links which are 

connected to and controlled by 26 McKibben actuators. 

A McKibben actuator is able to generate a contractile 

force axially when compressed air is put it in. 
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Fig.1. Appearance of the robotic arm 

2. Observations and Control 

 The 3-D arm positions are monitored by a motion 

capture device (MAC3D system, Motion Analysis 

Corporation) with the sampling frequency of 200 Hz. 

Ten markers are attached so that the motion capture 

device can monitor all the positions of the 9 links. Since 

each marker position is represented as a 

three-dimensional vector, the state vector ts  that 

indicates all the positions of the ten markers becomes a 

30-dimensional vector at each time t . During the 

imitation phase, in which a human tutor directly 

manipulates the robot arm like a handshake, exemplary 

trajectories of the manipulated robot arm, D , are also 

monitored by the motion capture device. 

In addition to the link positions, the internal air 

pressure of each McKibben actuator is monitored. Since 

there are 26 McKibben actuators, the internal air pressure 

of all the actuators at time t are represented by a 

26-dimensional vector tP . 

The robotic arm is controlled by a servo system; for 

each McKibben actuator, the target air pressure gtP  is 

provided as the control signal and the servo system 

works to realize the target pressure instantaneously. 

III. Controlling method 

After the robot controller has been trained based on 

the set of exemplary trajectories, D , the robot arm is 

controlled in real time by sequentially estimating the 

target air pressure gtP  at time t, given the current state 

ts , the previous state 1−ts , and the current internal state 

tP . This estimation is done by 
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+ + −= . To solve the 

integral in the second line of eq. (1), the ‘forward’ model 
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( | , , )

t t t
p s s s D+ −  is approximated by a Dirac’s delta 

function 
1 1

ˆ( )
t t

s sδ + +−  whose center is the MAP 

estimate of the forward model. Although the 

probabilistic distribution can provide rich information to 

the controller, it is assumed in this study that the 

controller emits the simplest mode signal, 

, 1
ˆ ˆarg max ( | , , )

gt

gt gt t t t
P

P p P P s s D−= . Then, our task is to 

identify the two probability distributions, the ‘inverse’ 

model
1

( | , , )
gt t t t

p P P s s + , and the forward model 

1 1
( | , , )

t t t
p s s s D+ − , through the training.  

1. Gaussian Process (GP) 

In the imitation phase, the forward model 

),,|( 11 Dsssp ttt −+  is identified based on the exemplary 

trajectories D . We assume that in the forward model, 

each dimensionality (each marker position) is 

independent, i.e.,  ),,|( 11 Dsssp ttt −+   is factorized as 

1 1 1, 1( | , , ) ( | , , )t t t t i t ti
p s s s D p s s s D+ − + −=∏  where 

its .1+ is the ith element of 1+ts . Each constituent model 

),,|( 1,1 Dsssp ttit −+  is represented by a non-parametric 

probabilistic model, Gaussian Process (GP) regressor 

[2]. 

Let x  and y  denote an input vector and an output 

from a GP regressor, respectively; x is a concatenation 

of the state vectors 
t

s  and 
1t

s − , and y  is a certain 

element of 
1t

s + . Using these notations, GP estimates 

( | , )p y Dx  as 2( | , ) ( | ( ; ), ( ; ))p y D 7 y m D Dσ=x x x , 

where 2
( | , )7 m σ⋅  denotes a Gaussian distribution with 

mean m  and variance 2σ . 

When there are T  series of input and output, 

1
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T
=u u uL and 

1
{ , , }

T
v v=v L , respectively, where 
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[ , ]

i t t
s s −=u  and  

' 1i t
s +=v  in the set of exemplary 

trajectories D , the mean and the variance are given by 
1( ; ) Tm D C −=x k v  and 2 1( ; ) TD c Cσ −= −x k k , 

respectively. Here, k  is a T -dimensional vector whose 

ith element is ( , )
i

k u x , and C  is a T-by-T matrix 

whose (m,n) element is 1( , )
m n mn

k β δ−+u u . Also, 
1( , )c k β −= +x x . ( , )k ⋅ ⋅  is called the kernel function, 

and in this study, we used a Gaussian kernel: 

22
1( , ) exp || ||

2
m n m nk

θ
θ  

= − − 
 

x x x x . 

The parameters
1 2
,θ θ  and β  are determined 

heuristically. 

The GP-based forward model is expected to 

reproduce a trajectory similar to one of the exemplary 

trajectories D ; this generalization capability is due to 

the smooth kernel function ( , )k ⋅ ⋅ . It is also noted that in 

this imitation scheme, each trajectory to be imitated is 

realized by the target robot system rather than a human 

demonstrator. Then, each exemplary trajectory is 

consistent with the kinematics of the robot system. 
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2. (ormalized Gaussian (etwork ((Gnet) 

The inverse model ),,|( 1+tttgt ssPPp  is used to 

solve the inverse kinematics of the target robot system, 

that is, to output an appropriate control signal gtP , given 

the current state ts , the current internal state tP , and the 

target next state 1+ts . The inverse model is represented 

by NGnet [3], a probabilistic model-based regressor. 

Although the inverse kinematics are often ill-posed, 

especially when the robot’s DOF is large, this difficulty 

can be avoided by learning probabilistic relationship 

between the control signal and the consecutive robot 

states before and after the control signal is applied. 

Specifically, ),,|( 1+tttgt ssPPp  is given by 
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During the free control phase (see below), the 

parameters kW , ks , kΣ , kg , kµ , and kQ  are estimated 

by variational Bayes (VB) estimation method [3]; 

though the VB method obtains the posterior distribution 

of the parameters, we just used their means in eq. (2). 

The NGnet divides the input space softly into 

sub-regions by means of Gaussian-based soft clustering, 

and linearly represents the relationship between the 

input and the output in each local sub-region, so that the 

final output is integrated such linear relationship like eq. 

(2). Since the relationship between the control input and 

the current and next states of the robotic arm should be 

nonlinear but is expected to be smooth within each local 

sub-region, the locally linear model like NGnet seems 

appropriate to well approximate such a moderate 

nonlinear relationship 

IV. Experiment 

1. Detailed experimental condition 

1-1. Dimensionality reduction 

Since the robotic arm system used in this study has 9 

DOF and 26 McKibben actuators, a naïve control 

strategy could suffer from a curse of dimensionality. To 

reduce the redundant dimensions efficiently, we 

performed the dimensionality reduction in advance 

[4][5]. In particular, we used principal component 

analysis (PCA). Figure 2 shows the cumulative 

contribution rate against the number of PC dimensions 

when the robotic arm was randomly controlled. In this 

study, the state 
t

s  is reduced to a four-dimensional 

vector '
t

s , so that the cumulative contribution rate is 

0.997.  
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Fig.2. Dimensionality reduction by PCA 

  

To avoid the extra complexity in controlling the 

robotic arm, only two McKibben actuators out of 26 

McKibben actuators were controlled dynamically; the 

target air pressures of these two actuators were estimated 

by NGnet, and those of the rest of the McKibben 

actuators were fixed so that they maintain some stiffness. 

The two dynamically-controlled McKibben actuators 

were chosen heuristically after confirming they can lift 

the hand of the robotic arm up and down. The internal air 

pressure 
t

P  is also reduced to such a two-dimensional 

vector that represents the internal air pressures of the two 

dynamically-controlled actuators. 

1-2. Imitation phase 

The exemplary trajectories were generated by 

moving the robotic arm manually by a human tutor. The 

tutor manipulated the robotic arm like handshake gesture. 

The exemplary trajectories consisted of 250 time points 

in total, including about 12 handshake motions, each of 

which had an approximately same period. Figure 3 

shows a picture when the human tutor directly 

manipulated the robotic arm so that it imitates the 

handshake gesture. 

 

 

Fig.3. Human teaches the robot 

1-3. Free control phase 

In the free control phase, two periodic target air 

pressures were given to the two dynamically-controlled 

McKibben actuators. Each target air pressure was 

generated by a single sin function, but the periodicities of 
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these sin functions were made to be different with each 

other so that they did not synchronize and the wide 

variety of the states was realized. 40,000 data points were 

collected at the sampling frequency of 200Hz, and used 

to train the inverse model (NGnet). 

To determine the number of components of the 

NGnet, M in eq. (2), we performed “Ten-fold cross 

validation” [6]. Figure 4 shows the result. Since the 

cross-validation error decreases as M increases for these 

M values, we set 30M = ; note that the computation cost 

becomes too much if the number of components is larger 

than 30.  
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Fig.4. Ten-fold cross-validation 

 

Figure 5 depicts the information flow of our contr

ol system. 

Observation
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PCA (Dimensionality Reduction)

NGnet (Inverse Kinematics)
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gtP̂

Robotic Arm
 

Fig.5. Information flow in our scheme 

2. Results of the experiment 

Figures 6 and 7 show the trajectories of the first and 

the second principal components of the states, 

respectively, when the trained robotic arm reproduces the 

handshake motions in the real-time control. The blue line 

is an exemplary trajectory, and the red and green lines are 

the trajectories realized by our control system before and 

after the training, respectively. 

 As can be seen in the figure, the robotic arm 

successfully reproduced a smooth and periodic trajectory 

after the training. In accordance with the figure, we 

visually confirmed the robotic arm performed a natural 

handshake gesture. 
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Fig.6. Trajectory of the first PC  

S
e
c
o
n
d
 p

ri
n
c
ip

a
l 
c
o
m

p
o
n
en

t 
o
f 

st
at

e
Time (s)

0.5 1.0 1.5 2.0 2.50

Exemplary Trajectory

Free control after training

Free control before training

 

Fig.７. Trajectory of the second PC 

ⅦⅦⅦⅦ. Conclusion 

In this study, we propose to employ machine 

learning-based regressors to perform a real-time motion 

planning and to solve the inverse kinematics of the robot. 

The real-time motion planning (forward model) enabled 

the robotic arm to reproduce a natural handshake gesture 

as the human tutor taught and the learning of the inverse 

kinematics (inverse model) enabled real-time computing 

of the control input. It is expected that the proposed 

framework is applicable to other robots, and to perform 

other motions, since our framework is not task-specific 

but general enough. 
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Abstract: We consider that the human intention and feelings conspicuously appear at the force added to
a body rather than the positions of hands in the gesture that is nonverbal communication. In this paper, we
have tried gesture recognition based on multilayer neural network by using acceleration sensor because the
force to act during motion can be detected by acceleration. From the experimental result, we have proven that
our gesture recognition method can recognize the gesture patterns such as numerical characters and graphic
symbols. As an input device in this study, we used the Wii remote attached to the home gaming console Wii
instead of a special device. Furthermore, we have obtained high recognition rate in the case of not only specific
performers but also unspecified performers by using the permutation of the simple normalized acceleration for
input values of multilayer neural network. Therefore, we could develop versatile gesture recognition engine.

Keywords: Gesture recognition, Neural network, Input device, Home gaming console, Wii remote

I. INTRODUCTION

Recently, the operation mode of computers has di-
versified in the mobile environments, information ap-
pliances and so on, from miniaturization and high
performance. Computers are fusing to our real
world. Therefore, a study of new user interface tech-
nology becomes popular to realize that a human op-
erates a machine naturally. In the communication of
intention and feelings between humans, it is gener-
ally said that nonverbal means by the physical me-
dia such as gesture or hand-gesture, nonverbal com-
munication, is one of the important communication
as well as verbal means by words [1, 2]. If a ma-
chine/computer can understand this gesture, it can
become the natural and intuitive new input means.

In conventional studies, Sawada et al [3]. proposed
gesture recognition methods using acceleration data
or features patterns of acceleration and developed
their practical systems. In particular, three-axes ac-
celeration sensor have been built into some of the
recent mobile phones, and the input by intuitive op-
eration that uses it is also possible. As the studies
of Sawada et al. about the gesture recognition us-
ing acceleration after Reference [3], they progressed
their studies to the application to the sign-language
recognition [4] and the data retrieval by gesture [5].

In this study, we have accepted the consideration
of Sawada et al [3]. in which the human intention
and feelings conspicuously appear at the force added
to a body rather than the positions of hands in the
gesture that is nonverbal communication. We have
tried gesture recognition based on multilayer neu-

ral network by using acceleration sensor because the
force to act during motion can be detected by accel-
eration. In the acceleration measurement, we used
the Wii remote attached to the home gaming console
Wii of Nintendo Co., Ltd. as an input device instead
of a special device. Wii remote is equipped with
Bluetooth, a three-axes acceleration sensor, and a
CMOS sensor detecting infrared rays. In this study,
we decided the adoption of the Wii remote as an in-
put device, because of both the convenience of the
no-cabling by using Bluetooth and the easiness of
getting acceleration by using the three-axes acceler-
ation sensor. The development language we used was
Java language and used WiiRemoteJ 1.5 for control-
ling the Wii remote that is an input device. Besides,
as applications to the entertainment, we are plan to
study the recognition of flag signaling, the estimate
of emotion [6, 7], and the development of application
systems such as the instruction of a dance or an ex-
ercise. These studies is based on biological motion
data [8] of the human movement which we get with
three-axes acceleration sensor. Therefore, this study
deserves a preliminary experiment.

II. KINETIC FEATURE QUANTITY
FOR GESTURE RECOGNITION

We show the appearance of the input device, which
we used for an acceleration measurement in this
study, in Figs. 1(a), 1(b) and 1(c). Among x, y
and z axial acceleration ax(t), ay(t) and az(t) mea-
sured with this input device, we adopted the acceler-
ation of x and z axis directions, which we showed in
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Figure 1: Input device with three-axes acceleration
sensor and directions of two axes in which accelera-
tion is measured.

Figs. 1(d) and 1(e), as kinetic feature quantity and
used them for gesture recognition. In addition, the
start and end of the gesture were judged from press-
ing A⃝-button of the input device shown in Fig. 1.
Furthermore, as for the time and the force intensity
of one gesture, it is thought that the individual vari-
ation occurs by presenters. Therefore, in this study,
we normalized the number of acceleration data per
one axis, e.g. ax(t) or az(t), and the value of accel-
eration per one axis to Na and the range of [0, 1],
respectively. We used the permutation which simply
connected the normalized acceleration of the direc-
tions of x and z axes in the recognition experiment
described later.

As an example, we show the transitions of the nor-
malized acceleration in the directions of x and z axes
in Fig. 2, concerning numerical character “2” and
graphic symbol “✩” of two examinees A and B. In
these figures, a solid line and a dotted line are the
transitions of the x axial and z axial normalized ac-
celeration, respectively. The number of each axial
normalized data, Na, is 50. Figs. 2(a) and 2(b) show
the acceleration transitions of the gesture “2” in the
different examinees. We can confirm that these tran-
sitions tend to be almost similar when we compare
these transitions. We can confirm a similar tendency
in Figs. 2(c) and 2(d), too. However, the acceleration
transitions are clearly different in different gestures
of a same examinee. From these results, we have con-
sidered that the recognizing gestures by the simple
acceleration transitions is possible.
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(b) “2” (Examinee B)
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Figure 2: Transitions of the normalized acceleration
in the directions of x and z axes.

III. GESTURE RECOGNITION

1. Recognition experiment

Neural Network (NN) is one of the information
processing mechanisms which modelled the structure
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(a) Ten numerical-character-gesture
patterns

(b) Seven graphic-symbol-gesture
patterns

Figure 3: Gesture patterns used in the experiment.

of the nerve cell in the human brain. In this study, we
adopted hierarchical NN of the three layers, whose
usefulness has been confirmed by applications to the
problems such as the pattern recognition, for recog-
nizing gesture patterns. In addition, we used Back-
Propagation (BP) method [9], which is the super-
vised learning method, for learning.

We used the ten numerical-character-gesture pat-
terns and the seven graphic-symbol-gesture patterns
shown in Fig. 3 for the recognition experiment of this
study. We constructed two NNs for the numerical-
character-gesture patterns and the graphic-symbol-
gesture patterns, and separately experimented in the
two kinds of gesture patterns. As described in Sec-
tion II, the data of one pattern to use in the recogni-
tion experiment was the permutation which simply
connected the normalized acceleration of the direc-
tions of x and z axes. Na of each axis was 50. The
data used in the experiment was collected from 20
examinees, and we got ten samples per one gesture
pattern. Here, we randomly divided 20 examinees
into two groups, Group A and Group B, in which
each group consists of ten examinees. The collected
data was classified as follows according to a use.

DL Data for learning. The data was gotten from
ten examinees who belonged to Group A.

DR+ Data for recognizing of examinees whose data
was used for learning. The data was gotten from
ten examinees who belonged to Group A again
besides data for learning, DL.

DR− Data for recognizing of examinees whose data
was not used for learning. The data was gotten
from ten examinees who belonged to Group B.

We used DL for learning of NN, and used DR+ and
DR− for recognition experiment.

The NN we constructed consists of the input layer
of 100 units and the hidden layer of 150 units. As
for the output layer, we had one unit correspond to

one gesture pattern. That is, we decided the number
of units in the output layer to ten units and seven
units for recognizing the numerical-character-gesture
patterns and the graphic-symbol-gesture patterns,
respectively. The parameter values for learning by
BP method are desided by the pretest. As a re-
sult, the learning rate η was 0.25 and the stabiliza-
tion constant α, which determines the effect of past
weight changes on the current direction of movement
in weight space, was 0.5 1 . The at-end condition for
learning by NN was when the squared-sum of the
error between output value of the output layer and
teacher signal became less than 1.8 × 10−3.

2. Experimental result and consideration

We constructed the NN for recognizing the
numerical-character-gesture patterns by using DL
of the numerical-character-gesture patterns. In the
same way, we constructed the another NN for recog-
nizing the graphic-symbol-gesture patterns by using
DL of the graphic-symbol-gesture patterns, too. We
experimented on recognizing gesture patterns by us-
ing each NN we constructed. The recognition results
concerning the numerical-character-gesture patterns
and the graphic-symbol-gesture patterns are shown
in Figs. 4(a) and 4(b), respectively. In both figures,
the axis of abscissas is each gesture pattern, and the
axis of ordinates is recognition rate [%]. Because we
gotten ten samples per one pattern from one exami-
nee, the recognition rate concerning DR+ and DR−
is 100% if the NN we constructed succeeds in recog-
nition for 100 samples (= 10[samples/examinee] ×
10[examinees]) per one pattern.

From these experimental results, we have con-
firmed that the recognition rate of DR+ was almost
100%. We have confirmed that the recognition rate
of DR− was satisfactory performance, too. That is,
we have obtained high recognition rate in the case
of not only specific performers but also unspecified
performers in spite of using the permutation of the
simple normalized acceleration for input values of
NN.

IV. COMPARISON WITH
CONVENTIONAL STUDIES

In order to confirm the effectiveness of the gesture
recognition engine constructed in this study, we com-
pared the proposed method with the conventional
study of Sawada et al [3]. related to the gesture
recognition. Table 1 shows the comparison result
of the recognition rate concerning examinees whose
data was not learned. Sawada et al. dealt with
ten gesture patterns in Reference [3], but we dealt
with seven gesture patterns except three patterns as
shown in Fig. 3(b) because the specific motion of
these three patterns was not clear in Reference [3].

In the conventional method [3], Sawada et al. rec-
ognized the gestures by pattern matching. In other
words, we cannot simply compare the recognition
performance because the conventional method is dif-
ferent from the proposed method in the recognition

1 As for the details about the learning rate η and the sta-
bilization constant α, please refer to Reference [9].
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(a) Numerical-character gestures
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(b) Graphic-symbol gestures

Figure 4: Recognition rate [%] in terms of
ten numerical-character-gesture and seven graphic-
symbol-gesture patterns.

Table 1: Comparison of recognition rate [%] in terms
of seven graphic-symbol-gesture patterns.

Gesture Conventional Proposed
patterns method method (DR−)

º 100.0 99.0
⇀ 100.0 98.0
© 100.0 99.0
ª 80.0 98.0
✩ 100.0 98.0
△ 80.0 97.0
♡ 100.0 98.0

Average 94.3 98.1

method. However, in ª and △ which were misrec-
ognized by the conventional method because of ges-
ture patterns with similar kinetic feature quantity,
the proposed method have shown high recognition
rate as well as other gesture patterns. Furthermore,
the proposed method has not shown the decrease of
recognition rate in specific gestures. As for the aver-
age recognition rate in seven patterns, the proposed
method is about 98.1%, whereas the conventional
method is about 94.3%. In addition, the recogni-
tion rate of each pattern in the proposed method is
the result of 100 samples by 10 examinees, whereas
the recognition rate of each pattern shown in Refer-
ence [3] is the result of only ten samples by one ex-
aminee. From these analysis, we have confirmed the

higher recognition stability of the proposed method
compared with the conventional method.

V. CONCLUSIONS

In this study, we have tried gesture recognition
based on multilayer neural network by using accel-
eration sensor because the force to act during mo-
tion can be detected by acceleration. From the ex-
perimental result, we have proven that our gesture
recognition method can recognize the gesture pat-
terns such as numerical symbols and graphic sym-
bols. As an input device in this study, we used Wii
remote attached to the home gaming console Wii in-
stead of a special device. Furthermore, we have ob-
tained high recognition rate in the case of not only
specific performers but also unspecified performers
by using the permutation of the simple normalized
acceleration for input values of multilayer neural net-
work. Therefore, we could develop versatile gesture
recognition engine. In the near future, we are plan
to try the recognition of more complicated gestures
by using acceleration of three axes, though the ac-
celeration of only two axes was used in this study,
and to study the human-emotion estimate.
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Abstract: In this paper, a hybrid intelligent control system – Learning Petri Net (LPN) that combines the Petri net and 

reinforcement learning is presented. LPN is expanded High-level Time Petri nets, in which some transition’s input arc 

weight function and transition delay time have a value item which records the reward from environment. Based on 

interaction with environment, LPN can adjust the arc weight function and transition delay time when it’s modeling 

system is running. The arc weight function and transition delay time learning algorithm is based on Q-learning – a 

kind of Reinforcement Learning (RL). Finally, for the purpose of certification of the effectiveness of our proposed 

Learning Petri net，it is used to model a discrete event dynamic control system – Sony AIBO learning control system 

as an example. The result of the experiment shows this method is correct and effective.  
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I. INTRODUCTION 

Petri nets combine a well defined mathematical 

theory with a graphical representation of the dynamic 

behavior of systems. The theoretic aspect of Petri nets 

allows precise modeling and analysis of system behavior, 

while the graphical representation of Petri nets enable 

visualization of the modeled system state changes [1]. So, 

Petri net is widely used to model various dynamic 

systems. But the Petri net doesn’t have the learning 

capability, all the parameters which describe the system 

characteristic need to be set individually and empirically 

when dynamic system is modeled. Recently, there are 

some researches for making the Petri net has learning 

capability. In paper [2], the global variables are used to 

record all state of colored Petri net when it is running. 

The global variables are optimized and colored Petri net 

is updated according to these global variables. Here, 

colored Petri net is only a tool of learning. A learning 

Petri net model which combines Petri net with neural 

network is proposed in [3]. This learning Petri net model 

can realize an input-output mapping through Petri net’s 

weight function is adjusted just like an artificial neural 

network. And this learning method was applied to 

nonlinear system control. Paper [4] created a Time 

Interval Petri net for modeling real-time decision making. 

It makes the Petri net have learning capability through 

converting arc’s type, adding a record to an output arc 

operator table. Based on these researches, a learning 

Petri net model based on reinforcement learning is 

proposed in this paper.  

The rest of this paper is organized as followed. 

Section 2 gives the definition of LPN and illustrates the 

learning algorithm of LPN. Section 3 describes the 

application to discrete event dynamic system control and 

gives the simulation result. Finally, Section 4 

summarizes the paper and discusses some directions for 

future work. 

 

II. THE LEARNING PETRI NET  AND     

LEARNING ALGORITHM 

Learning Petri nets is Petri nets which have learning 

capability.  

1. Definition of Learning Petri net 

Learning Petri net is constructed based on High-

Level Time Petri Net (HLTPN).  

Definition 1: HLTPN has a structure HLTPN= (NG, 

C, W, DT, M0) [5], where 

(i). NG= (P, T, F) is called net graph with P that is a 

finite set of nodes, called Places. ID:PN is a function 

marking P, N = (1,2,…) is the set of natural number. 

Using P1, P2, …, Pn represents the elements of P and n is 

the cardinality of set P; 

T is a finite set of nodes, called Transitions, which 

disjoint from P, PT= ID:TN is a function marking 

T. Using T1, T2, …, Tm represents the elements of T, m is 

the cardinality of set T; 

F  (P×T)∪(T×P) is a finite set of directional arcs, 

known as the flow relation; 
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(ii). C is a finite and non-empty color set for 

describing difference type data; 

(iii). W: F C is a weight function on F. If 

F  (P×T), the weight function W is Win that decides 

which colored Token can go through the arc and enable T 

fire. This color tokens will be consumed when transition 

is fired. If F  (T×P), the weight function W is Wout that 

decides which colored Token will be generated by T and 

be input to P. 

(iv). DT: TN is a delay time function of a transition 

which has a Time delay for an enable transition fired. 

(v). M0: PUpPμC(p) such that pP, M0(p) 

μC(p) is the initial marking function which associates a 

multi-set of tokens of correct type with each place. 

Now, we give the definition of LPN. 

Definition 2: Learning Petri Net has a structure, 

LPN= (HLTPN, VW, VT), where 

(i). HLTPN= (NG, C, W, DT, M0) is a High-Level 

Time Petri Net. 

(ii). VW (the value of weight function): WinR, is a 

function marking on Win. A F  (P×T) has several Win 

and every Win has a reward value Rreal number.  

(ii). VT (the value of delay time): DTR, is a 

function marking on DT. A transition has several DT and 

every DT has a reward value Rreal number. 

Using LPN, a mapping of input-output Token is 

gotten. For example, we construct a LPN which is 

showed in Fig. 1. Colored Tokens Cij (i=1;j=1,2…n) are 

input to P1 by Tinput. There are n weight functions 

W(<Cij>, VWCij,i,j) on a same Fi,j. Token Cij obeys weight 

functions W(<Cij>, VWCij,i,j) that is decided by the value 

VWCij,i,j. After Token Cij passed through arc Fi,j 

(i=1;j=1,2…n), Ti,j(i=1; j= 1,2 …n) fires and generates 

Tokens Cij(i=2;j=1,2…n) in P2. After P2 has color Token 

Cij(i=2;j=1,2…n), Ti,j(i=2; j= 1,2 …n) fires and different 

colored Token Cij(i=3;j=1,2…n) is generated. Then, a 

reward will be gotten from environment according to 

whether it accords with system rule that C3j generated by 

C1j. These rewards are propagated to every VWCij,i,j using 

algorithm 1.  

P1

T1,n

P2

F1,n

<C2,1>

T1,1

F1,1

P3

W(<C1,j>, VWC1j,1,1)

W(<C1,j>, VWC1j,1,n)

T2,n

T2,1
F2,1

F2,n

DT2,1,VT2,1

DT2,n,VT2,n

Reward1 
Reward2

Tinput

<C2,n>

:
:
:

W(<C2,j>, VWC2j,2,1)

W(<C2,j>, VWC2j,2,n)

<C3,1>

<C3,n> Toutput

:
:
:

 
Fig.1. A Learning Petri Net. 

Using LPN to model a dynamic system, the system 

state is modeled as Petri net place and the system state 

change is modeled as transition. Several characteristics 

parameters of system state and action can be expressed 

by Token number and color, arc weight function, 

transition delay time, and so on. When the system is 

modeled, some characteristics are unknown. So, these 

characteristics are set randomly and are gotten gradually 

and appropriately when the system runs. So, we use 

Learning Petri net to learn the system condition from 

real-time situation.  

2. Learning algorithm of Learning Petri net  

In Learning Petri net, RL is used to learn the VM and 

VT through interacting with environment. RL could learn 

the optimal policy of the dynamic system through 

environment state observation and improve its behavior 

through trial and error with the environment. RL agent 

senses the environment and takes actions. It receives 

numeric award and punishments from some reward 

function. The agent learns to choose actions to maximize 

a long term sum or average of the future reward it will 

receive [6]. 

In this paper, the arc weight function and transition 

delay time learning algorithm are based on Q-learning – 

a kind of RL. In arc weight function learning algorithm, 

VWCij,i,j is randomly set firstly. So, the weight function on 

the arc is arbitrary. When the system runs, we use 

formula (1) to update VWCij,i,j.  

VWCij,i,j = VWCij,i,jj +α[r+ 1 , 1,( )ci j i jVW   - VWCij,i,j], (1) 

where, (i).αis the step-size,  is discount rate. 

(ii). r is reward which W(<Cij>, VWCij,i,j) gets when 

Ti,j is fired by <Cij>. Here, because environment only 

gives system reward at last step, so a feedback learning 

method is used. If W(<Cij>, VWCij,i,j) through Ti,j 

generated Token <Ci+1,j> and W(<Ci+1j>, VWCi+1j,i+1,j) 

through Ti+1,j generated Token <Ci+2,j>, VWCi+1j,i+1,j gets 

an update value. And this value is feedback as W(<Cij>, 

VWCij,i,j) next time reward r. 

(iii). 1 , 1,( )ci j i jVW   is calculated from all W(<Ci+1j>, 

VWCi+1j,i+1,j) feedback value as formula (2). 

1 , 1,( )ci j i jVW   t= 1 , 1,( )ci j i jVW   t-1+rt ,          (2) 

where t is time for that <Ci+1j> is generated by 

W(<Cij>, VWCij,i,j). 

In the transition delay time learning algorithm, the 

reward can learn immediately. VTi,j can be updated using 

formula (3). 

VTi,j= VTi,j+α[r+ R - VTi,j] ,              (3) 

where, r is reward that an action get after it acted.  

R is average of all the reward.αis the step-size,  is 

discount rate. 
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Now, we found the algorithm of Learning Petri net 

which is listed in Table 1. 

Table 1. Learning Algorithm for Learning Petri Net 

Algorithm 1  Weight function learning algorithm 

Step 1. Initialization: Set all VWij and r of all input arc’s 

weight function to zero. 

Step 2.  Initialize learning Petri net. i.e. make the Petri net 

state as M0. 

    Repeat i) and ii) until system becomes end state.  

i) When a place gets a colored Token Cij, there is a 

choice that which arc weight function is obeyed if the 

functions include this Token. This choice is according 

to selection policy which is ε greedy (ε is set 

according to execution environment by user, usually 

0<ε<<1). 

A: Select the function which has the biggest VW cij,i,j  at 

probability1-ε; 

B: Select the function randomly at probability ε. 

ii)The transition which the function correlates is fired 

and reward is observed. Adjust the weight function 

value  using VWCij,i,j = VWCij,i,jj +α[r+ 

1 , 1,( )ci j i jVW   - VWCij,i,j]. At the same time, α

[r+
1 , 1,( )ci j i jVW  

- VWCij,i,j] is fed back to weight 

function with generate Cij as its reward for next time. 

 

Algorithm 2  Delay time learning algorithm 

Step 1.  Initialization: Set all VTij of transition to zero. 

Step 2.  Initialize learning Petri net. i.e. make the Petri net 

state as M0. 

   Repeat i) and ii) until system becomes end state.  

i) When a transition is fired, choose a delay time using 

selection policy which is ε greedy (ε is set according 

to execution environment by user, usually 0<ε<<1). 

A: Select delay time which has the biggest VTij of 

service at probability1-ε; 

B: Select the function randomly at probability ε. 

ii) After transition fires and reward is observed, the 

weight function value is adjusted using VTi,j= VTi,j+

α[r+ R - VTi,j]. 

 

III. APPLICATION TO DISCRETE EVENT 

DYNAMIC SYSTEM CONTROL 

In this section, we will apply the LPN to control a 

discrete event dynamic system. 

1. Discrete event dynamic system and AIBO voice 

command recognition system 

A discrete event dynamic system is a discrete-state, 

event-driven system of which the state evolution depends 

entirely on the occurrence of asynchronous discrete 

events over time [7]. Petri nets have been used to model 

various kinds of dynamic event-driven systems like 

computers networks, communication systems, and so on. 

In this paper, it is used to model Sony AIBO learning 

control system for the purpose of certification of the 

effectiveness of our proposed Learning Petri net. 

AIBO (Artificial Intelligence roBOt) is a type of 

robotic pets designed and manufactured by Sony. AIBO 

is able to execute different actions, such as go ahead, 

move back, sit down, stand up and cry, and so on. And it 

can "listen" voice via microphone. A command and 

control system will be constructed for making AIBO 

understand several human voice commands by Japanese 

and English and take corresponding action. 

The simulation system is developed on Sony AIBO’s 

OPEN-R (Open Architecture for Entertainment Robot) 

[8]. The architecture of simulation system is showed in 

Fig. 2. Because there are English and Japanese voice 

commands for same AIBO action, the partnerships of 

voice and action are established in part (4). The lasted 

time of an AIBO action is learning in part (5). After an 

AIBO action finished, the rewards for action and action 

lasted time correctness are given by that different 

AIBO’s sensors are touched. 

  
 

 
  

 

 
 

 

 
 

(1) Voice

monitoring

(2) Voice 

Analysis

(3) Voice

Recognition

learning

(5)Action 

time

Learning

(6) AIBO

action

Reward

 (4)Action 

Learning

Fig.2 The system architecture of voice command recognition 

2. Learning Petri net model for AIBO voice command 

recognition system 

In the Learning Petri net model for AIBO voice 

command recognition system, AIBO action change, 

action time are modeled as transition, transition delay, 

respectively. The human voice command is modeled by 

different color Token. The LPN model is showed in Fig. 

3. The meaning of every transition is listed below: 

Tinput change voice signal as colored Token which 

describe the voice characteristic.  

T11, T12 and T13 can analyze the voice signal. T1 

generates 35 different Token VL1….VL35 according to the 

voice length. T2 generates 8 different Token E21…E28 

according to the front twenty voice sample energy 

characteristic. T3 generates 8 different Token E41…E48 

according to the front forty voice sample energy 

characteristic [9]. These three types Token are 

compounded into a compound Token <VLl> + <VE2m> 

+ <VE4n> in P2 [10]. 

T2j generates the different voice Token. The input 

arc’s weight function is ((<VLl>+<VE2m>+ <VE4n>), 
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VWVlmn,2j) and the output arc’s weight function is 

different voice Token. And voice Token will generate 

different action Token through T3j. 

When P4 – P8 has Token, AIBO’s action will last. T4j 

takes Token out from P4 – P8, and makes corresponding 

AIBO action terminates. T4j has a delay time DT4i, and 

every DT4i has a value VT4i. Transition adopts which 

delay time DT4i according to VT4i. 

P1

<VL1...VL35>

<VE41..VE48>

<VE21..VE28>

<stand up>

<go>

<sit down>

<cry>

<move back>

P2

P4

P5

P6

P7

P8

<VData>

((<VLl+VE2m+VE4n>), VWVlmn,2j)

:

:

:

:Tinput

T11

T12

T13

T21

T22

T2,n-1

T2,n

VC1

VC2

VCn-1

VCn

(<VCi>, VWVCi,3j)

T31

T32

T33

T34

T35

T41

T42

T43

T44

T45

Toutput

reward2

reward3

reward1

P3 P4

(DT41,VT41)

(DT42,VT42)

(DT43,VT43)

(DT44,VT44)

(DT45,VT45)

Fig. 3 The LPN model of voice command recognition 

3. The results of simulation 

When the system begins running, it can’t recognize 

the voice commands. A voice command comes and it is 

changed into a compound Token in P2. This compound 

Token will randomly generate a voice Token and puts 

into P3. This voice Token randomly arouses an action 

Token. A reward for action correctness is gotten, then, 

VW and VT are updated. For example, a compound 

colored Token (<VLl>+ <VE2m> + <VE4n>) fired T21 

and colored Token VC1 is put into P3. VC1 fires T32 and 

AIBO acts "go". A reward is gotten according to 

correctness of action. VWVC1,32 is updated by this reward 

and VWVC1,32 updated value is fed back to P2 as next time 

reward value of (<VLl>+ <VE2m> + <VE4n>) fired T21. 

After an action finished, a reward for correctness of 

action time is gotten and VT is updated.  

 
     Fig. 4 Relation of training times and recognition probability 

Fig. 4 shows the relation of training times and voice 

command recognition probability. Probability 1 shows 

the successful probability of recently 20 times training. 

Probability 2 shows the successful probability of total 

training times. From the result of simulation, we get that 

Learning Petri net is correct and effective using the 

AIBO voice command control system. 
 

IV. CONCLUSION 

In this paper, we proposed a hybrid intelligent control 

system – Learning Petri Net (LPN) that combines the 

Petri net and reinforcement learning. The definition of 

LPN is given and the learning algorithm is constructed. 

For the purpose of certification of the effectiveness of 

our proposed Learning Petri net，it is used to model 

Sony AIBO learning control system as an example. The 

result of the experiment shows this method is correct and 

effective. 

We plan to use reinforcement learning algorithm to 

adjust other parameter of Petri net and extend our work 

to model other dynamic system in the future. 
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Abstract: This paper describes a novel technique for detecting a human and its body direction using HOG feature. The 
HOG feature is a well-known feature for the judgment of a human. But normally it contains the background feature, 
which gives negative influence on the judgment. This paper proposes the employment of the HOG feature based on a 
human model. The feature is also employed for detecting human body direction. Experimental results show 
effectiveness of the proposed technique compared to the conventional one. 
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1. Introduction 
Recently, car vision technologies have been paid 

much attention in the field of ITS (Intelligent Transport 
System), aiming at reducing traffic accidents to a large 
extent. Various techniques for detecting cars, car lanes, 
traffic signs, etc., have been developed by the 
employment of a PC with high specification and cheap 
digital cameras. In particular, techniques for automatic 
detection of pedestrians or humans have been studied 
enthusiastically.  

Although human detection from outdoor scenes is 
one of the difficult problems in computer vision because 
of a variety of clothes, occlusion, illumination change, 
image resolution, etc., a robust human detection 
algorithm has been reported recently. The HOG feature 
proposed by Dalal and Triggs [1] is a well known 
feature for representing and recognizing a human image. 
But, in its original algorithm, it includes an unnecessary 
part of the image such as the background. It is not 
conceivable that the background feature contributes to 
high recognition rate of a human image. Zhu et al. [2] 
employ the HOG feature based on variable block size, 
but they also include the background in the feature. 

In this paper, we propose a method of detecting a 
human and its body direction employing the HOG 
feature based on a human model. The reason for 
detecting body orientation is to predict his/her sudden 
step into a road. The present method differs from other 
existent methods in that (i) the HOG feature is 
calculated referring to a human model and therefore it 
does not include the background in a given image, and 
that (ii) human body direction is also recognized by the 
HOG feature based on the human models which 
represent respective body directions. To the best of our 
knowledge, the HOG feature has been employed to date 
only for detecting a human and not for recognizing its 
body direction. The proposed method is described in the 
following and the performance of the method is shown 
by the experiments employing real outdoor scenes. 

2. Detecting a human 

2.1 The HOG feature 
The HOG (Histograms of Oriented Gradients) 

feature [1] is based on image gradients vectors. An 
image is separated into non-overlapping cells containing 
5u5 pixels. Gradients are calculated at each pixel on 
the cell and the histogram on the orientation of the 
calculated gradients is made with the cell. These cells 
are collected into a block containing 3u3 cells and all 
the nine histograms are normalized on the block. This 
block is defined at every cell: Namely, the blocks 
overlap spatially. Finally, all the blocks containing the 
normalized histograms are collected into a single vector. 
This is the HOG feature of an image. As is understood 
from the above procedure, the background image is 
inevitably included in the HOG feature.  

2. 2 A human model 
The main idea of the proposed method is to calculate 

the HOG feature on a human model instead of 
calculating it on the whole image. A human model is 
created in the following way. 

1: The intensity of gradient is calculated of all the 
images in an image database. 
2: The average values of the intensity of the gradient are 
calculated at every pixel on the images and a 
normalized average gradient intensity image is 
produced. 
3: An edge image is produced from the average gradient 
intensity image. 
4: A silhouette image is created from the average 
gradient intensity image and a skeleton image is made 
from the silhouette image. 
5: Finally a human model image is yielded by 
performing logical OR operation between the edge 
image obtained at step 3 and the skeleton image 
obtained at step 4. 
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The flowchart of the above steps is given in Fig. 1. 
Examples of the images at each step of the above 
procedure are depicted in Fig. 2.  

2. 3 A feature vector 
Using the human model, the method calculates the 

HOG feature as shown in Fig. 3. The histograms are 
made only at the points specified on the human model. 
We set a cell (5u5 pixels) at each white pixel on a 
human model. A gradient orientation histogram 

)( iji a a  is made at the ith cell (i=1,2,…,N; 
j=1,2,…,9). These histograms are collected into a single 
vector v̂  of the form 

� � � �
� �9,...,2,1;,...,2,1

...,,,ˆ 21

  

{ 

jNi
aijNaaav

.        (1) 

Vector v̂  is normalized into vector v  of the form 

� �Nvvv 921 ...,,, v             (2a) 

by 

jik
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k �� 

�
 )1(9,
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      (2b) 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 
Fig.1. Flow chart of making a human model. 

     
(a)      (b)      (c)       (d)       (e) 

 
Fig. 2. Images obtained at each step of the procedure: 
(a) An average gradient intensity image, (b) an edge 
image, (c) a silhouette image, (d) a skeleton image, and 
(e) a human model image. 

 
 
 

 
 

Fig. 3. Histogram creation employing a human model. 
 
 
 

The vector v  of Eq. (2) finally represents the 
given image based on the human model. The proposed 
method employs this vector for the judgment of human 
or non-human images. It is noted that the present 
method does not employ a block introduced in [1]. 
Instead, the cells scattered and overlapped on an image 
according to the human model are collected into a single 
feature vector v . 

A database is prepared for the development of a 
recognition system. The database contains a number of 
human images as positive data and a number of images 
without a human as negative data. The feature vectors of 
Eq. (2) are calculated from these images to define a 
non-linear SVM in the feature space. Human image 
recognition is then performed employing the SVM.  

3. Detecting human body direction 
The proposed method is applied to detecting human 

body direction. The direction is roughly separated into 
front(F), right(R) and left(L), and three human models 
are defined, respectively. In the first step of the 
detection, three SVM classifiers are generated and used: 
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They are based on one vs. rest method, i.e., left or 
others, front or others, and right or others. If not decided, 
it proceeds to the second step where two SVM 
classifiers are generated and used based on one vs. one 
method, i.e., left or front, and front or right. The 
judgment scheme is given in Fig. 4. 

4. Experimental results 

4. 1 Detecting a human 
We use 1602 human images as positive training 

dataset and 3235 images without a human as negative 
training dataset. For validation, we employ a dataset 
containing 1000 human images and the images without 
a human. The image size is 30 u 60 pixels. The 
employed human model is illustrated in Fig. 5a. Some 
learning images and test images are shown in Fig. 5b 
and Fig. 5c. 

The proposed method is compared with the 
conventional method [1] in order to evaluate its 
performance. The result is provided by DET (Detection 
Error Trade-off) curves as shown in Fig. 6. When the 
true negative rate is 0.5[%], the false positive rate is 
7.5[%] by the proposed method, whereas it is 19.1[%] 
by the conventional method. Thus the false positive rate 
has decreased by 11.6[%] in the proposed method 
compared to the conventional one. The computation 
time was 29.1 [msec/window] in the proposed method, 
whereas it was 54.4[msec/window] in the conventional 
one.  

4. 2 Detecting human body direction 
In this experiment, 217 images with each direction 

are used as learning data. As for validation, we use 2 
datasets. Dataset 1 contains 200 images with each 
direction captured in a specified environment (no 
occlusion and human natural standing posture). On the 
other hand, dataset 2 is a set of images taken in a real 
environment. It also contains 200 images with each 
direction. The proposed method is compared its 
performance with the conventional method [1]. The 
result of recognition (the rate of correct detection of 
body direction) is given in Table 1. The computation 
time was 26.7 [msec/image] in the proposed method, 
whereas it was 60.6[msec/image] in the conventional 
one. 
 
 

Table 1. Recognition rate（%） 
method Dataset success error unknown 

conventional 1 67.8 8.2 24.0 
2 56.0 22.3 21.7 

proposed 1 94.2 1.0 4.8 
2 79.0 15.3 5.7 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 4. Judgment of body direction. 

 
 

       
(b1)              (b2) 

 

       
(c1)              (c2) 

 
Fig. 5. Employed human model and some of the 
learning images and test images: (a) Human model; (b) 
Learning images, (c) test images; (1) human images, (2) 
images without a human. 

 
 
 
 
 
 
 
 
 
 
 

 
Fig. 6. The DET curve of the proposed method and the 
conventional method. 
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5. Discussion 

We have proposed a method of detecting a human 
and its body direction employing the HOG feature [1]. 
The novelty of the present paper is that the HOG feature 
is calculated on a human model in the proposed method, 
unlike other reported techniques in which the HOG 
feature is calculated in a cell that spreads all over a 
given image. Since HOG features calculated in the 
background of an image may not contribute much in 
human recognition, the proposed method can discard 
the undesired background effect to a large extent. In the 
original literature [1], three by three adjacent cells are 
collected into a single block and the block is chosen one 
after another on the image so that they may have 
enough mutual overlap. This overlap among blocks is 
realized by the overlap among cells in the present 
method. After all, the feature vector defined by Eq. (2) 
keeps the HOG features only within and on the border 
of a human figure. 

Another novelty of the present paper is that the 
HOG feature is employed in detecting human body 
direction. The proposed method detects not only a 
human facing front but also a human facing sideways by 
the employment of respective human models. It is well 
known that the HOG feature is a strong and robust 
feature for recognizing a human in an arbitrary 
environment. Extending the recognition technique 
employing the HOG feature to detecting human body 
direction may have application to car vision, where a 
person should be predicted who might step or run into a 
road out of a side walk. 

The experimental results show effectiveness of the 
proposed method. We understand that undesired 
background effect has decreased to a certain extent, as 
the HOG feature was calculated based on a human 
model. However, not all HOG features may be 
necessary for the detection. We have a plan to select 
effective feature locations, which may result in better 
performance of the proposed method.  

6. Conclusions 

A method was proposed for detecting a human and 
its body direction employing the HOG features based on 
a human model. Performance of the method was 
satisfactory. Refinement of the human model by 
selecting effective feature locations remains for further 
study.  
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Abstract: In the actual world, we often happen to meet a state which contains several meanings.  In this paper, 
we call this phenomenon multiple cognition of meanings.  Under an environment of multiple cognition, language 
needs to distinguish ``A do B’’ from ``B is done by A’’ to represent speaker’s intension, even a state change which 
is pointed these two sentences are the same state change.  Solving this matter, most present existing languages 
have functions such as case marking, agreement of person and number, or word order, etc.  Here, one question is 
popped up, which is where these functions come from.  Thinking of this question, we employed Iterated 
Learning Model which represents evolution of compositional language, and built state change and multiple 
cognition into this model.  Simulating with our model, we speculated an influence of multiple cognition on 
evolution of compositional language. 
 
Keywords: Cultural Evolution, Compositionality, Multiple Cognition, Iterated Learning Model 

 
 

1. Introduction 

In the actual world, we encounter a situation 
which contains several meanings frequently.  For 
example, if there exist two objects, object A and object 
B separately on a table, and somebody puts object A on 
top of object B, then we can describe this action in 
different expressions such as ``object A is put on object 
B”, or ``object B is put under object A”, even the way 
the state has changed is the same.  In this paper, we 
use a term multiple cognition as one uttered situation 
which contains several possible meanings, like above 
example.  To represent speaker’s intention precisely, 
existing languages have grammatical features such as 
agreement of number, person, and gender, case marking, 
or word order, and so on.  Taking advantages of these 
features, language users are able to discriminate subject 
and object of a sentence, i.e., preventing influence of 
multiple cognition.  As long as a person communicates 
with a person, there are possibilities to happen multiple 
cognition, but it is hard to assume that grammatical 
features for preventing influence of multiple cognition 
had existed from origin of language.  Hence, these 
features might have been generated in the course of 
language evolution. 

In this paper, we employed the Iterated Learning 
Model (ILM, hereafter) by Kirby[1] which is one of 

models of cultural evolution represents evolution of 
compositional language from holistic language, and 
built state change and multiple cognition into ILM.  
Through the computer simulation using our model, we 
speculated an influence of multiple cognition on 
evolution of compositional language.  
 

2. ILM with State Change 

2.1. Briefing Kirby’s Model 
Our study is based on the ILM by Kirby[1], who 

introduced the notions of compositionality and 
recursion as fundamental features of grammar, and 
showed that they made it possible for a human to 
acquire compositional language.  Also, he adopted the 
idea of two different domains of language[2,3,4], 
namely, I-language and E-language; I-language is the 
internal language corresponding to speaker’s intention 
or meaning, while E-language is the external language, 
that is, utterances.  In his model, a parent is a speaker 
agent and her infant is a listener agent. The speaker 
agent gives the listener agent a pair of a string of 
symbols as an utterance (E-language), and a predicate-
argument structure (PAS) as its meaning (I-language).   
A number of utterances would form compositional 
grammar rules in listener’s mind, through learning 
process. This process is iterated generation by 
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generation, and finally, a certain generation would 
acquire a compact, limited number of grammar rules. 
We include a meaning inference using a state change 
into this process. We implement agents with state 
change in a virtual world, and make them learn a 
grammar by computer simulation. 

In our model, we changed two points of Kirby’s 
model, which are (i) taking away the transmittance of 
meanings between the parent and the infant, and (ii) 
giving a state change which contains more than one 
meaning. 

 
2.1.1 Utterance Rule of Kirby’s Model 

According to Kirby’s model, we show a pair of I-
language and E-language as follows. 

S/eat(john, apple)  eatjohnapple (1) 
Where a speaker’s intention is a PAS eat(john, apple) 
and its utterance becomes `eatjohnapple'; the 
symbol `S' stands for that they belong to the category 
Sentence. Thus, as far as a listener is given an utterance 
paired with its meaning (PAS), the listener can 
understand the speaker’s intention precisely at all times. 
However, compared to the actual situation, it seems a 
very strong assumption. In our model, we loosen this 
assumption and build state change instead of meaning 
share into this model.  This means that the listener 
agent receives utterances without meanings, to show the 
influence of multiple cognition of meanings. 
 
2.1.2 Rule Subsumption 
chunk This operation takes pairs of rules and looks 
for the least-general generalization.  For example, if 
there are two rules below, 

S/read(john, book)  ivnre  (2) 
 S/read(mary, book)  ivnho  (3) 
then, after operation chunk, the two rules above become 
 S/read(x, book)  inv N/x  (4) 
 N/john  re     (5) 
 N/mary  ho     (6) 
 
merge If two rules have the same meanings and 
strings, replace their nonterminal symbols for one 
common symbol.  For example, if given rules below, 
 S/read(x, book)  ivn A/x  (7) 
 A/john  re   (8) 
 A/mary  ho   (9) 
 S/eat(x, apple)  apr B/x        (10) 
 B/john  re         (11) 
then, after operation merge, the rules above become 
 

 S/read(x, book)  ivn A/x        (12) 
 A/john  re         (13) 
 A/mary  ho         (14) 
 S/eat(x, apple)  apr A/x        (15) 
 
replace If a rule is embeddable in another rule, 
replace the latter for a compositional rule with variables.  
For example, if given two rules below, 
 S/read(pete, book)  ivnwqi      (16) 
 B/pete  wqi         (17) 
then, after operation replace, the rules above become 
 S/read(x, book)  ivn B/x        (18) 
 B/pete  wqi         (19) 

2.2. State, State Change, Action of Predicates 
The difference point between Kirby’s model and 

our model is that the listener cannot always get a 
meaning of an utterance precisely, i.e., in Kirby’s model, 
the listener always gets a pair of the utterance and its 
meaning (PAS).  Instead of getting the meaning of the 
utterance, the listener gets the utterance and a state 
change which corresponds to the utterance, and uses 
them for his learning. 

In our representation, the state which agents pay 
attention to is constructed by five connected boxes, and 
two or three boxes out of five are filled with numbers, 
from one to five. See figure 1.   

 
Fig.1. State representation 

 
The state change is represented as a change of numbers 
and a change of places which numbers are filled with.  
The agent’s language of our model is constructed five 
kinds of predicates and five kinds of arguments like 
Kirby’s model.  The arguments are numbers from one 
to five, and the predicates are `step’, `gather’, `swap’, 
`put’, and `sub’.  In our model, each predicate has an 
operation to change a state.  The followings are the 
definitions of each predicate.  Hereafter, we call a state 
which is not operated yet `before state’, and a state 
which is operated by the parent `after state’. 
 
step(x, y) 
Condition: Before state contains x and y, and there is at 
least one box between x and y. 
Operation: move x to y one box.  If the box next to x 
is filled with a number, swap the number and x. 
gather(x, y) 
Condition: Before state contains x and y, and there is at 
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least one box next to y. 
Operation: move x next to y. 
swap(x, y) 
Condition: Before state contains x. 
Operation: If before state contains y, swap a position of 
x and y.  If before state does not contain y, swap x and 
y, and x disappears from after state. 
put(x, y) 
Condition: Before state contains x, and does not contain 
y, also there is at least one box next to x. 
Operation: add y next to x. 
sub(x, y) 
Condition: Before state contains x, and x > y, also does 
not contain x-y. 
Operation: Subtract y from x (rename x to x-y). 

  

3. What is Multiple Cognition of Our Model? 
     To represent multiple cognition, i.e., several 
meanings for one situation, the operations performed by 
the parent are designed to overlap its action deliberately.  
Figure 2 indicates multiple cognition of `step(2, 4)’, 
`step(2, 5)’, and `gather(2, 5)’. 

 
Fig.2. Example of multiple cognition 

step(2, 4) – step(2, 5) – gather(2, 5) 
 

III. Experimented Procedure 

The simulation implements these processes: 
1. The speaker tries to produce utterances which will 
form input to the listener.  This process repeats number 
of times (depends on the experimenter: in our 
experiment, it is limited to 50 times, which is the same 
as Kirby’s experiment). 
(a) The speaker is given a before state and an operation 

(meaning) chosen randomly from a meaning space. 
(b) The speaker executes the operation, and makes an 

after state. 
(c) If the speaker is able to generate strings as an 

utterance for that operation using her grammar, she 
makes it. Otherwise, she invents strings randomly, 
and if the need arises, she uses this invented rule 
again. 

(d)The listener infers the operation (meaning) of the 
strings (utterance).  If he can figure out the 
operation of strings, uses a pair of the operation 
(meaning) and the strings (utterance) to his learning.  
If there exists several candidates of operation, 

choose them randomly.  If he cannot figure out the 
operation of the strings, then he adapts one 
operation randomely. 

2. The speaker’s grammar is logged, and she is deleted 
from the simulation 
3. The listener becomes the new speaker, and a new 
listener with an empty grammar knowledge is added to 
the simulation. 

IV. Experiment and Result 

     In this section, we show the procedure and the 
result of our experiment.  The purpose of the 
experiment is to demonstrate acquisition of 
compositional language under environment of multiple 
cognition.  To evaluate the accomplishment of the 
learning, we investigate expressivity in the following 
definition, as well as the number of grammar rules. 

Definition (Expressivity) 
Expressivity is the ratio of the utterable meanings 
against the whole meaning space. 

The experiment was carried out until the 100th 
generation.  In fact, we have carried out until the 
1000th generation; however, both of expressivity and 
the number of rules converged until the 100th 
generation, and thus we discuss the result derived by the 
100th generation. 

2. Experiment 2: Learning without Meaning of 
Utterance 

          In this experiment, the listener does not get a 
meaning of an utterance, and infers the meaning from 
the utterance and a state change.  Different from 
Kirby’s model, incomprehensible utterances are given at 
the tail of the 50 utterances, e.g., in case of 20 %, the 
first 40 sentences are given paired with PAS as training 
data while the rest 10 utterances are meaningless.  This 
is because inference of the listener must be evoked after 
a certain accumulation of grammar knowledge.  
Namely, the listener could consider that the intention of 
the speaker was not clear but referring back to the 
previous knowledge the listener could partially guess 
what the speaker had said.  Figure 3 and Figure 4, the 
results of the average of 100 trials, show that the 
expressivity and the number of rules at the rate of the 
inference rate are set from 0% to 100 %.   

The results of this experiment show that while the 
inference rate is low, i.e., the listener can get many 
training data from the speaker, the expressivity of the 
grammar indicates high value, and the number of rules 
is small.  Namely, the listener acquires compositional 
language.   On the other hand, the more inference rate  
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 Fig.3. The movement of the expressivity 

Table 1. Sample grammar of convergence   
generation. Inference rate is 8 %. 
S/p(x, y)  j A/x g A/y D/p inrgh 

A/1  h D/gather  k 
A/2  i D/put  la 
A/3  m D/step  gnnag 

A/4  ji D/sub  nke 
A/5  f D/swap  kr 

 
Table 2. Sample grammar of convergence   
generation. Inference rate is 50 %. 

S/p(x, y)  A/x e C/p oc A/y 
S/p(x, y)  A/y e C/p poc A/x 
A/1  q D/gather  v 
A/2  q D/put  czc 
A/3  q D/step  v 
A/4  q D/sub  v 

A/5  cr D/swap  v 

          per generation with inference. 

 
language with Iterated Learning Model.  As the result 
of our experiment, without training data f rom the 
speaker, the listener could not avoid the influence of 
multiple cognition.  The result of ILM strongly 
responds to learning algorithm, so instead of just 
following Kirby’s model, we need to improve learning 
algorithm of our model.  In our present model, if a 
need to choose one meaning from several meanings 
arises, the listener chooses randomly.  In the near 
future, using weighted selection, we will improve this 
random selecting method to a method with directional 
characteristics for selecting one meaning.  Also, we are 
planning to employ prefix or suffix to the arguments of 
predicate of language in our model to avoid multiple 
cognition. 

 
  Fig.4. The movement of the number of   

rules per generation with inference. 
 
increases, the more the expressivity decreases and the 
number of rules increases.  The possible reason is that 
the complement of meanings by inference is incomplete, 
the listener acquires rules which were originally not 
included in the speaker’s grammars, so the listener 
cannot generalize such rules well.  Also, the 
mechanism to avoid multiple cognition of our model is 
only the training data from the speaker, so increase of 
inference rate leads low expressivity and large number 
of rules.  Table 1 shows the acquired grammar of the 
listener in the convergence generation while inference 
rate is 8 %, and table 2 shows the result of the inference 
rate is 50 %.  Obviously, we can observe many 
polysemous words in table 2. 
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Abstract: Production scheduling is one of the most important decision-making problems in the manufacturing industry.
The problem is complex due to coupling with combinatorial property and constrained requirements. To describe
production scheduling, a mixed-integer nonlinear programming (MINLP) model is developed to formulate this
decision-making problem. On the other hand, in order to effectively make an optimal decision, a mixed-integer
evolutionary algorithm is proposed to solve this MINLP problem. Finally, an experimental example is used to test the
algorithm. The experimental results demonstrate the proposed algorithm can effectively handle the production
scheduling problem.

Keywords: production scheduling, mixed-integer nonlinear programming, evolutionary algorithm.

I. Introduction

In a batch manufacturing system, production
scheduling is one of the most important decision-
making problems. In such a manufacturing system,
batch operations (e.g. batch drying, batch distillation,
batch reactors, etc.) are often used to produce multiple
products that are similar in nature. When products are
similar in nature, they need identical processing steps
and the same series of processing units. Therefore, in
order to maximize productivity in the shortest possible
time, the optimal process scheduling is crucial in such
a sequential processing decision problem.

Due to the coupling with combinatorial property
and conflict constraints, this decision-making
problems is complex and difficult to solve. In order to
describe this decision-making problem, we develop a
mixed-integer nonlinear programming (MINLP)
model, based on Karimi's models [1], to formulate this
production scheduling problem. In the MINLP model,
continuous variables are used to describe the
interactive relationships (e.g. mass balances, energy
balances, physical phenomena, etc.), and integer
variables are used to represent the existence of
processes and the operational status of the processing
units. Owing to the combinatorial property of
production-strategy selection together with conflict
constraints, the MINLP model presents complex
characteristics such as multimodality, large
dimensionality, strong nonlinearity, nonconvexity, and
nondifferentiability. As a result, it is difficult to find
the globally optimal solution.

Evolutionary algorithms (EAs) [2], [3] are defined
as a class of stochastic search and optimization methods
that begin a population of randomly generated solutions
and evolve towards an optimal solution by repeatedly
applying a set of genetic operations. Due to their ability
to escape from the local optimal solutions, EAs have
been demonstrated a promising candidate for solving
complex optimization problems, including the

constrained optimization problems. For optimization
problems with complicated constraints, Michalewicz
and Schoenauer [4] surveyed and compared several
constraint-handling techniques used in EAs. Of these
techniques, the penalty function method is one of the
most popularly used techniques to handle the constraints.
In this method, the fitness function including a penalty
function, i.e. the squared or absolute constraint violation
term, is used to reject infeasible solutions. However,
these penalty function methods have a fatal weakness
when the penalty parameters are large. For example, if
the penalty parameters are large, the penalty function
tends to be ill-conditioned near the boundary of feasible
domain. Thus it may lead to a local solution or an
infeasible solution. In this paper, to effectively solve
mixed-integer constrained optimization problems (or
MINLP problems), a mixed-integer evolutionary
algorithm based on Lagrange method is developed for
solving the MINLP problems as production scheduling
problems.

In this paper, we not only formulate two MINLP
models to describe the production scheduling problems,
but also propose a mixed-integer evolutionary algorithm
to handle them. The proposed algorithm has been
successfully applied to a number of mixed-integer
optimization problems [5], [6]. Finally, a production
scheduling problem presented by Karimi [1] is
employed to test the performance of the proposed
method. The computational results demonstrate that the
proposed method performs much better than the penalty
method.

II. MINLP Formulation for Production

Scheduling

Karimi [1] proposed a mixed-integer linear
programming (MILP) model to formulate the
production scheduling problem. In the following, we
will describe this problem for details, and then propose
a complete and explicit MINLP model to handle the
production scheduling problem.
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In this paper, we investigate a problem of scheduling
N products across an M-stage serial processing plant
with a single unit per stage. The configuration of this
multiproduct batch plant is shown in Figure 1. In this
batch plant, no storage (buffer) is available between the
processing units. Therefore, if a product finishes
processing on a unit and the downstream unit is not free
(i.e. still processing a previous product), then the
completed product must be held in the unit until the
downstream unit becomes free. In this multiproduct
plant, all products pass through the series of M units and
the processing conditions are known a priori for all the
products (i.e., the processing time tkj

of the product

kP on unit j is specified). Based on these specified
processing conditions, the objective of the scheduling
problem is to obtain the order in which the batches
should be produced so as to maximize the productivity
of the process, i.e., to minimize the makespan (the total
time required to produce all the batches).

Fig.1. Configuration of batch plants.

Firstly, let Cij
denote the time at which the ith

product in the production sequence leaves unit j. Hence,
CNM

is the makespan of the given product sequence. To
compute Cij

, consider the time-space relation of
neighborhood stages and successive products. The
completion time of the ith product in the sequence on
unit j is simply the time at which unit j starts processing
the ith product plus its processing time pij

. But unit j

cannot start processing the ith product until it has
processed the previously (i-1)th product, or until the ith
product has been processed by the upstream unit (j-1),
as shown in Figure 2. We therefore have the following
recurrence relations except for unit 1:

     ijjijiij pCCC   11 ,max (1)
MjNi ,,2;,,1for  

For unit 1, the completion times for each product can be
obtained as follows:

     NipCCC iiii ,,1for,,max 122111  
(2)

Note that Cij  0 for i 0 or j 0 .
To order the production sequence of products, a set

of binary variables are introduced as follows:











otherwise,0
sequenceproductionin the

positionatisPproductif,1 i

Y

k

ki

(3)

for NiNk ,,1;,,1  

For example, Y32 1 means that product P3 is the
second in the production sequence, and Y32 0 means
that it is not in the second position. Based on the

significance of Yki
, we obtain the following two sets of

equality constraints.

Figure 2. The time-space relation of Cij
, Ci j( )1

and

C i j( )1
.

The first set of constraints ensures that a product is
assigned to one and only one position in the processing
sequence:

Y k Nki
i

N

 


 1 1
1

, , (4)

The second set of constraints ensures that a position
in the sequence is assigned to one and only one product:

Y i Nki
k

N

 


 1 1
1

, , , (5)

Let tkj
denote the processing time for product

Pk
on unit j. Now we must utilize a given set of Yki

and
tkj

to determine the processing time pij
of the ith

product in the production sequence on unit j. If product
Pk

in the sequence position i, then pij
must be tkj

. On
the other hand, we know that if product Pk

in the
sequence position i, then Yki  1 and Y Yk k1 2 

     Y Y Yk i k i kN( ) ( )1 1 0 . Therefore, the processing
time pij

can be represented as:

2211 NjNijijiij tYtYtYp  

MjNi ,,1;,,1for   (6)
Replacing (1) and (2) by (6), so we have:

    ,max
1

11 


 
N

k
kjkijijiij tYCCC

MjNi ,,2;,,1for   (7)

     NitYCCC
N

k
kkiiii ,,1for,max

1
122111  




(8)

Since the criterion is to minimize the makespan,
the scheduling problem can be formulated as a MINLP
problem as follows:

NMCmin (9)
subject to Eqs. (4), (5), (7) and (8)

P1
P2

PN

P1
P2

PN

unit 1 unit 2 unit M

unit j-1

unit j

unit j-1

unit j

ii-1
Ci(j-1)

C(i-1)j

Cij

i-1 i

i-1 i

i-1 i

C(i-1)j

Ci(j-1)

Cij
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III. Mixed-Integer Evolutionary Algorithm

Let us consider a mixed-integer nonlinear
constrained optimization problem as follows:

)(min yx,
yx,

f (10)

subject to
ej mjh ,...,1,0)( yx, (11)

ij mjg ,...,1,0)( yx, (12)
where x represents an nC-dimensional vector of
continuous variables, y is a nI-dimensional vector of
integer variables, and )( yx,jh and )( yx,jg stand
for the equality and inequality constraints. To
abbreviate these expressions, a compact notation

)( yx,z  is used in the following discussions, and the
problem is referred to as primal problem.

The Lagrange function corresponding to the
primal problem is defined by





ie m

k
kk

m

k
kk ghfL

11

)()()()( zzz,z,  (13)

where
k and

k are the Lagrange multipliers. The
exterior penalty term can be used to define the new
objective function, termed the augmented Lagrange
function, as

   


em

k
kkkka hfL

1

22)()()(  zz,z,

 





im

k
kkkk g

1

22)(  z (14)

where
k and

k are positive penalty parameters,
the bracket operation is denoted as  0,max gg 


,

and the corresponding Lagrange multipliers
),...,( 1 em and 0 ),...,( 1 im are defined

as
kkk  2 and

kkk  2 .

In nonlinear programming, the Kuhn-Tucker
optimality conditions are used to solve constrained
optimization problems. The Kuhn-Tucker optimality
conditions are suitable only for differentiable and
convex problems. Unfortunately, the mixed-integer
constrained optimization problems are just non-
differentiable. However, the saddle point theorem [7]
can provide sufficient conditions for solving
constrained optimization problems without any
differentiability or convexity requirements. It states
that, if a point is a saddle point of the augmented
Lagrange function associated with the primal problem,
then the point is the solution of the primal problem.
Accordingly, in this paper the saddle point theorem is
used to solve mixed-integer constrained optimization
problems.

The saddle point can be obtained by minimizing
)( **  ,z,aL with the optimal Lagrange multipliers

)( **  , as a fixed parameter vector. However, the
difficulty of this minimization is that it requires the

knowledge of )( **  , previously. In general, the
optimal values of Lagrange multipliers are unknown a
priori. The duality theorem [7] can be employed to
overcome this difficulty.

According to the duality theorem, we can
construct an evolutionary max-min algorithm to solve
mixed-integer constrained optimization problems. The
evolutionary min-max algorithm (MIHDE-AMM)
includes two phases as stated in Table 1. In the first
phase (step 2 in Table 1), a mixed-integer evolutionary
algorithm, called MIHDE [6], is used to minimize the
augmented Lagrange function with multipliers fixed.
In the second phase (step 3 in Table 1), the Lagrange
multipliers are updated to ascend the value of the dual
function toward obtaining maximization of the dual
problem.

Table 1. Evolutionary max-min algorithm for mixed-
integer constrained optimization problems.

Step 1. Set initial iteration: 0l . Set initial multipliers:
0l

k for
emk ,...,1 , 0l

k for

imk ,...,1 . Set penalty parameters: 0k
for

emk ,...,1 , 0k for
imk ,...,1 .

Step 2. Use MIHDE to solve )( ll
aL υ,νz, . Let

b
lll

b )( y,xz  be a minimum solution to the

function )( ll
aL υ,νz, .

Step 3. Update the multipliers as follows:
l
k

l
bk

l
k h   )(1 z



  l
k

l
bk

l
k g  )(1 z

Step 4. Update
k and

k , if necessary.

Step 5. If the maximum iteration is reached, stop.
Otherwise, let 1 ll and repeat Steps 2 to 4.

As far as the evolutionary computation is concerned,
the evolutionary max-min procedure may increase many
function evaluations and affect the convergence rate.
However, in order to find the exact solution, it is
necessary and inevitable unless using other special
approaches, e.g., sequential quadratic programming
(SQP) [8], to continuously update the Lagrange
multipliers. Unfortunately, SQP is not applicable for the
non-differentiable mixed-integer constrained
optimization problems. The update of the Lagrange
multipliers is based on the exact or approximate
minimum of the augmented Lagrange function with
multipliers fixed. As presented by Arora et al. [8], an
exact or approximate minimum is necessary in order to
ensure proper shift of the Lagrange function towards the
required solution. With a rough minimum, the shift of
the Lagrange function may be far away from the
required solution leading to obtain a nonexistent dual
function so that the duality theorem shall be disobeyed.
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IV. Experimental Example

An example in Karimi [1] is given here to test the
performance of the MIHDE-AMM algorithm. The
MIHDE with penalty function method (MIHDE-PFM)
is used to be compared.

In this example, we consider a three-unit, four-
product production scheduling problem. Therefore, the
MINLP problem with 8 equality constraints includes
one real variable and 16 integer variables. Table 2
shows the data of processing times as discussed in
Karimi [1]. Karimi obtained the minimum makespan of
34.8 hrs. In this example, we use the minimum value as
a stopping criterion to check how much iteration for
MIHDE-AMM reaching to this global solution. The
product sequence of 1-3-4-2 with a makespan of 34.8
hrs, and the optimal completion times are shown in
Figure 3.

Table 2. Processing times (h) of products.
unitsProducts

1 2 3
1 3.5 4.3 8.7
2 4.0 5.5 3.5
3 3.5 7.5 6.0
4 12.0 3.5 8.0

unit 1

unit 2

unit 3

Holding Time

4 2

3.5 19.8 23.8

7.8 15.3

7

23.3 29.3

16.5 22.5 31.3 34.8

31

Figure 3. Optimal completion times for four products.

For comparison, The penalty function method
(MIHDE-PFM) is also applied to solve the production
scheduling problem. Table 3 shows that the
computational results for MIHDE-AMM and MIHDE-
PFM with penalty parameters of 1, 103 and 106. For
penalty parameters of 103 and 106, both two algorithms
can find the same optimal solution. However, the
feasible solution are not obtained by MIHDE-PFM with
penalty parameters of 1 because some inequality
constraints are violated. Conversely, the MIHDE-AMM
can obtain the same optimal solution using the penalty
parameters of 1. This result demonstrates that the
MIHDE-AMM outperforms the MIHDE-PFM.

IV. Conclusions

In this paper, a mixed-integer nonlinear
programming (MINLP) model is developed to
formulate the production scheduling problem. In order
to effectively find the optimal solution, a mixed-integer
evolutionary algorithm is proposed to solve this MINLP

problem. From computational results, we can find that
better results are obtained in comparison with the
penalty function method. This demonstrates that the
algorithm can effectively handle the decision-making
problem of production scheduling.

Table 3 . Comparison of the MIHDE-AMM and
MIHDE-PFM for various penalty parameters, k

,
k  1 8, , .

MIHDE-AMM MIHDE-PFM
Item k  1 k  103 k  106 k  1 k  103 k  106

zf 34.8 34.8 34.8 8.0† 34.8 34.8
z1h 0.0 0.0 0.0 -1.0‡ 0.0 0.0
z2h 0.0 0.0 0.0 -1.0‡ 0.0 0.0
z3h 0.0 0.0 0.0 -1.0‡ 0.0 0.0

z4h 0.0 0.0 0.0 -1.0‡ 0.0 0.0
z5h 0.0 0.0 0.0 -1.0‡ 0.0 0.0
z6h 0.0 0.0 0.0 -1.0‡ 0.0 0.0
z7h 0.0 0.0 0.0 -1.0‡ 0.0 0.0
z8h 0.0 0.0 0.0 -1.0‡ 0.0 0.0

TFC 21905 663 663 NTR 663 663
NTR: The global solution is not to reach.
†: The solution is infeasible.
‡: The constraint is violated.
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Abstract: It is clear that different images will be obtained when one takes pictures with different camera positions.
One can easily determine the characteristics of the captured image by projective geometry. However, it is hard to
estimate the camera position only from an image. Machine learning methods are very useful for the nonlinear relation
identifying. In this research, released situations of the images comparing to the earlier works are considered. An
adaptive neuro-fuzzy inference system (ANFIS) network design is deployed and used for camera position estimating in
this paper. From the experimental results, it is evidently that the proposed method can estimate the center of the camera
correctly and effectively.

Keywords: ANFIS, Image feature extraction, Camera position estimation, Projective geometry.

I. INTRODUCTION

The 3D scenery and the pictured 2D image which
could be related by projective geometry. However, the
relationship is nonlinear and highly complicated.
Adaptive neuro-fuzzy inference system (ANFIS) is
provided for finding out this relationship, and that may
be a possible way to building the relationship.

Consider a circular target in the 3D scenery, and the
center of the circular target is projected to the centerline
of a 2D image, the circle in the 3D scenery will be
projected to a deformed circle in the 2D image. By
projective geometry, the features of the deformed circle
can be obtained from the diameter of the circular target,
the distance between the camera center and the target
center, and the variation angle of the camera. By this
relation, it is possible to estimate the position of the
camera from some features of the deformed circle and
the circular target. However, the relationship between
these features and the position of the camera is more
complicated then previous research. In [1][2], an
algorithm was developed for solving the problem under
the condition that the target center must be at the center

of image. However, it is not general enough for the
applications of security systems [3] and aerial
photography [4]. Thus we try to release the restriction
and to solve this problem in this paper.

ANFIS is used for learning the mapping relation
between the 3D world and the 2D image in this paper.
The data pre-processing procedure [5] is provided to
speed up the learning efficiency of the ANFIS. The
experimental results show that the camera positions
could be estimated quickly and accurately by the image
features. Details are illustrated in the following contents.

II. PROJECTIVE TRANSFORMATION OF
THE IMAGE

When we take pictures by camera, a point in the 3D
space is projected to 2D image through the camera
center, and different positions of camera center will
result different projections of the point [6]. Consider the
captured image. It is the projection of a circular target in
the 3D space. A circular target will result in a deformed
circle in the captured image. One can always trim the
camera so that the crossover point of the axes of the
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deformed circle, called the ‘center’ of the deformed
circle, is located on the vertical line crossing the center
of the image, as shown in Figure 1. Obviously, this
‘center’ is the projection of the center of the circular
target.

From Figures 1 and 2, one can choose five quantities
to form the following features:

1. “Ratioproject = kh ” is dependent on the pitch angle of
the camera.

2. “Ratioheight = dr ” is dependent on the distance
between the camera and the image center in the 3D
world.

3. “Ratioangle = rh ” is dependent on both the pitch
angle of the camera and the distance between the
camera and the image center in the 3D world.

4. “Ratioposition = k Q ” is dependent on the target
position.

The relationships of these parameters could be
calculated by trigonometric relations and projective
geometry. The relationships are shown in Figures 2 (a),
(b) and (c). From above, the algorithm to find these

ratios could be written as in Algorithm 1.

d

h

k
r

Q

Figure 1. Projected image of a circular target.
O

H
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μ
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β
φ

σω γ η

P
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b
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d
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u

f

Q

(a)

R

(b) (c)

Figure 2. Relationship between the circular target
and the projection: (a) Features of the circular target
projection. (b) Feature r of the circular target
projection. (c) Half visual angles.

Algorithm 1: Algorithm for finding the ratios.
Find the geometry projection of the Perspective
target.
Procedure Perspective_target (Ratioproject, Ratioheight,
Ratioangle, Ratioposition )

“MinRtm: The lowest boundary of the target moving
range in image.”

“MaxRtm: The highest boundary of the target moving
range in image.”

“r: The radius of target.”
“ λ : The half vertical visual angle of camera.”
“ δ : The half horizontal visual angle of camera.”
“R: The distance between the camera and the image

center in the 3D world.”
“ θ : The pitch angle of the camera.”
“The remainder definitions of parameters are shown in

Figure 2. ”

r=2.6, λ =27, δ =36
for R=20:1:300

for θ =-62:1:62
{

RH *θsin= ,
Ha *ρsin= , Rb *θcos= ,

η-θρ = , ηθφ +=

Hf *φtan= , rfd 2-= ,

MinRtm= ( )rab --
MaxRtm= ( )brf --

for Range = MinRtm: 1: MaxRtm
{

Rangebe += ,

)(tanμ 1
H
e

= , )(tanα 1

H
d

=

μ-φω= , α-μσ = , θ-αγ =

RP *γtan= , tan(γ σ)*Q R  ,

RS *)ωσγtan( ++=

-k Q P , -h S Q , ( ) ( )22 - Heu =

uv *λtan= , Rm *λtan= ,
Rn *δtan=

d= 22 nm + ,
)σγcos(

*
+

=
u

rR
r

Ratioproject= kh , Ratioheight = dr ,

Ratioangle= rh , Ratioposition= k Q
}

}
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III. FEATURE EXTRACTION AND IMAGE
PROCESSING

In this paper, the features of image are Ratioproject,
Ratioheight, Ratioangle and Ratioposition. The procedure for
feature extraction and image processing is illustrated in
Figure 3.

Thresholding and filtering are proposed for target
segmentation in this procedure. The binary image could
be get by thresholding, and that will be more easily for
analyzing and computing [7] [8]. The range of the basic
rectangle [7] is defined by the minimum rectangle
containing the object. The definitions of the major axis
and the minor axis are the longer edge and the shorter
edge of the rectangle, respectively.

In this case, refer to Figure 1, the length of the major
axis is equal to rr + , and the length of the minor axis
is equal to h + k.

Figure 3. Procedure for feature extraction.

IV. DATA PRE-PROCESSING AND ANFIS
TRAINING

In this paper, the ANFIS [5][9] is provided for
replace the highly complicated relationship between a
circular target in the 3D scenery and its projective
transformation. The training data is constructed by
Algorithm 1. The amount of the data is so huge that the
training time is intolerably long. The data pre-
processing procedure, illustrated in Figure 4, is
proposed to speed up the training. There are two parts in
this method, which are data segmentation and data
classification. In the first part, the data are segmented
into several stages for reducing the huge data base, are
called “Data stage_1~k”. In the second part, the “Data
stage_i” is classified as four inputs related to Q, θ and
R , respectively. For further data classification, each
class of data are sorted out the high correlated data and
low correlated data for ANFIS training.

The ANFIS is trained with the highly correlated data,
which will result in defining fewer fuzzy sets on the
input data. This idea can save a lot of time for training,
and the resulting ANFIS will have more precise
estimation.

V. EXPERIMRNTAL RESULTS

Consider the case that the radius of the circular
target in 3D world is 2.6 cm, the angle θ is varied from
-62° to 62°, and the distance R is varied from 20 cm to
300 cm. The training data is generated by geometry
computing. By the data pre-procession procedure, the
data base is classed into the smaller and simpler stages
for ANFIS training. Consequently, the numbers of the
ANFIS are increased with the data stages. For this
example, the data stage of “height 126~130cm” is
selected for demonstrating the ANFIS training results.

There are three ANFIS’s used for estimating Q, 
and R. The input data for these ANFIS’s are Ratioproject,
Ratioheight, Ratioangle and Ratioposition. The ANFIS training
results are shown in Figures 5 (a), (b) and (c), and the
resulting RMSE (root mean squared error) of Q, R and θ 
are 0.641, 0.124 and 0.365, respectively. The numbers
of fuzzy sets on the inputs for each ANFIS are
summarized in Table 1. Take the first row of Table 1 as
an example, the ANFIS input Ratioposition and ANFIS
output Q has the highly correlation, therefore the
number of fuzzy sets for Ratioposition is 4; on the contrary,
the number of fuzzy sets for other inputs are larger than
4. All the membership functions of the input fuzzy sets
are in the shape of Gaussian.

Consider the image shown in Figure 6(a). The size
of this image is 160*120 pixels. Figure 6(b) is the
binary image of it, and Figure 6(c) shows the basic
rectangle of the target. The length of the major axis is
29.6583 and that of the minor axis is 21.8644. In Figure
6(c), its features are extracted by image processing
algorithm. The extracted features will be the input of
ANFIS for the camera position estimation. For this case,
the image features were extracted and that were shown

Figure 4. The data pre-processing procedure.
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in Table 2. The result of camera position estimation by
ANFIS is shown in Table 3. From Table 3, it is shown
that the camera position could be estimated from a real
image by the proposed procedure.

(a)

(b)

(c)
Figure 5. ANFIS checking results. (a) the distance Q

(b) the distance R (c) the angle θ

Table 1. Numbers of fuzzy sets on inputs for each
ANFIS

Input
ANFIS Ratioproject Ratioheight Ratioangle Ratioposition

for Q 8 8 8 4
for R 8 4 8 8
for θ 4 8 8 8

(a) (b) (c)
Figure 6. Image of the reference object. (a) Image
input (b) Binary image (c) Basic rectangle of image

Table 2. Image features of Figure 6(a).

Features Ratioproject Ratioheight Ratioangle Ratioposition

Ratios 1.1092 1.0247 8.9016 0.0817

Table 3. Estimated results of Figure 6(a).

Q (cm) R (cm) θ (°)
ANFIS Output 2.34 36.87 41.89

Camera position 2.5 37 42
Error 0.16 0.13 0.11

VI. CONCLUSION

In this paper, the restriction in [2] that the ‘center’ of
the deformed circle, which is the projection of the
circular target, has to be located at the center of the
captured image has been released to be located at the
vertical line crossing the center of the image. The
proposed algorithm could estimate the camera position
under this condition. The released condition caused the
huge amount of training data. The data pre-processing
procedure was introduced on the training process for
ANFIS to speed up training. Experimental results show
that this can simplify the ANFIS learning and reduce the
learning time.

From the experimental results, we use the image
feature extraction algorithm to find out the available
features of the object as ANFIS inputs. The algorithm
could extract the features of object precisely, and the
obtained ANFIS also can estimate camera position
effectively. It shows that the complicated mapping and
highly nonlinear image projective transformations could
be replaced by ANFIS.
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Abstract: In this paper, a sliding mode control (SMC) design based on Gaussian radial basis function neural network 
(GRBFNN) is proposed for the synchronous reluctance motor (SynRM) system in electrical motorcycle applications. 
The conventional sliding mode control is assumed that the upper lumped boundary of parameter variations and external 
disturbances is known and the sign function is used. It causes high frequency chattering and high gain phenomenon. In 
order to avoid above drawback, the proposed method utilizes the Lyapunov stability method and the steep descent rule 
to guarantee the convergence asymptotically and reduce the magnitude of the chattering or avoid the chattering. Finally, 
numerical simulations are shown to illustrate the good performance of our controller design. 
 
Keywords:  Sliding mode control, Radial basis function neural network, Synchronous reluctance motor, Electric m
otorcycle, Lyapunov stability method. 

 

I. INTRODUCTION 
In recent years, the discussion of environmental 

protection such as reducing air pollution and to avoid 
gasoline depletion, some countries require their 
automotive industries to develop electric vehicles in 
place of gasoline-powered automobiles gradually [1,2]. 
In Asia, motorcycles are much more widespread than 
automobiles for individual transportation, so we 
attention on the development and research of electric 
motorcycles. SynRM [3,4] has been a renewed 
interesting research subject, due to the rotor circuit of 
the SynRM is opened such that the flux linkage of 
SynRM is directly proportional to the stator currents. 

The fast and error-free dynamic response is a 
primary topic in control systems. Recently, many 
researches have focused on designing the electric 
motors. The parameters of electric motors may be 
changed in working circumstances. Therefore, the 
robust control technology can be solved in parameter 
variations and external disturbances.  

One of the famous methods about robust control of 
the parameter variations system is the so-called variable 
structure control [5,6] in modern control theories. The 
sliding mode control has been proven as an effective 
and robust control technology to overcome the 
uncertainties when the upper lumped uncertainty 
boundary of the systems is known.  

The GRBFNN control1er is an effective method 
when the systems mathematical model is unknown, or 
known with uncertainties. It is a three-layer feedforward 
neural network structure [7] which has the nonlinear 

transformation of Gaussian basis function in the hidden 
layer and output layer is the linear combination of 
hidden layer responses. 

According to the RBFNN advantages, we proposed 
the SMC design based on GRBFNN concept of SynRM 
system. The GRBFNN doesn’t use the signum function 
control element hence this system reduces chattering 
phenomenon and has the response smoother. 

II. MOTORCYCLE MODEL  
The model of the electric motorcycle propulsion 

system is shown in Figure 1. This model describe is 
based on the principles of mechanics and aerodynamics. 
The load torque of motorcycle is shown in Figure 2, it is 
composed of

rF , aF  and
gF . The total load of the 

motorcycle is given by 
gar FFFF ++=                (1) 

where the 
rF , aF  and 

gF  are rolling resistance, 
aerodynamic drag and grading resistance, respectively. 
They are the function of rotational speed as follows. 

θcosrr MgCF =  : rolling resistance 
2

2
1 vACF fda ρ=  : aerodynamic drag 

θsinMgFg =      : grading resistance 
where, ρ is the air density, dC  is the aerodynamic 
drag coefficient, fA  is the orthographic projection 
area which is composed of the driver and the travel 
direction of the vehicle, v  is the linear speed of the 
motorcycle, M is the mass of the motorcycle, g is the 
gravitational constant, rC  is the rolling resistance 
coefficient, θ  is the grade angle. The linear speed v  

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 314



 

is proportional to the rotor speed of SynRM as 

r
o

t

i
Rv ω=                      (2) 

where tR is the radius of the tire, oi is the total ratio 
between the motor shaft and the differential axle of the 
vehicle, respectively. Hence, the total load torque is 
represented as follows. 

)
2
1sincos(    

)(

2vACMgMgC
i
R

FFF
i
RT

fdr
o

t

agr
o

t
L

ρθθ ++=

++=
  (3) 

Fig. 1. Configuration of the electric motorcycle   
propulsion system. 

  

θ
θcosMgMg

θsinMgFg = θcosrr MgCF =

2

2
1 vACF fda ρ=

 Fig. 2. Elementary forces acting on the motorcycle. 
 

III. MODELING OF THE SYNRM 
The model of the SynRM is shown in Figure 3. The 

d-q equivalent voltage equations of the SynRM with the 
synchronously rotating rotor reference frame are 
represented as 

qsqsr
ds

dsdssds iL
dt

diLiRV ω−+=        (4) 

dsdsr
qs

qsqssqs iL
dt

di
LiRV ω++=        (5) 

where the Vds and Vqs are direct and quadrature axis 
terminal voltages, respectively. The ids and iqs are, 
respectively, direct axis and quadrature axis terminal 
currents or the torque producing current. The Lds and Lqs 
are the direct and quadrature axis magnetizing 
inductances, respectively. The Rs is the stator resistance 
and rω is the speed of the rotor. 

+

q sV

q si + −

−

q sL

d sd sr iLω

+

d sV

d si + −

−

d sL

q sq sr iLω−
sRsR

  Fig. 3.  The model of synchronous reluctance motor 

The corresponding electromagnetic torque  eT   
and motor dynamic equation are given as following 

qsdsqsdse iiLLPT )(
2
3

−=          (6) 

r
r

Le B
dt

dJTT ωω
+=−           (7) 

where P , LT , J  and B  are the pair of poles, the 
torque load, the inertia moment of rotor and the viscous 
friction coefficient, respectively. If both ids and iqs are 
suitable selected values, we can control the 
electromagnetic torque in (6) and (7) to satisfy the 
torque of load and the speed command.  

A comparative study of different control methods of 
the SynRM was done by Betz et. al. [3]. We adopt 
the maximum torque control (MTC) strategy [4]. 

 

IV.   SLIDING MODE CONTROL (SMC) 

We can rewrite the motor dynamic equation of (7) as 
follows:   

))((      
)(      

)()1()(

ftuba
TTba

TT
JJ

B

oro

Ler

Le
m

r
m

m
r

++=

−+=

−+−=

ω
ω

ωω&

        (8) 

where 

aa
J
Ba o

m

m Δ+=−≡ ;   bb
J

b o
m

Δ+=≡
1  

eTu ≡ ;           ))((1
Lr

o
bTtbua

b
f −Δ+Δ≡ ω  

mmom JJJ Δ+≡ ;     mmom BBB Δ+≡  
The subscript index “o” indicates nominal system 

value; “ Δ ” symbol expresses uncertainty, and f  is 
the lump uncertainty. Defining the velocity error 

rrefte ωω −=)( , 
refω is the velocity command.  

The sliding function is defined as 
       0  ,)()( >+= ∫ ∞−

cdecteS
t

ττ    (9) 

The input control u(t) (the electromagnetic torque 
Te) can be defined 

)()()( tututu neq +=            (10) 

To satisfy equivalent control concept ,0)( =eS& we get 
)()( fubceubaS noeqororef +−+−−= ωω&&    (11) 

We set 

)(1 cea
b

u roref
o

eq +−= ωω&         (12) 

To satisfy the sliding condition 0)()( <eSeS & , we have 

              )]([ fubSSS no +−=&            (13) 
Let ,Kf ≤ the uncertain nonlinear switching control
 input can be defined as 

)(SKsignun =                 (14) 
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where 

υ
υυ =)(sign  

Hence, the sliding condition 0)()( <eSeS & can be guarant
eed. To avoid the chattering phenomenon, the )(⋅sign is 
replaced by saturation function )(⋅sat . Therefore, nu be
comes 

)(SKsatunM =             (15) 
This method has a steady state error.  
 

V.   SLIDING MODE CONTROLLER     
  BASED ON GRBFNN 

In real world, the physical systems always have 
certain nonlinear and various uncertainties. The error 
back propagation NN has the disadvantages of slower 
learning speed and local minimal convergence. Hence, 
we use the GRBFNN to solve these problems and 
develop a model-free controller structure based on 
GRBFNN. The structure of the SMC based on 
GRBFNN model is shown in Fig. 4. The RBFNN model 
has j  receptive field units. We select the Gaussian 
function =)(Sjϕ  ( )( ))2/(exp 22

jj bcS −−  as the 
receptive field units, where S  is the sliding surface 
function and jc , jb  are the spread factor and central 
position of the Gaussian function, respectively. j  is 
the number of hidden layer neurons. The output u  of 
the RBFNN is the sum of weights which the output can 
be described as 

)(
5

1

Swu j
j

jϕ∑
=

=             (14) 

( )
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ −
−= 2

2

2
exp)(

j

j
j b

cS
Sϕ ,  5,,1L=j       (15) 

where 
[ ]TSSS )(,),(),( 521 ϕϕϕθ L= , TwwwW ],, ,[ 521 L=  

6
2000,

12
2000,0,

12
2000,

6
2000

54321

ππππ
−=−==== ccccc        

6/50054321 π===== bbbbb  
According the SMC reaching condition 0<SS & , the 

adaptive rules of this structure derive from the steep 
descent method to minimize the value of the 
performance index SS &  with the weight jw  as 
follows: 

)(     SbS
w
u

u
SS

w
SSw

jo

jj
j

ϕη

ηη

⋅⋅⋅=

∂
∂

∂
∂

−=
∂
∂

−=
&&

&
        (16) 

where η  is the learning rate. 
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Fig. 4. The structure of the RBFNN model 

VI. NUMERICAL SIMULATION RESULTS 
System parameters for the motor and the 

motorcycle are setting as shown in Table 1 and 2, 
respectively, and the proposed controller parameters are 
in Table 3. The sampling period of control rules is set as 
0.3 secm . To investigate the effectiveness of the 
proposed controllers, two conditions are provided in the 
numerical simulation, In Fig. 5, the response under 
grade angle o0=θ is depicted. In Fig. 6, shows the same 
speed control command under grade angle o5=θ  is 
presented. From Fig. 5 and 6, the proposed controller 
has good velocity performance.  

 
Table 1. The parameters of SynRM 

Ω= 2.4sR  1=P  
Hz)60( H 328.0 == fLds Hz)60( H 181.0 == fLqs

 
 m-kg J 2

mo 00076.0=   m/rad/sec-Nt Bmo 00012.0=

 
Table 2. The parameters of motorcycle  

mRt 2.0=  8=oi  
32.1 m

kg=ρ  
21mAf =  4.0=dC  015.0=rC  

kgM 30=  2sec/81.9 mg =   
 
Table 3. The parameters of proposed controller 

6=c  0086.0=η  
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Fig. 5. simulation results of the SMC based on RBFNN 
under grade angle o0=θ  (a) rotor velocity (b) sliding 
function (c) weights 
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Fig. 6. simulation results of the SMC based on RBFNN 
under grade angle o5=θ  (a) rotor velocity (b) sliding 
function (c) weights 

VII. CONCLUSION 

A SynRM of the electric motorcycle using the 
sliding mode control based on GRBFNN is proposed in 
this paper. It derives from the steep descent method to 
minimize the value of the performance index SS & . Hence, 
the chattering problem can be minimized with the 
proposed control and has the better smooth response. 
Finally, we employ the numerical simulation results to 
validate the proposed method. 
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Abstract: This paper presents the PC-based LabVIEW as a software to develop the algorithm of the robust complex 
extended Kalman filter (RCEKF) for detection of the parameters of voltage signal in power systems. The hardware of 
this paper is to take sample-and-hold card and DAQ (Data Acquisition) card for extracting the datum from the outside 
system to the PC, and the program compute the amplitude, frequency, and phase of the voltage signal with RCEKF. For 
validating the performance of RCEKF in this paper, the voltage signal from function generator is applied to check the 
feasibility of algorithm firstly, and then this application was also used in the TPC (Taiwan Power Company) secondary 
substation in Sijhou, Taiwan. 
 
Keywords:  Complex Kalman filter, robust algorithm, voltage distorted signal, LabVIEW. 

 

I. INTRODUCTION 
The parameters of voltage signal include amplitude, 

phase angle, and frequency. The accuracy of estimation 
parameter is a very important issue for the application 
of power system. From the literature review [1,2], the 
using state variable types of the extended Kalman filter 
are real type and complex type in the application of 
signals estimation generally. But the former method in 
practical application, if signal is out of order, it will 
result in the value of estimated value. The pitch of 
measured value and estimated value will increase 
gradually through tracking time.  In order to develop 
the drawbacks as above, therefore, the complex 
extended Kalman filter was proposed [3], and was 
applied in the estimation of voltage distortion signal 
parameter. The complex extended Kalman filter is 
considered only on the linear part of equation during 
filtering process. When the parameter is unnormal, 
sometimes the nonlinear will take a great influence. 

According to literature review [4], if there is a 
unusual signal in the system, the variation quantity will 
result the errors between the estimated value and the 
optimal value. This condition will cause the variable 
state which does not attach the optimal solution, and it 
can not estimate the parameter exactly.  

In order to solve this problem as above, the paper [4] 
proposed a robust calculation method in the model of 
extended Kalman filter. Thus, it can be a state 
estimation application of power system. This effect is 
pretty good by simulating verify. But the robust 
calculation method is composed by exponential function 
in innate character. It is ( )kk xHy ~exp −− . The 
application meaning is that the more difference between 
measured value and estimated value is, the less effect on 

estimation filtering is. This paper is proposed this robust 
calculation approach of complex extended Kalman filter 
in signal estimation to improve performance. The 
application of signal estimation is only applied on the 
simulation stage in literature review [3-14]. But these 
approaches are seldom applied in practical measurement. 
Thus, each algorithm does not have practical 
verification in practical task.  

The LabVIEW [15-20] by PC-based is often applied 
in power system. Thus, this paper is used the graphic 
control software of LabVIEW to finish the program of 
robust complex extended Kalman filter. This program is 
used practical measurement as follows. Firstly, it is 
given the sine wave by function generator. Secondly, it 
is given the voltage signal of Sijhou secondary sub-
station in Changhua county of TPC. From the above 
items, it can verify algorithm practicality in practical 
measurement. This paper is organized as follows. 
Section 1 is given a brief introduction. Section 2 is 
described the models and algorithms of this paper 
proposed robust complex Kalman filter. Section 3 is 
stated the used practical measurement to verify the 
algorithm of Section 2 proposed. Finally, we draw some 
specific available conclusions in this algorithm for this 
paper and its research direction in the future in section 4. 

 

II. THE MATHEMATICS OF ROBUST  
COMPLEX EXTENDED KALMAN FILTER  

Step 1: 
Input time-changing signals measurement value yk, 

the initial value of state variable 0x̂ , the initial value of 
error covariance P0, and the measured value of error 
covariance R0.  
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Step 2: 
Begin to track at time k=0. 

Step 3: 
State estimates 1-kk x~x~ A=    (1) 

Step 4: 
( )

k

k
k x

AxF
∂

∂
=      (2) 

T
kk|kkk|1k FPFM ∗

+ =     (3) 

Step 5: 
Measurement error covariance 

1
kk WR −=     (4) 

1ˆ −−−= kk xHy
kk eWW    (5) 

Where, 1ˆ −−− kk xHye is the Robust exponential function of 
complex style. 

If it is real style, the Robust exponential function 
is ( )1ˆ −−− kk xhye . 
Step 6: 

The Calculation of Kalman is shown as follows. 
[ ] 1

k
T

k
T

kk RHHPHPK −∗∗ +=   (6) 
Step 7: 

State filtering  
( )1-kkk1-kk x~HyKx~x̂ −+=   (7) 

Then, renews the Pk. 
Step 8: 

To judge time value k, we have to depend on if it is 
larger setting time or not. If it is less than this value, 
then it is progressed to trace next time point. If it is 
larger than this value, then it is ended this tracking. 
 

 
Fig. 1. The program equation of Robust Complex 
Extended Kalman filter. 
 

Robust Complex Extended Kalman filter is by 
means of kW of step 5 to control the Kalman Gain 

value. Thus, it can restrain un-exact measurement value 
or the parameter unusual changed to the effect of total 
estimation procedure. When some unusual measurement 
occurs, it is presented that measurement value ky  has 
the significant change. But the prediction of state 
variable hasn’t detected the unusual measurement value.  
And it is mistaken the calculation of measurement value 
function which is under normal condition. Thus, when 
the measurement value happens to distort, the absolute 
value of Innovation Vector will increase. This outcome 
will result in the value of exponential function to reduce. 
Thus, it can assist to decrease the weight value. It can 
reduce the effect of distortion measurement value for 
estimation. Fig. 1 as shown is applied the software 
LabVIEW edited the equation of Robust Complex 
Extended Kalman filter. 

 

III. NUMERICAL SIMULATION & RESULT 
This paper is applied the program of Robust 

Complex Extended Kalman filter on LabVIEW base. It 
is verified practical measurement for three situations as 
follows. Firstly, it is given the sine wave by function 
generator. Secondly, it is given the voltage signal of 
Sijhou secondary sub-station in Changhua county of 
TPC. The function generator supplies the sine wave 
form signal in the first condition. This signal can alter 
the magnitude of amplitude and frequency. This paper 
proposed test signal frequency is 60Hz, and its 
amplitude is 1V sine wave form signal. It is modulated 
parameter by the knob of function generator. The 
voltage signal measurement of Sijhou secondary sub-
station is at Changhua county of TPC in condition (2). 
Now, different application results of signals 
measurement are depicted as follows. 
 
 
 
 
 
 
 
 
Fig. 2. The wave form of function generator by 
oscilloscope display. 
 

 
Fig. 3. The signal wave form of function generator 
displayed from 0.6 second to 1.6 second. 
 
Situation 1: The measurement that function generator 
supplies the sine wave form signal 
a.Signal amplitude change 

Fig. 2 shows that function generator supplies the 

  

Before amplitude variation After amplitude variation 
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sine wave form. The frequency of this signal is 59.99Hz, 
and the amplitude is 1.05V. Its amplitude is 0.625V 
from 0.97 second to 1.1 second after variation. Fig.3 
shows that function generator supplies the sine wave 
form from 0.6 second to 1.6 second. Fig. 4 shows the 
amplitude estimation diagram of this paper proposed 
method. The value of amplitude estimation is 1.041V at 
0.6 second before variation. Its relative error is 0.86%. 
The estimation value is 0.624V at 1.8 second. Its 
relative error is 0.16%. Its response time of estimation is 
0.7 second. 
 
 
 
 
 
 
 
 
Fig. 4. The amplitude estimation diagram of this paper 
proposed method. 
 
 
 
 
 
 
 
 
Fig. 5. The wave form of function generator by 
oscilloscope display. 
 
 
 
 
 
 
 
 
Fig. 6. The signal wave form of function generator 
measured from 0.7 second to 1.7 second. 
 

 
Fig. 7. The frequency estimation diagram of this paper 
proposed method. 
 
b.Signal frequency change 

Fig. 5 shows that function generator supplies the 
sine wave form. The frequency of this signal is 60.04Hz, 
and the amplitude is 1.05V. Its frequency variation is 
from 1.19 second to 1.40 second. Fig.6 shows that 
function generator supplies the sine wave form from 0.7 
second to 1.7 second. Fig. 7 shows the frequency 
estimation diagram of this paper proposed method. The 

frequency estimation happens to oscillation suddenly 
during frequency changes, then it will trace to the signal 
frequency. The frequency estimation value is 60.032Hz 
at 1 second before frequency variation in Fig.7. Its value 
is closed to the value of Fig.6. Fig.6 displays the value 
60.04Hz of function generator frequency. The relative 
error is 0.13% between Fig.7 and Fig.6. After frequency 
variation, the frequency estimation value is 57.06Hz at 
1.6 second. The signal frequency of function generator 
is 57Hz at 1.6 second. Therefore, there is a 0.06Hz error 
at 1.6 second.  

 
Situation 2: The voltage signal measurement of Sijhou 
secondary sub-station at Changhua county of TPC  

We take a practical measurement of Sijhou 
secondary sub-station at Changhua county of TPC. We 
measured the 11.4kV BUS (Single Phase 66KV) 
voltage signal at the substation by means of PT 
(6600/115V) converting. The measured point is shown 
as Fig.8. Fig. 9, Fig.10 and Fig.11 are the estimation 
diagrams of one phase frequency, amplitude, and phase 
angle individual. The estimation value of frequency is 
60.21Hz. The estimation value of amplitude is 160.2V. 
The voltage scale shown in oscilloscope is that, the 
amplitude is 160V after converting. Both the estimation 
value and the oscilloscope display value are very similar. 
The estimation value of phase angle is approximately -
129.5°. 
 

 
Fig. 8. The single line diagram of Sijhou secondary 
substation. 
 

IV.   CONCLUSIONS 

It only takes the simulation of software verse signal 
parameter in past literature review. This paper proposes 
LabVIEW the software edited by means of the program 
of Robust Complex Extended Kalman filter. We can get 
state variable of system to trace the estimation 
parameters-amplitude, frequency, and phase angle. Thus, 
we can accomplish to detect if the signal is in distortion 
or not. We can prove the feasibility of structure that can 

  

  

Before frequency variation After frequency variation 
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trace the signal parameter by means of measuring the 
sine wave form of function generator through the 
practical measuring Sijhou secondary sub-station at 
Changhua county of TPC.  

 
 
 
 
 
 
 
 
Fig. 9. The frequency estimation diagram of this paper 
proposed method. 
 
 
 
 
 
 
 
 
 
Fig. 10. The amplitude estimation diagram of this paper 
proposed method. 
 
 
 
 
 
 
 
 
Fig. 11. The phase angle estimation diagram of this 
paper proposed method. 
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Abstract: In this paper, a hybrid optimization approach is proposed to design fuzzy PID controllers for asymptotical 
stabilization of a three-dimensional overhead crane. In the proposed method, a fuzzy PID controller is expressed in terms 
of fuzzy rules, in which the input variables are the error signals and their derivatives, while the output variables are the 
PID gains. In this manner, the PID gains are adaptive and the fuzzy PID controller has more flexibility and capability than 
the conventional ones with fixed gains. To tune the fuzzy PID controller simultaneously, a hybrid optimization procedure 
integrating genetic algorithm (GA) and particle swarm optimization (PSO) method is proposed. The simulation results 
illustrate that the proposed controller can effectively perform the asymptotical stability of the prototype overhead crane. 
 
Keywords: Three-dimensional overhead crane, particle swarm optimization, genetic algorithm, fuzzy PID control, hybrid 
optimization 

I. INTRODUCTION 
Overhead cranes are widely used in industry for 

transportation systems. However, the overhead cranes 
have several problems. Such that load swing usually de-
grades work efficiency and sometimes causes load dam-
ages and even safety accidents in the worst cases. 
Therefore, some researchers have endeavored to control 
the load swing [1-8]. However, the control of overhead 
cranes is not a simple task since the overhead cranes have 
fewer control inputs than degrees of freedom. Recently, 
many methods have been proposed for the design of 
controllers. Most industrial processes nowadays are still 
controlled by PID controllers [9-12]. However, a conven-
tional PID controller may have poor control performance 
for nonlinear and/or complex systems that have no precise 
mathematical models. The main disadvantage is that they 
usually lack in flexibility and capability. 

Fuzzy controllers provide reasonable and effective 
alternatives for conventional controllers. Many research-
ers attempted to combine conventional PID controllers 
with fuzzy logic [13,14]. Despite the significant improve-
ment of these fuzzy PID controllers over their classical 
counterparts, it should be noted that they still have dis-
advantages. Furthermore, for nonlinear multivariable 
systems, how to reduce the number of fuzzy rules is un-
solved. 

Several evolutionary algorithms have been proposed 
recently to search for optimal PID controllers. Among 
them, genetic algorithm (GA) has received great attention 

and particle swarm optimization (PSO) method has been 
successfully applied to various fields [15,16]. In this paper, a 
hybrid optimization approach integrating GA and PSO 
will be adopted to perform the fuzzy PID control. In this 
manner, the proposed method is fully capable of creating a 
fuzzy PID controller and eliminates the need for human 
expertise information in the design process. To show the 
flexibility and capability of the proposed method, an 
overhead crane is adopted as an illustrative example. 
From the simulation results, one can find that the designed 
fuzzy PID controller guarantees not only prompt damping 
of load swing but also accurate control of crane positions. 

II. FUZZY PID CONTROLLERS 
In the proposed fuzzy PID controller, the input vari-

ables of the fuzzy rules are the error signals and their de-
rivatives, while the output variables are the PID gains. 
The fuzzy PID control rules are expressed as 

If  is 1e 1
iX  and  is 1e 2

jX  and  is 2e 3
kX  and  is 2e 4

lX , 

then 1   1 1   1 2   , , , ijkl ijkl ijkl
2P P I I D DK Y K Y K Y= = =  

           for 11 ,i n≤ ≤  21 ,j n≤ ≤   31 ,k n≤ ≤ 41 l n≤ ≤   (1) 
where   and   are the error signals and their 
derivatives, 

1,e 2e 1,e 2e

1 2 3 4, ,  ,i j k lX X X X

1 1, , , 
 are the membership func-

tions of    and 1,e 1,e 2 ,e 2 ,e 2KP I DK K  are the PID 
gains, 1  1  2, , ,ijkl ijkl ijkl

P IY Y Y D 1, are real numbers, n    
and  denote the numbers of input membership func-
tions, respectively. 

2 ,n 3,n

4n
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The membership functions of an FLC are usually pa-
rametric functions such as triangular functions, trapezoi-
dal functions, Gaussian functions, and singletons. Though 
the proposed method is equally applicable to all these 
kinds of membership functions, asymmetric Gaussian 
ones are used as the antecedent fuzzy sets in this paper. 
This means that input membership functions are repre-
sented as 

2

2

exp if  

( )

exp if  

k

k

k

k

k

k

k

m
mk k

k km

klm

k k
m

mk k
k km

kr

x
x

X x
x

x

ρ
ρ

σ

ρ
ρ

σ

−
− ≤

=
−

− >
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⎪ ⎢ ⎥⎜ ⎟

⎝ ⎠⎪ ⎣ ⎦
⎨

⎡ ⎤⎛ ⎞⎪
⎢ ⎥⎜ ⎟⎪ ⎝ ⎠⎩ ⎣ ⎦

 

            for  
 (2) 

1,  2, , 4,k =

1 1 2 2 3 3 4 41 , 1 , 1 , 1m n m n m n m n≤ ≤ ≤ ≤ ≤ ≤ ≤ ≤

where kx  represents the input linguistic variables, ,km

kρ  

,km

klσ  and km

krσ  denote the values of the centers, the left 
widths, and the right widths of the input membership 
functions, respectively. For the output membership func-
tions, singleton sets are adopted. In the defuzzification 
process, Wang [17] used the center of gravity method to 
determine the output crisp values. Then, if the PID control 
law is used and the control signal is determined as 

  
1 1 1 1 1 1

2 2 2 2 2 2

( ) ( )  ( ) ( )

+ ( )  ( ) ( )

P I D

P I D

u t K e t K e t dt K e t

K e t K e t dt K e t

= + +

+ +

∫
∫

    (3) 

From the above description, one can find that the gains 
of the fuzzy PID controller are adaptive such that the 
controller should have more flexibility and capability than 
the conventional ones. However, it is very difficult, if not 
impossible, to determine the parameters directly. There-
fore, a novel method integrating PSO and GA is proposed 
to search for the optimal values of these parameters si-
multaneously. 

III. A SIMULATION EXAMPLE  

1. Dynamic of An Overhead Crane 
In practice, load swing is suppressed as much as pos-

sible for safety considerations. This study considers this 
practical case of small load swing around the stable equi-
librium. Then, for the generalized coordinates ,x

Xθ ,y  
and ,Yθ in Fig. 1 the following linearized dynamic model 
[5] can be derived:  
  ( )X X X XM m x mL F D xθ+ + = −   (4) 

    (5) 0X Xx L gθ θ+ + =

  ( )Y Y Y YM m y mL F D yθ+ + = −   (6) 

    (7) 0Y Yy L gθ θ+ + =

( , , )m m mx y z

Xθ
Yθ

XF

YF

ty

tx
( , , )x y z

  
Fig. 1. Coordinate systems of an overhead crane. 

 
where  is the load mass; L is the rope length; m

XM and YM are the x and y components of the crane mass 
including the moment of inertia of the gear train and 
motors, respectively;  and  denote the viscous 
damping coefficients of the crane in the x and y directions, 
respectively; 

XD YD

XF  and YF  are the force inputs to the crane 
in the x and y directions, respectively; g denotes the 
gravitational acceleration.  

2. GA-PSO tuning Fuzzy PID Controller 
In the overhead crane, the desired value of ( )x t  and 

( )tθ  are denoted by dx  and dθ . If the PID control law is 
employed, then the input-output relation of the crane  
system is expressed as 

   (8) 
1 1 1 1 1 1

2 2 2 2 2 2

( ) ( ) ( ) ( )

( ) ( ) ( )

P I D

P I D

t k e t k e t dt k e t

k e t k e t dt k e t

τ = + +

+ + +

∫
∫

where 1 ( ) ( ) ,de t x t x= − 2 ( ) ( ) ,de t tθ θ= −  

       and 1 ( ) ( ) ,de t x t x= − 2 ( ) ( ) .de t tθ θ= −   

3. Fitness  
In designing the fuzzy PID controller, the primary 

goal is to drive an overhead crane system from the given 
initial state to the desired final state. However, if the 
number of fuzzy rules is large, then heavy computation 
burden and huge memory requirement are inevitable. 
Therefore, the primary goal and the way to reduce the 
number of fuzzy rules should be taken into account si-
multaneously in defining the fitness function. This means 
that two performance criteria are chosen as follows: 

31 2 4
2

1 1 1 1

2 2

1 2

1

[(1 ) (1 ) (1 ) (1 )]

1

[ ( ) ( )]
                                   

nn n n

i j k
i j k l

f
p p p p

t e t e t dt

= = = =

+ ⋅ + ⋅ + ⋅ +

=

+
+

∑ ∑ ∑ ∑

∫

l

  (9) 

where  ,ip ,jp   and  are the binary elements to 

indicate which ones of the membership functions are ac-

,kp ,lp
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tivated. From the definition (9), the fitness value can be 
calculated to evaluate the performance of the fuzzy PID 
controller and a higher fitness value denotes a better per-
formance. 

IV. INTEGRATION OF PSO AND GA 
PSO is a population-based stochastic searching tech-

nique developed by Kennedy and Eberhart [18]. It is similar 
to the GA in that it begins with a random population ma-
trix and searches for the optima by updating generations. 

1. Particle Representations 
Before applying the novel auto-tuning method, how to 

encode the parameters must be introduced firstly. In the 
proposed method, a mixed coding method is used, in 
which    and  are encoded as binary num-

bers and 
1 ,n 2 ,n 3 ,n 4n

,km

kρ  ,km

klσ  ,km

krσ        1 ,ijkl

PY  1 ,ijkl

IY  1 ,ijkl

DY 2 ,ijkl

PY  2 ,ijkl

IY

 2

ijkl

DY  are encoded as real numbers. This means that the 
positions of particles are represented as 
    (10)  [ ]binary real=P p p

The particle  contains binary variables taking 

the value of one or zero. The elements of  are used 
to indicate which ones of the membership functions are 
activated. As for the real particles , the elements of 

 are used to represent the values of 

binaryp

binaryp

realp

realp ,km

kρ  ,km

klσ  ,km

krσ  

     and  1 ,ijkl

PY  1 ,ijkl

IY  1 ,ijkl

DY  2 ,ijkl

PY  2 ,ijkl

IY  2

ijkl

DY . 

2. Evolutionary Algorithms 
In evolutionary strategies, the real particles  will 

employ the PSO method. As for binary particles , it 
will adopt the GA because of their nature and simplicity. 
In PSO method, the particles update their velocities and 
positions based on the local best and global best solutions 

realp

binaryp

[19]. In the evolutionary procedure, the inertia weight, the 
cognitive parameter, and the social parameter are linearly 
adaptable over the evolutionary procedure [19]. In the 
proposed GA-based method for binary particles, one 
cut-point crossover operator and single-point mutation 
operator will be employed [20]. 

V. SIMULATION RESULTS 

The parameters of the overhead crane system shown 
as Fig. 1 are chosen as [2]

1440 , 480 /X XM kg D N s m= = ⋅  

110 , 40 /Y YM kg D N s m= = ⋅  
210 , 1 , 9.8 /m kg L m g m= = = s  

and  the constraints  shown as 
 ,  4800 N 4800 NXF− ≤ ≤ 200 N 200 NYF− ≤ ≤

/12 rad/s /12 rad/sπ θ π− ≤ ≤

/ 6 rad/s / 6 rad/sπ θ π− ≤ ≤  

0 5.5 ,   0 3.m x m m y m5≤ ≤ ≤ ≤  

0.5 / 0.5 /m s x m s− ≤ ≤ , 2 22 2m s x m s− ≤ ≤  

0.3 / 0.3 /m s y m s− ≤ ≤ , 2 21.5 1.5m s y m s− ≤ ≤  
The initial state and the desired final state of the over-

head crane are ( , , ) (1, 1, /18)x y θ π=  
and ( , , ) (0, 0, 0)x y θ = . In the proposed algorithm, the 
population size, the maximal iteration number, the 
crossover rate, and mutation rate are chosen to be 40, 
2000, 0.8, and 0.2, respectively. Moreover, it is assumed 
that the values of    and  are all chosen as 
five, and the singletons of the output linguistic variables 
are all chosen as real numbers. According to the proce-
dure of the GA-PSO algorithm, the minimal fuzzy rules 
and the optimal membership functions of the input lin-
guistic variables are determined. Moreover, the optimal 
values of  and  can be determined. The former 
is found to be [00101010010101010010] and it means 
that only the membership functions 

1 ,n 2 ,n 3 ,n 4n

binaryp realp

3

1 ,X 5

1 ,X 2

2 ,X 5

2 ,X  
2

3 ,X  4

3 ,X 1

4 ,X  and 4

4X  are activated. Meanwhile, this 
also means that there are 16 ( ) fuzzy rules 
in the fuzzy PID controller. Since the number of fuzzy 
rules is reduced from 625 ( ) to 16, the computation 
burden in implementation of this fuzzy PID controller will 
also be reduced significantly. 

2 2 2 2= × × ×

45=

The simulation results shown as Fig. 2 through Fig. 5 
illustrate that the proposed fuzzy PID controller can ef-
fectively complete the asymptotical stability of the pro-
totype overhead crane. 

VI. CONCLUSION 
In fuzzy PID tuning techniques, the parameters of 

fuzzy sets and PID gains are difficult to obtain the optimal 
values for stabilizing an overhead crane. In this paper, we 
present a hybrid optimization approach integrating GA 
and PSO to design a fuzzy PID controller to asymptoti-
cally stabilize the prototype overhead crane. 
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Fig. 2. Plot of x-position ( )x t for the overhead crane 
using the proposed fuzzy PID controller. 
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Fig. 3. Plot of y-position for the overhead crane 
using the proposed fuzzy PID controller. 
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Fig. 4. Plot of X-angle of the overhead crane 
using the proposed fuzzy PID controller.  
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Fig. 5. Plot of Y-angle of the overhead crane 
using the proposed fuzzy PID controller.  
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Abstract: An important issue in nonlinear science is parameter estimation for Lorenz chaotic system. Much attention 
has attracted increasing interests for the identification in various research fields, which could be essentially formulated 
as a multi-dimensional optimization problem. A novel evolutionary computation algorithm, nonlinear time-varying 
evolution particle swarm optimization (NTVEPSO) is employed to estimate the parameters. In the NTVEPSO method, 
the nonlinear time-varying evolution functions are determined by using matrix experiments with an orthogonal array, in 
which a minimal number of experiments would have an effect that approximates the full factorial experiments. The 
NTVEPSO method and other PSO methods are then applied to identify of Lorenz chaotic system. Numerical simulation 
and the comparisons demonstrate the feasibility and the superiority of the proposed NTVEPSO method. 

Keywords: Particle swarm optimization, nonlinear time-varying evolution, chaotic system, Lorenz chaotic system. 

 

I. INTRODUCTION 
Synchronization and control of chaotic systems have 

been investigated intensely in various fields during 
recent years[1–3]. Many of the proposed approaches only 
work under the assumption that the parameters of chaotic 
systems are known in advance. In real world, the 
parameters may be difficult to determine due to the 
complexity of chaotic systems. Therefore, parameter 
estimation for chaotic systems has become a hot topic in 
the past decade[4–9]. Recently, some evolutionary 
computation algorithms have been successfully applied 
to real world optimization problems. Several researchers 
have introduced the evolutionary-based methods into 
parameter estimation for chaotic systems[10–13]. 

Particle swarm optimization (PSO) has evolved 
recently as an important branch of stochastic techniques 
to explore the search space for optimization[14]. Nowadays, 
PSO has been developed to be real competitors with other 
well-established techniques for evolutionary-based 
optimization methods[15-17]. In this paper, parameter 
estimation for chaotic systems is formulated as a 
multi-dimensional optimization problem, and a nonlinear 
time-varying evolution PSO (NTVEPSO) approach is 
employed to solve the problem. Numerical simulation 
based on Lorenz system and comparisons with results 
obtained by several existed PSO methods verify the 
feasibility and the validity of the NTVEPSO approach. 

II. PROBLEM FORMULATION 
Considering the following n-dimensional chaotic 

system: 

0 0( , , )F=X X X Q   (1) 

where nR∈X denotes the state vector, 0X  denotes the 

initial state, and  is a set of original parameters. 0Q
When estimating the parameters, suppose the 

structure of the system is known in advance, and thus the 
estimated system can be described as follows: 

0
ˆ ( , , )F=X X X Q   (2) 

where ˆ nR∈X denotes the state vector, and  is a set 
of estimated parameters. Therefore, the problem of 
parameter estimation can be formulated as the following 
optimization problem: 

Q

Min 
1

21 ˆ
M

K K
K

J
M =

= −∑ X X  (3) 

where M denotes the length of data used for parameter 
estimation, KX  and ˆ ,KX   denote 
state vectors of the original and the estimated systems at 
time K, respectively.  

1, 2, , ,K = … M

Obviously, the parameter estimation for chaotic 
systems is a multi-dimensional continuous optimization 
problem, where the decision vector is  and the 
optimization goal is to minimize J. The principle of 
parameter estimation for chaotic systems in sense of 

Q
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optimization can be illustrated with Fig. 1. 
 

0X 1,..., MX X

1,..., MY Y

0 0( , , )F=X X X Q

0
ˆ ( , , )F=X X X Q

 
Fig. 1 The parameter estimation scheme for chaotic 
systems 

 
Due to the unstable dynamic behavior of chaotic 

systems, the parameters are not easy to obtain. In 
addition, there are often multiple variables in the 
problem and multiple local optima in the landscape of J, 
so traditional optimization methods are easy to trap in 
local optima and it is difficult to achieve the global 
optimal parameters. 

III. NONLINEAR TIME-VARYING 
EVOLUTION PSO APPROACH 

1. Review of some PSO methods 

Particle swarm optimization, first introduced by 
Kennedy and Eberhart[14], is based on observations of the 
social behavior of animals, such as bird flocking, fish 
schooling and the swarm theory. PSO is initialized with a 
population of random solutions. Each individual (called a 
particle) is assigned with a random velocity and evolves 
according to the flying experiences of its own and 
companions. The particles then fly through hyperspace 
and approach the global optimum. In PSO algorithm, 
each particle keeps track of its own position and velocity 
in the problem space. At each iteration, the new positions 
and velocities of the particles are updated using the 
following two equations: 

( 1) ( ) ( +1)i i iP k P k V k+ = +   for   (4) 1,  2, ,  i m=

1 1

2 2

( 1) ( ) ( ( ) ( )

( ( ))

l
i i i i

g
i

V k V k c r P k P k

c r P P k

+ = + ⋅ ⋅ −

+ ⋅ ⋅ −

)   (5) 

where  is the number of particles in a population,  
is the number of current iteration,  and  are 
acceleration coefficients,  and  are random 
numbers between 0 and 1, , , and  are 
the position, the local best, and the velocity of ith particle 
at iteration , 

m k
1c 2c

1r 2r
( )iP k ( )l

iP k ( )iV k

k gP  is the global best of all particles. 
Several researchers have put much effort to improve 

the original version of PSO since the introduction of the 
PSO method in 1995[14]. Shi and Eberhart[18] used a 
linearly varying inertia weight over iterations. The 
mathematical representations of this PSO method are 
given as shown in (4) and 

1 1

2 2

( 1) ( ) ( ) ( ( ) ( ))
( ( ))  for 1,  2, ,    

l
i i i i

g
i

V k k V k c r P k P k
c r P P k i m
ω+ = ⋅ + ⋅ ⋅ −

+ ⋅ ⋅ − =
    (6) 

where the acceleration coefficients  and  are fixed, 

 and  are two random numbers. The inertia weight 

starts with a high value 

1c 2c

1r 2r

maxω  and linearly decreases to 

minω  at the maximal number of iterations. From hereafter, 
this PSO algorithm will be referred to as the time-varying 
inertia weight factor method (TVIWPSO). 

Eberhart and Shi[19] found that the TVIWPSO method 
is not very effective in tracking dynamic systems. 
Considering the dynamic nature of real-world 
applications, they proposed a random inertia weight factor 
to track dynamic systems. In their method, the 
representations are the same as those in the TVIWPSO 
method except that the inertia weight factor changes 
randomly. In the rest of this paper, this algorithm will be 
referred to as the RANDWPSO method. 

An automation strategy for the PSO with time- 
varying acceleration coefficients was proposed[20]. The 
objective is to enhance the global search in the early part 
of the optimization and to encourage the particles to 
converge toward the global optimum at the end of the 
search. In their method, the representations are the same 
as those in the TVIWPSO method except that the 
acceleration coefficients change according to linear 
time-varying evolution. From hereafter, this algorithm 
will be referred to as the TVACPSO method. 

A time-varying nonlinear function modulated inertia 
weight adaptation was proposed by Chatterjee and 
Siarry[21]. In this method, the acceleration coefficients are 
also fixed. However, the inertia weight starts with a high 
value maxω  and nonlinearly decreases to minω  at the 
maximal number of iterations. This means that the 
representations are the same as those in the TVIWPSO 
method except that the inertia weight factor changes 
according to 

max
min max min

max

( ) ( )
iter iter

k
iter

α

ω ω ω ω
−

= + ⋅ −
⎛ ⎞
⎜ ⎟
⎝ ⎠

  (7) 

where  is the maximal number of iterations and 
 is the current number of iterations. 

maxiter
iter

2. PSO-NTVE method based on orthogonal arrays 

In this section, based on the concept presented[20,21], an 
NTVEPSO method is proposed. In the proposed PSO 
method, the inertia weight is given as described in (7). 
The cognitive parameter  starts with a high value 

and nonlinearly decreases to . Meanwhile, the 
social parameter  starts with a low value  and 
nonlinearly increases to . This means that the 
mathematical expressions are given as shown in (4), (7), 
and 

1c

1maxc 1minc

2c 2 minc

2 maxc

 
1 1

2 2

( 1) ( ) ( ) ( ) ( ( ) ( ))
( ) ( ( ))  for 1,  2, ,    

l
i i i i

g
i

V k k V k c k r P k P k
c k r P P k i m
ω+ = ⋅ + ⋅ ⋅ −

+ ⋅ ⋅ − =
 (8) 
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max
1 1min 1max 1min

max

( ) ( )
iter iter

c k c c c
iter

β
−

= + ⋅ −
⎛ ⎞
⎜ ⎟
⎝ ⎠

 (9) 

max
2 2 max 2min 2 max

max

( ) ( )
iter iter

c k c c c
iter

γ
−

= + ⋅ −
⎛ ⎞
⎜ ⎟
⎝ ⎠

 (10) 

where ,α  ,β  and γ  are constant coefficients.  
The proposed PSO method will encourage particles to 

wander through the entire search space, instead of 
clustering around a local optimum, during early iterations 
of the optimization. On the other hand, the algorithm will 
expedite convergence toward the global optimum during 
latter iterations. In this manner, the optimal solution 
should be obtained in a computation-efficient way. 

To determine the optimal combination of ,α  ,β  and 
γ , all combinations must be tested. An  is an 
orthogonal array that can deal with at most six variables in 
five possible values with 25 experiments

6
25(5 )L

[22,23]. Instead of 
 possible combinations, one only needs to perform 25 

experiments to determine the optimal combination of 
35

,α  
,β  and .γ  

IV. SIMULATION RESULTS 
Lorenz system, a typical chaotic system[10–12], is 

adopted as an example in this paper. The mathematical 
description of Lorenz system is described as follows: 

1 2 1

2 1 1 3

3 1 2 3

( )x a x x
2x bx x x x

x x x cx

= −
= − −
= −

⎧⎪
⎨
⎪⎩

 (11) 

where 8 310, 28,a b c= = = are the original parameters. 
In our simulation, the original Lorenz system firstly 

evolves freely from a random initial state. Then 
successive M states ( ) of both the original 
system and the estimated system are used to calculate J. 
The searching ranges are set as follows: 

 and  In the Lorenz 
system (11), three-dimensional parameter are unknown 
and need to be estimated. 

300M =

9 11, 20 30,b≤ ≤a≤ ≤ 3.2 c≤ ≤

In the simulation for PSO methods, the population 
size and the maximal iteration number are chosen to be 40 
and 100, respectively. Moreover, the particles in PSO 
methods are all chosen as real numbers in the ranges of a, 
b, and c in (11). Several parameters in the PSO simulation 
must be specified first. In the employed PSO methods, the 

values of  and  in (7), 
(9), and (10) are set to 0.9, 0.2, 2.5, 0.5, 2.5, and 0.5, 
respectively. These values are determined based on 
Ratnaweera et al.

max ,ω min ,ω 1max ,c 1min ,c 2 max ,c 2 minc

[20]. In the orthogonal-array-based 
NTVEPSO, first, assume that ,α  ,β  and γ  in (7), (9), 
and (10) are all within the set  The 
values of 

{0.5, 1, 1.5, 2, 2.5}.
,α  ,β  and γ  are 0.5, 1.5, and 1.5 

determined by 25 experiments of orthogonal arrays. 
The statistical results obtained by PSO methods are 

shown in Table 1, in which each algorithm is 
implemented after 20 times independently. From the 
results, it is clear that the best, the average, and the worst 
results obtained by NTVEPSO are better than those 
obtained by the other PSO methods. 

V. CONCLUSION 
Parameter estimation for chaotic systems was 

formulated as a multi-dimensional optimization problem 
in this paper. A novel orthogonal-array-based 
evolutionary algorithm, NTVEPSO, was applied to solve 
such an issue. Numerical simulation and comparisons 
based on Lorenz system demonstrated the effectiveness 
and efficiency of NTVEPSO. The future work is to apply 
PSO for other chaotic systems and to develop more 
effective and adaptive PSO based approaches. 
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Abstract: In this paper, we propose an efficient game spatial division and analysis algorithm that gives special 
information for collision avoidance of game objects and natural interface. We divide into 9 parts of game space and 
part 4, 5, 6 are divided into 2 more detail parts for check the enemy position and movement information of gamer. And 
we calculate optimal path for collide avoidance of the enemy. To evaluate the method, we implemented a motion based 
game that consists of a webcam, a player, an enemy, and we obtained some valid results of our method for the collision 
avoidance and interesting interactions. The results demonstrated that the proposed approach is robust. If movement 
information is in front of enemy, then the enemy waits or turns back and finds the place and runs to avoid attack. This 
algorithm can be used basic development of effective body interface and level control for motion based game. 
 
Keywords: game spatial division, collision avoidance, optimal path, motion based game 

 
I. INTRODUCTION 

Game is highly-concentrated on culture & informati
on technology in the digital entertainment industry 
and is to lead the 21st century in the field of cult
ural contents industry.  Currently, the game industry 
is undergoing rapid growth, helped by the ever-dev
eloping computer and internet technology. The gam
e industry is showing infinite potentials as the new 
growth engine for the economy and employment ge
nerator because of the internet-driven individualized 
cultural atmosphere and computer-focused entertain
ment trend. In particular, motion-based games and t
echnology-integrated games, which use various gam
e technologies and computer vision techniques, are 
emerging as the new trend[1-7]. Motion-based game 
is the kind of game in which the gamer gets engro
ssed in the game with maximized sense of reality t
hrough interaction and it has been designed to trac
k the changes in the gamer's responses. It is not li
ke other games in which only eyes and hands are 
used to do the game. In the motion-based game, o
n the other hand, the user fully expresses the gestu
res of the characters in the game with his or her o
wn body[2-7]. Most of the games developed for P
C use are designed to use only limited array of ha
rdware, such as keyboard, mouse and joystick, whi
ch puts limits on the space used and also lessens t
he sense of reality. Developing motion-based games, 
is not simple since it requires hardware developme
nt as well as software, unlike in the case of conve
ntional PC games. Motion-based games consist of a

rcade-motion games in a big game room, consol-m
otion game using game-controller with motion featu
res and PC motion-based games[3].  PC motion-bas
ed games lag behind consol or arcade games in ga
me reality or other effects because of less-develope
d game graphics or feedback systems. But the adva
ntages of PC motion-based games are wide availabi
lity and relatively cheap game production cost[1-4]. 
Therefore, this paper seeks to suggest effective coll
ision avoidance in an effort to develop sensory fun
ctional game for entertaining exercise. To realize th
e algorithm, virtual space division method is used t
o suggest and verify the collision avoidance metho
dology. For this purpose, the sensory functional ga
me(first-person action game) which is composed of 
web camera, gamer and enemy character, has been 
made and proposed algorithm undergoes the verifica
tion process through experiments. 

 
 

II. Motion-based Game 
 

Fig. 1. is the diagram of the motion based serious 
game (first-person action game) in which the gamer can 
gain scores as well as getting the benefit of working out,  
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Fig. 1. Configuration of motion based game 

 
by attacking the virtual object appearing on the 

monitor according to the game scenario. The enemy 
character, which is the virtual object is VH:Virtual 
Horse[8]. The game space has been designed to make 
the visual zone wide enough and to bring the workout 
effect for the gamer through the use of hands, arms, 
head, torso and so on. The movement information has 
been used as the attacking data so the collision led to 
scoring, through which the levels of difficulty and 
actions could be controlled.   

 
1. Game collision event  

In this paper, the most commonly used “quadrangle 
collision” has been used to detect the collision.  

 
1.1 Quadrangle collision  

 

 
 
 
 
 

 
Fig. 2. Collision detection using quadrangle 

 
Quadrangle has four feature points(Fig.2) and each 

has x and y coordinates. So the values of each 
coordinate can be used to identify the collision of 
quadrangles. For example, if we say the a4 coordinate is 
(x4,y4) and b1 coordinate is (x1',y1') the collision has 
not happened if the condition satisfies either (x1'>x4 || 
y1‘> y4) or (x1>x4‘ || y1 > y4’) when the a1 coordinate 
is (x1,y1) and the b4 coordinate is (x4',y4').  

 
 
III .  COLLISION  AVOIDANCE 
 

Color and action information enables the cognition 
of the necessary parts in the game space. But in games 
in which real-time interface is required, calculation for 
cognition can lower the speed of frame rate and 
therefore hamper the real-time interaction. To increase 
the movements of the gamer and to be able to use the 
movements information of shoulder and torso(as well as 
skin areas on the hands and the face) for attack data, 
this paper extracts the information for actions by using 
the visual information frame by frame and tries to 
analyze the action information and game space to 
realize the collision avoidance by sensing the action 
information and by controlling the movements of the 
virtual object.  

 
1.  Proposed algorithm  

 

 
Fig. 3.  Flowchart of the proposed algorithm 
 

First of all, the space information for the game has 
been segmented from area 1 to area 12.   Information 
for each area has been acquired after dissecting the 
areas, into 1-3(Block I), 4-7(Block II including 10, 
11,12), and 7-9(Block III). After the analysis of the 
gamer's movement information in each area, it is 
compared with the current positional information of the 
enemy for the calculation of the optimal position course 
in the four directions where the enemy character could 
move. Block I is the uppermost area which only the 
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hands of the gamer can touch and therefore highly 
secure. In Block II, we can get information on hands, 
arms and the head. Block III gives the information on 
body, hands and arms. So we have to consider it when 
generating the path for collision avoidance. For 
example, in Block I, area 1 has the longest gamer's 
movement path than area 1 or area 3 and it is relatively 
advantageous if the movement goes to area 1 when the 
gamer's movements are in 5,6,8,9 in the area 4.   
When VH is in area 1 and the movement information is 
in area 3,5,6, and 8, VH does the standing leaps to 
calculate the optimal path. If the area 3 or the area 5 is 
empty, the next movement is calculated after movement 
to the area 3 and 5. In this way, area information is 
identified and analyzed to realize the effective collision 
avoidance. (Refer to Fig. 3.) Fig. 3 shows the finding 
optimal path algorithm for collision avoidance of VH.  

 
2. Division of the game space 

 (a) spatial division      (b) position of hand  

Fig. 4. Game spatial division 
 
The area 4, 5, and 6(Block II) have the most hand 

movements and especially the area 5 has the most head 
movement information. Areas 4, 5, 6 are divided into 2 
more detail areas 10, 11, 12 for check the enemy 
position and movement information of gamer.  Area 7, 
8 and 9(Block III) can have torso and hand movements 
at the same time. Area 1, 2 and 3(Block I) are where 
only hands can go and could be classified as the area of 
less movement information.  

 
 

V. Experiment 
 
Various game situations between the enemy 

character(VH, horse) and the gamer have been 
experimented  by using the proposed algorithm. The 
upper visual of the gamer visual in the experiment is 
color and the lower visual is gray and the resulting 
visual has been applied the threshold value in the case 
of specific movement. Since the time gap from frame to 

frame is different from game to game, the division has 
been applied such as t1 frame, t2 frame and etc 

 
1. Experiment 1 

 
 
 

 

 
 
  

(a)t1 framae image  (b)t2 frame image 
Fig. 5. Image of Experiment I 

 
VH is moving in the area 2 and the movement 

information is in area 10, 12, and 7. But the movement 
information in the next frame suddenly changes to area 
3.(Fig. 5.(a)) VH waits in its position to identify the 
movement information because its current movement 
and the gamer's hand movement are in the same area. In 
the next frame VH identifies the movement information 
in which the gamer's left hand moves to area 3 and 
accelerates to move to area 3.(Fig. 5.(b))  In 
Experiment 1, VH effectively avoids collision with the 
gamer's hand by using the proposed algorithm When 
the movement information exists in the front part of the 
same direction, VH can do the standing jumps in its 
position while keeping getting the movement 
information, thus realizing more pleasurable and 
effective collision avoidance. 

 
2. Experiment II 
 

 

 

 
 
 
 
 

(a)t1 frame image  (b)t2 frame image 
Fig. 6. Image of Experiment II 

 
VH is moving in the area 2 and the movement 

information is in area 10, 12, 7 and 9(Fig. 6.(a)). But 
the movement information changes getting upwards to 
area 3 in the next frame(Fig. 6.(b)). VH waits in its 
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position to identify the movement information like 
experiment I because its current movement and the 
gamer's hand movement is getting dangerous. In the 
next frame VH identifies the movement information in 
which the gamer's left hand moves to area 3 and turns 
back to area 1. In Experiment II, VH has no room to 
avoid collision with the gamer's hand and turns back to 
safe area 1 by using the proposed algorithm. When the 
movement information exists continuously in the front 
part of the same direction, VH can do the standing 
jumps or turning back in its position, thus realizing 
effective collision avoidance and natural interaction. 

 
 

VI. CONCLUSION 
 
Motion-based games are different from conventiona 

l games in that the gamer can enjoy the game with 
whole body instead of with mere hands and eyes and 
they are getting established as the new trend in the field.   

To produce the motion based serious game, the 
paper divides and analyzes the movement are of the 
gamer, extracts the movement information through 
visual information of each frame and suggests the 
algorithm which can control the effective movement 
paths for the virtual object which is the enemy character. 
For verification, the motion based serious game(first-
person action game) has been made and experiments 
have been done by changing the movement information 
which includes the current position of the VH and the 
gamer position. The experiments have verified the 
validity of the proposed algorithm. Especially, when the 
movement information and the movement information 
of the VH are in the same direction, the VH can do the 
standing jumps while keeping getting the movement 
information to find the next path or turning back, 
realizing interesting interactions with the gamer. In 
addition, through rapid raising and horizontal 
acceleration of the VH, the gamer has been induced to 
move more. The proposed algorithm could be used as 
the basic materials for producing the motion base 
serious games using webcam. 
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Abstract : In this paper proposed about the system for measuring the diffusion of the electric wave in 3D space. The 
end-effecter having the Pan-tilt joint in the cartesian coordinate system robot was set up and it comprised of the robotic 
arm of 5 degree of freedoms. In an end-effecter, the sensor measuring the diffusion of the electric wave was set up. 
In the cartesian coordinate system robotic section, it was comprised of the stepping motor. And the Servo Motor was 
used to an end-effecter.  
 
Keywords : robot arm, electric wave 

 
 

I. INTRODUCTION 

In order to measures the diffusion shape of the 
electric wave, therefore, the elaborate position control 
of a sensor the electric wave measuring sensor has to 
measure repetitively on the determined location is 
necessary. In this paper, we propose the robotic arm for 
measuring the electric wave diffusion shape. However, 
a complexity and cost of a system are enhanced if the 
electric wave is diffused, it tries to measure by all 
directions, it takes precedence to measure in the limited 
domain.[1][2] 

 

II. ROBOT ARM BASIC STRUCTURE 

 

 
Fig.1. The configuration diagram of the robotic arm. 

 
Fig.1 shows to be composed of the cartesian coordinate 
system robotic arm part and end-effector part. The 

cartesian coordinate system robotic arm part had 3 
degree of freedoms. And it designed to operate with the 
stepping motor. An end-effector part has 2 degree of 
freedoms of Pan-tilt. And by using the Serve Motor, it is 
driven. Each physical spec is as follows. The robotic 
arm can move ± 400mm to the x-axis and ± 200mm to 
the y-axis and ± 400mm to the z-axis.  In the Pan joint, 
the length to the tilt joint is 78mm. And the length to a 
sensor has 100m in the tilt joint. 
 

III. CALCURATION OF ARM PARAMETER 
 

The necessary parameter of the robotic arm for 
measuring the diffusion of the electric wave is the 
X,Y,Z value of the cartesian coordinates robot arm and 
The pan angle and tilt angle of the pan-tilt joint are 
needed. 
 In order to calculating each parameter, firstly the 
sender location is determined. The point for measuring 
the electric wave should be determined. A sender 
location assumes an origin in order to be simple. Each 
coordinates is moved after all calculations are 
completed. 
First, the length to the pan-tilt joint is defined in a 
sensor as a l1. The length to a pan-joint is defined in a 
tilt-joint as a l2. 

  

                (1) 

 
(1) The direction of Pe and P is the same . And the size 
of Pe is a l1.  
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         (2) 

 
 

         (3) 

 
 

 The Pan angle can calculate as the interval angle 
between the Py (projection with Y-axis P) and the Y-
axis. And it can calculate the Tilt angle with the interval 
angle between the Pz (projection with Z-axis P) and the 
Z-axis. 

 
      (4) 

 
 

          (5) 

 
 

             (6) 

 
 

By substituting calculated Pe and the Pan angle for (4) 
and using a ratation and parallel movement about the Z-
axis, Pe2 is calculated.[4] 
 

 
           (7) 

 
 
Pe3 can calculate through Pe2.  

Finally, P, Pe, Pe2, and Pe3 are obtained after the 
transformation matrix defined in (6) is used in order to 
move as a sender given location. 

 

IV. SIMULATION 

By using Matlab, it simulated in order to verify 
whether it operated normally with the proposed 
numerical formula or not. 

 
Fig.2. Matlab Simulation  

 

The center of a globe is the transmission unit of the 
electric wave. An end-effect can confirm the features 
pointing to the center of a globe. 

. 
 

VI. CONCLUSION 

In this paper, 5 frees for measuring the diffusion of 
the electric wave were proposed about the method 
calculating the parameter of the joint of the robotic arm. 
We used a rotation and translation transform in order to 
calculate each joint. The task implementing HW of the 
robotic arm was not concluded and it simulated through 
a matlab but it outputted visually to calculate the 
parameter of the joint. It confirmed to operate normally. 
Presently, it remains as the subject of front to confirm 
whether it normallies operate by applying the parameter 
calculated to the implemented robotic arm or not. 
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Abstract : Recently WSN has become one of the most interesting ubiquitous networking technologies and its 
application for the AMR is rapidly growing. To introduce this concept, interactive wireless automatic meter reading 
node integrated with distribution automation system has been developed in the ADMOTECH Inc.. In our developed 
system, wireless communication is based on IEEE 802.15.4 and half duplexer interactivity is implemented. Our 
prototype can handle up to 75 AMR nodes and can be easily extended to larger scale for interactive meter reading 
application. This paper presents the conceptual structure of system layout and shows details of physical hardware, 
communication protocols and UI. Furthermore, our system is capable of measure, record various data - such as energy 
consumption, power factor and additional parameters - and control electric load operation. 
 
 
Keywords : AMR, Interactive, Automation. 

 
 

I. INTRODUCTION 
Traditionally, the electricity meters are installed on 

consumer’s premises and the consumption information 
is collected by meter-readers on their fortnightly or 
monthly visits to the premises. This method of gauging 
electricity consumption has the following 
disadvantages:[1]  

(i) Sometimes the meters are installed inside people’s 
homes and, if the consumer is not at home, the meter-
reader cannot record the fortnightly or monthly 
consumption and then the utilities’ company has to 
resort to considering the average bill-amount of the 
previous months as an indicator of the likely 
consumption for the current month. This results in 
burden for both consumer and the electricity supply 
company. May be the consumer has not utilized similar 
amount of electricity in the current month as in the 
previous months for reasons such as, holidaying 
elsewhere or being in the hospital, etc. during the month, 
and sending him a bill for a larger amount based on his 
history of electricity consumption may result in his/her 
financial hardship. This method of billing is also not 
suitable for the electricity supply company because it 
gives inaccurate account of the overall electricity 
consumption in the consumer’s area and may ultimately 
result in errors in future planning by the company.  

(ii) Hiring of a number of meter-readers by utilities’ 
companies and providing means of transportation to 
them is an expensive burden on the companies’ budgets. 
Moreover, these visits of the meter readers to 
consumers’ premises generate pollution in the air which 
has negative impact on the environment and the 
greenhouse effect.  

(iii) Dissatisfaction of some customers who consider 
meter-readers’ entrance to their homes as some sort of 
invasion of their privacy. This is especially applicable in 
countries, like Oman, where during the day most men 
are outside of their homes earning a living and only 
women are at home doing the housework. 

In order to overcome these disadvantages of the 
traditional meter reading system, efforts are underway 
around the world to automate meter reading and to 
provide comprehensive information to the consumer for 
efficient use of the utilities[2,3,4].  

This paper is organized as follows: In Section II, 
detailed design of 3-phase Electric power meter module 
has been presented. This is followed by IEEE 802.15.4 
wireless interface and its implementation explained in 
Section III. Distribution Automation System are given 
in Section IV which are followed by conclusion in 
Section V.  

 

II. 3-PHASE ENERGY MEASURING 
The block-diagram of a 3 phase meter developed is 

shown in Fig. 1. The meter can be used in a 3 or 4 wires 
system and is capable of performing the following 
measurements. 

. Apparent energy (kVA)  . Active energy (kWHr) 

. Power factor (0-1.0)     . Phase voltages (Vrms) 

. Phase currents (Arms)   . Reactive energy (kVarHr) 

The line voltages and line currents are sensed and 
properly scaled by voltage dividers and current 
transformers to within the operating ranges (2V 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 336



approximately) of the measurement unit. These scaled 
voltages and currents are then sampled by the energy 
measuring circuit which performs 16-bits Delta-Sigma 
A/D conversion and calculates all energy 

Such a 16-bits digitization resolution of voltages and 
currents in the energy measuring circuit gives the meter 
an accuracy of class 0.5 that guarantees less than 0.5% 
error – as shown in figure 2 (the calibration setup) - 
through a wide range of voltage, current and power 
factor. These data are then read from the energy 
measuring circuit by the embedded-processor(EPU) 
which also performs appropriate energy collection, 
updates real-time clock, displays the energy data on an 
LCD panel and controls two communication devices, i.e. 
IEEE 802.15.4 standard PHY chip. 

This meter also has a battery back-up system using a 
CR-2032 type 1.5V coin cell. When there is a power 
failure, the brown-out detector unit in the EPU will 
automatically inform the EPU to shut down all units 
except the time keeper and store all important energy 
data in the battery back-up Flash RAM. During this 
time, the EPU is put into sleep mode and the total 
current consumed from the back-up system is kept 
minimum at 800nA or less. 

 

III. THE ZIGBEE RF HARDWARE 
In our prototype design, we adopt the IEEE 802.15.4 

standard compliant transceiver CC2520 from Texas 
Instruments. CC2520 provided IEEE802.15.4 PHY 
hardware for 2.4GHz/Zigbee. 

 The CC2520 also includes digital RSSI/LQI (Receive 
Signal Strength Indicator/Link Quality Indication) 
support and 12-bit ADC (Analog-to-Digital Converter) 
with up to eight inputs and configurable resolution. 

 Powerful USARTs with support for several serial 
protocols. Combined with the Zigbee protocol stack (Z-
Stack) supported from TI. 2520EM board is used to 
develop the initial state proto-type system. 

The data gathering/collection approach may be carried 
out on a cluster-based, tree constructive based network.   

The selection of appropriate network organization 
depends on the physical location of AMR nodes and the 
data features. In addition, distributed data compression 
and aggregation method may be implemented to 
improve the efficiency of data gathering. 

The software is developed using IAR Embedded 
Workbench EW430 based on TI’s Z-stack. 

The ZigBee RF hardware in this system has the 
following features: 

- Operating frequency : 2.4GHz, ISM band 

- Antenna : mono-pole, chip type (selectable) 

- Transmit power : 0dBm ±3 dB 

- Receiver Sensitivity : -92 dBm 

- Coverage(Radius) : 30m (indoor), 100m (outdoor) 

- Maximum Data Rate : 250 kbps 

- Internal packet memory : 127 Bytes 

- Data interface : SPI for Energy Circuit, serial to DM 

- Serial data rate :1200-115200 bps 

- Channels : 16 Direct Sequence channel 

- Addressing Options : PAN ID, Channel and 
Addresses 

 

It is natural to set the data packet format in the 
communication channel according to ANSI C12.18 
regulation since this is already used for the optical 
reading. Hence the same application layer used in the 
infrared system is also implemented for the RF system. 
Each data packet consists of the following fields. 

 

IV. DISTRIBUTION AUTOMATION SYSTEM 
Distribution automation system(DAS) is PC based 

AMR data management automation platform. [Fig. 4] 

This system consists of developing layer for which 
both development and execution is enabled as well as 
execution layer for which only execution is enabled.   

Each layer type has at least 75 point products based on 
the number of the real AMR nodes. Designed as the 
open system architecture, it can not only satisfy various 
special needs of users, but also provide system 
interfaces with other software systems. Features of the 
open system architecture of DAS considered in its 
design include OLE automation, ODBC, VB script, 
OCX, etc. 

User programs operable inside DAS can be created 
using script language. User can apply various functions 
without special training since VB script language is 
supported. With the use of the internal functions of DAS 
in addition to the general functions provided by VB 
Script, whole systems can be controlled in more various 
ways.   

Using ODBC, DAS can be freely connected to various 
general purpose DB servers. Since standard Structured 
Query Language is supported, all DB applications 
including record inquiry, modify, add, and delete 
functions can be implemented. 

DAS can be connected various networks such as 
RS232C/422, LAN and wireless communication and it 
supports the standard protocol such as OPC and 
MODBUS. Therefore DAS can communicate with most 
PLCs. [Fig. 5] 

Table 1 illustrates the summarized our system 
specifications 
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[Fig. 1] The internal hardware architecture of the AMR 

 

 

 
 

[Fig. 2] Block diagram of calibration setup. 

 
 
 

 

[Fig. 3] Precision analysis based on commercial 
equipment. 

 

[Fig. 4] Developing layer environment of DAS. 

 

 

[Fig. 5] Block-diagram of interactive wireless AMR 

  

 

 
[Fig. 6]. A 1 day energy profile plot 
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<Table 1> Specifications of wireless AMR 

Item AMR 

Wire connection 3P3W or 3P4W 

Network ZigBee wireless Network. 

Electric parameters V, A, W, Var, VA, PF, Hz, WH, etc. 

Conversion Rate 1 / sec. 

CT, PT Ratio 1 ~ 9999 

Power Supply AC 110~220V, 50/60Hz 

Current 0 ~ 100A or external CT 

Voltage 0 ~ 600V Input 

Frequency 45~65 Hz 

Communication 
RS232 or  RS-485 

and  Zigbee 

 
V. CONCLUSION 

A prototype interactive wireless 3- phase AMR with a 
ZigBee 2.4GHz RF unit and DAS is developed. This 
system will be suitable for an industrial plant as it can 
measure and accumulate active energy, reactive energy, 
apparent energy. Its distinctive feature is the ability to 
interactively communicate with a remote management 
DAS server using 2.4GHz band IEEE 802.15.4 standard 
wireless media. 
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Abstract : In distributed sensor network such as distributed AMR system, accurate time synchronization is necessary to 
assure the concurrence of event timing for measured data. There are NTP(Network Time Protocol) and SNTP (Simple 
Network Time Protocol), RBS (Reference Broadcast Synchronization), TPSN (Time synchronization Protocol for 
Sensor Networks) in time synchronization for distributed network systems. 
In this paper, we suggested improved SNTP using precise meta data exchange and agile interrupt handling techniques 

and showed that our method has accuracy of sub-millisecond compared to conventional SNTP with accuracy of few 
second from the time synchronization performance analysis results. 
 
Keywords : Time Synchronization, SNTP 

 
 

I. INTRODUCTION 
As in distributed sensor network such as distributed 

AMR systems, accurate time synchronization is 
necessary to assure the concurrence of event timing for 
measured data. 

There are two main purposes of time synchronization. 
The first purpose is to ensure that events occur on time, 

in the correct sequence. Therefore, synchronization is 
necessary to start scheduled events and to register their 
occurrence. Many activities in commerce, banking, 
financial, business, transport, medicine, services, as a 
few examples, may need to guarantee that tasks are 
timely scheduled, and concurrent and cooperating 
processes interoperate correctly. The second purpose is 
tracing, that is, retrieving information concerning past 
events, whenever is necessary, regarding when the 
events occurred and in what sequence. This task is 
possible only if accurate timestamps of each event are 
available. 
In this paper, we suggested improved SNTP using 

precise meta data exchange and agile interrupt handling 
techniques and showed that our method has accuracy of 
sub- millisecond compared to conventional SNTP with 
accuracy of few second from the time synchronization 
performance analysis results. 

II. OVERVIEW[2] 
All network time synchronization methods rely on 

some sort of message exchange between nodes. 

Non-determinism in the network dynamics makes the 
synchronization task challenging in many systems. 

When a node in the network generates a timestamp to 
send to another node for synchronization, the packet 
carrying the timestamp will face a variable amount of 

delay until it reaches and is decoded at its intended 
receiver. This delay prevents the receiver from exactly 
comparing the local clocks of the two nodes and 
accurately synchronizing to the sender node. We can 
basically decompose the sources of error in network 
time synchronization methods into basic components: 

 Send Time: This is the time spent to construct a 
message at the sender. It includes the overhead of 
operating system, and the time to transfer the message 
to the network interface for transmission. 

 Access Time: Each packet faces some delay at the 
MAC layer before actual transmission. The sources of 
this delay depend on the MAC scheme used, but some 
typical reasons for delay are waiting for the channel to 
be idle or waiting for the TDMA slot for transmission. 

 Propagation Time: This is the time spent in 
propagation of the message between the network 
interfaces of the sender and the receiver. 

 Receive Time: This is the time needed for the 
network interface of the receiver to receive the message 
and transfer it to the host. 

 
 

  
 
 
 

[Fig. 1]. Message delivery delay 
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a. The Need For Synchronization in Sensor 
Networks 

There are several reasons for addressing the 
synchronization problem in sensor networks. 

 First, sensor nodes need to coordinate their operations 
and collaborate to achieve a complex sensing task. Data 
fusion is an example of such coordination in which data 
collected at different nodes are aggregated into a 
meaningful result. For example, in a vehicle tracking 
application, sensor nodes report the location and time 
that they sense the vehicle to a sink node which in turn 
combines these information to estimate the location and 
velocity of the vehicle. Clearly, if the sensor nodes lack 
a common timescale (i.e., they are not synchronized) the 
estimate will be inaccurate. 

Second, synchronization can be used by power saving 
schemes to increase network lifetime. For example, 
sensors may sleep at appropriate times, and wake up 
when necessary. When using power-saving modes, the 
nodes should sleep and wake-up at coordinated times, 
such that the radio receiver of a node is not turned off 
when there is some data directed to it. This requires a 
precise timing between sensor nodes. 

b. Reference Broadcast Synchronization (RBS) 

Reference Broadcast Synchronization (RBS) [3], 
where their simple yet novel idea is to use a "third 
party" for synchronization, their scheme synchronizes a 
set of receivers with one another.    

In RBS scheme, nodes send reference beacons to their 
neighbors. A reference beacon does not include a 
timestamp, but instead, its time of arrival is used by 
receiving nodes as a reference point for comparing 
clocks. 

 

 
 

[Fig. 2] Comparison of conventional method to RBS 

The authors argue that, by removing the sender's non-
determinism from the critical path [Fig. 2], RBS 
achieves much better precision compared to traditional 
synchronization methods that use two-way message 
exchanges between synchronizing nodes. As the 
sender's non-determinism has no effect on RBS 
precision, the only sources of error can be the non-
determinism in propagation time and receive time. The 
authors claim that a single broadcast will propagate to 
all receivers at essentially the same time, and hence the 
propagation error is negligible. This is especially true 

when the radio ranges are relatively small, as is the case 
for sensor networks. So they only account for the 
receive time errors when analyzing accuracy of their 
model. 

In the simplest form of RBS, a node broadcasts a 
single pulse to two receivers. The receivers, upon 
receiving the pulse, exchange their receiving times of 
the pulse, and try to estimate their relative phase offsets. 
This basic RBS scheme can be extended in two ways:  

1) allowing synchronization between n receivers by a 
single pulse, where n may be larger than two,  

2) increasing the number of reference pulses to achieve 
higher precision. The authors show by simulation that 
30 reference broadcasts (for a single synchronization in 
time) can improve the precision from 11 sμ  to 1.6 sμ   

c. Timing-Sync Protocol for Sensor Networks 
(TPSN) 

Timing-Sync Protocol for Sensor Networks (TPSN) 
[4] works in two phases: level discovery phase" and 
synchronization phase". The aim of the first phase is to 
create a hierarchical topology in the network, where 
each node is assigned a level. Only one node is assigned 
level 0, called the root node. In the second phase, a node 
of level i synchronizes to a node of level 1−i . At the 
end of the synchronization phase, all nodes are 
synchronized to the root node and the network-wide 
synchronization is achieved. 

Consider a two-way message exchange between nodes 
A and B as shown in [Fig.3]. Node A initiates the 
synchronization by sending a synchronization pulse 
packet at 1T (according to its local clock). This packet 
includes A's level number, and the value 1T . 

B receives this packet (according to its local clock) at 
dTT +Δ+= 12 , where Δ  is the relative clock drift 

between the nodes, and d is the propagation delay of the 
pulse. B responds at time 3T  with an acknowledge-
ment packet, which includes the level number of B and 
the values 1T , 2T , and 3T . Then, node A can 
calculate the clock drift and propagation delay as below, 
and synchronize itself to B. 

 
 
 
 
 
 
 
 
 
 
[Fig. 3] Two way message exchange between a pair of 

nodes 
 

Local time 

Local time 

Node ‘A’ 

Node ‘B’ 

T1                  T4 

T2      T3 
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)34()12( TTTT −−−
=Δ        Eq. 1. 

;
2

)34()12( TTTTd −+−
=        Eq. 2. 

The synchronization phase is initiated by the root 
node's time sync packet. On receiving this packet, level 
1 nodes initiate a two-way message exchange with the 
root. Before initiating the message exchange, each node 
waits for some random time, in order to minimize 
collisions on the wireless channel. Once they get back a 
reply from the root node, they adjust their clocks to the 
root node. Level 2 nodes, overhearing some level 1 
node's communication with the root, initiate a two-way 
message exchange with a level 1 node, again after 
waiting for some random time to ensure that level 1 
nodes have completed their synchronization. This 
procedure eventually gets all nodes synchronized to the 
root node. TPSN is implemented on Berkeley's Mica 
architecture, and makes use of time-stamping packets at 
the MAC layer in order to reduce uncertainty at sender. 
Ganeriwal et.al. claim that TPSN achieves two times 
better precision than RBS. They state that the precision 
of 6.5 sμ . 

d. Requirements on the Synchronization Schemes for 
Sensor Networks 

There are trade off between the requirements of an 
efficient synchronization solution (e.g., precision versus 
energy efficiency), thus a single scheme may not satisfy 
them altogether. 

 Energy Efficiency : As with all of the protocols 
designed for sensor networks, synchronization schemes 
should take into account the limited energy resources 
contained in sensor nodes. 

 Scalability - Most sensor network applications need 
deployment of a large number of sensor nodes. A 
synchronization scheme should scale well with 
increasing number of nodes and/or high density in the 
network. 

 Precision - The need for precision, or accuracy, may 
vary significantly depending on the specific application 
and the purpose of synchronization. For some 
applications, even a simple ordering of events and 
messages may suffice whereas for some others, the 
requirement for synchronization accuracy may be on the 
order of a few sμ . 

 Cost and Size - Wireless sensor nodes are very small 
and inexpensive devices. Therefore, as noted earlier, 
attaching a relatively large or expensive hardware on a 
small, cheap device is not a logical option for 
synchronizing sensor nodes. The synchronization 
method for sensor networks should be developed with 
limited cost and size issues in mind. 

 

III. CONFICURATION 
In Smart AMR system we would like to assure the 

concurrence of event timing for measured data within 
milliseconds. Concerning the trade-off no hardware and 
bandwidth added to basic PHY. 

 

 
 

[Fig 4] Implementation Model 

Followings are major component consist of our system 
configuration. 
 
- Two-way time transfer algorithm  
- One millisecond counting RTC 
- Agile interrupt handler 
- Simple moving average digital filter 

 
The moving average is the most common digital filter 

to understand and use. In spite of its simplicity, the 
moving average filter is optimal for a common task: 
reducing random noise while retaining a sharp step 
response. This makes it the premier filter for time 
domain encoded signals.  

As the name implies, the moving average filter 
operates by averaging a number of points from the input 
signal to produce each point in the output signal. In 
equation form, this is written: 

∑
−

=

+=
1

0
][1][

M

j
jix

M
iy        Eq. 3. 

Where []x  is the input signal, []y  is the output sig-
nal, and M is the number of points in the average. 

IV. ANALYSIS 
[Fig. 5] shows the effect of how this works reduce 

timing fluctuation. The signal colored yellow is timing 
raw data. The other color’s plots show moving averaged 
result, the smoothing action of the moving average filter 
decreases the amount of the random time variance. The 
amount of noise reduction is equal to the square-root of 
the number of points in the average. For example, a 100 
point moving average filter reduces the noise by a factor 
of 10. 

[Fig. 6] and [Fig. 7] show probability density function 
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for simple moving average and square weighted moving 
average respectively. 
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[Fig. 5] Time Synchronization error smoothing 
characteristics for variable average numbers. 
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[Fig. 6] Probability density function 

for simple moving average 
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[Fig. 7] Probability density function  
for square weighted moving average 

 

V. CONCLUSION 
There are trade off between the requirements (eg. 

Energy Efficiency, Precision, Cost and Size). We 
constructed improved SNTP using precise meta data 
exchange and agile interrupt handling techniques with 

simple moving averaging algorithm. It shows 0.48 
millisecond jittering performance is obtained with 100 
points in the average. 
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[Fig. 8] Jittering Characteristics  

Standard deviation vs. averaging algorithm 
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Abstract 

This paper, which is based on the research in the personal 

color diagnosis system, uses the fuzzy logic. We propose the 

method which constructs more systematic color selection 

system using personal color database and fuzzy logic. This 

paper will refer to this system as FPCS (Fuzzy logic Personal 

Color System). The FPCS program proposed in this study is 

able to produce rapid and accurate results without the 

complex processes of existing color diagnosis therefore it is 

convenient and can save time and money.  

Keywords: Personal Color System , Fuzzy Logic  

 

1. Introduction 

The color diagnosis system that is currently being used 

universally mainly uses the draping method of using color 

diagnosis fabric which is done by a trained color analyst along 

with a basic questionnaire.  

However, because the basis of diagnosis has not yet been 

unified and the diagnosis is done based on the subjective view 

or unclear data of the person conducting the diagnosis, the 

probability of an incorrect analysis is significant.  

When season color type is decided based on improper 

analysis, its feasibility test also becomes difficult, decreasing 

reliability of the decision and its accuracy.  

This study, as a way for improving such problems, aims to 

present a more accurate and specific color diagnosis rules 

through a test applying the Fuzzy logic based on data gathered 

from the first questionnaire program.  In addition, increase of 

objective objectivity was also intended by analyzing and 

certifying the designed and realized program.  

1.2. Scope of study 

This study computed the membership degree of RGB values 

for each body color of individuals and used objective data as 

its basis by defining the fuzzy membership function whose 

style used in this study was a non parametric estimation 

method using the nearest neighbor algorithm.  

The validity of FPCS was secured through a validation test 

by a professional, which in this study was the χ 2
 test.  

2. Related Studies 

2.1. personal color 

The personal color system as the study of systematization 

already from the West Europe long time ago, was introduced 

in Japan since about 20 years[1].But In our country, recently 

the research to be advanced by some specialists, is tendency of 

revitalization with supplying in rapid pace as the interest of 

multitude is concentrated.   

Johannes Itten, the professor, and the scholar of the color of 

the Bauhaus, as the synthetic moulding school in Germany, has 

found that the preference color of the students is related to their 

unique color, namely, the color of skin, hair, eyes etc. as their 

own, and paid attention to the relationship between the 

appearance and the subjective view of chromatic in 1928, It is 

becoming known as the beginning of color analysis[2]. 

Our human body show each different skin color like some 

people are yellow, another are more red than the others, and 

some people are darker than the others etc. for effect of 3 kinds 

of pigments like carotene, the hemoglobin and the melanin[3]. 

The personal color is decided with proper color which 
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individual keeps, namely, the color of skin, hair, eyes, etc. 

among those 3 elements, the skin color became the most 

important element. (Table1. 1 explains the point of reference 

like this).  

The personal color is made by the 4 seasonal color analysis as 

the spring, summer, autumn, winter which is harmonized with 

each personal proper body color after diagnoses the proper 

color which individuals were born, especially it classifies 4 

seasonal color types with dividing  color of skin, hair, eyes. 

All of colors could be divided with cold color and warm 

color, the basic background color of pattern of spring, autumn 

is yellow and gold color as warm color, it has the feeling of 

movement, clearness, deepness, elegant, and the basic 

background color of pattern of summer, winter is blue, black 

color, and it has the images of soft, thickness, romanticism, 

clearness, urban, dynamic image [3]. 

The skin color of the human being is accomplished with 3 

kinds of pigments, namely, melanin, hemoglobin, and carotene, 

generally the black race has more melanin, the white race has 

more hemoglobin, and the yellow race has more carotene 

contents compared to the other pigments, and the thing that the 

each skin color is shown differently though same race is the 

result following to the component ratio of these 3 kinds of 

pigments[4].  

Our skin could be divided in 2 types largely, as warm type 

skin of ivory, yellow, copper color, and gold and cool type skin 

of white, pink, red, and blue[5].  

Cool color means the color which includes white, blue, black 

in every color.  

Especially the color which includes white and blue is called 

summer type color, and the color which includes blue and 

black is called winter type color.  

Warm color is the color which includes yellow and gold in 

every color. Especially the color which yellow is basic 

background color, is called spring type color, and yellow and 

gold become a basic background color that is called autumn 

color. [5]. 

 (Table1. Cool class color &  warm class color) 

 Colors of cool class     Colors of warm class     

  The bright skin which 

with color is lingering 
  Bright yellowish skin 

 The middle tone skin 

which is canescent color 

  Yellowish skin of middle 

tone 

 The skin which is little bit 

red and canescent.  

  Yellowish skin which red 

tint is lingering.  

 The dark tone skin which 

is canescent 

 Yellowish skin which 

brown color is lingering.  

  Uran, cold, sharp image 
  Warm, healthy, familiar 

image 

Because of the skin color of spring type people is yellowish, 

transparent and thin, it's the type which the spots like freckle 

could be appeared in the face easily. The eyes color is 

yellowish, the hair wears the light brown color. The image of 

the spring person is bright and vivid so there are many style 

which looks younger than age and cute. .  

The skin color of summer type person is white and green 

light goes round or the pink light circles round, and does not 

burn well in the sun and to be red. The eyes color is the soft 

brown, the hair is the brown which wears gray and is a dry 

lackluster type. The image of summer type is somewhat cold, 

romantic and feminine.  

The skin color of autumn type person is yellowish, lackluster 

and white-livered. It's easy to be burn in the sun, the face color 

changes to brown easily. The hair is lackluster dark brown, 

eyes color is umber which gives peaceful and fluffy. The 

image of the autumn person is warm and soft which gives 

intimate and comfortable feeling, it has natural and classic 

image  

The skin color of the winter type person is cold and pale, the 

eyes and hair color is deep gray-brown or black so it's 

contrasted with white skin and gives polished image. The 

image of the winter person is cold and intense, keeps the 

intellectual impression.  

2.2 Use  of  Personal  Color 

When the 4 season color image classification approach is 

observed, it is closely related to color image scale [6].  

The 4 season image classification and color image scale 

classification have very similar in their logical connection.  

Their only different characteristic is the difference in the 

concept of warm colors and cool colors. The color image scale 

classifies red tones as warm colors and blue tones as cool colors, 

and in contrast, the 4 season colors view all colors to have warm 

shades and cool shades.  

In other words, in the color red, there is a warm red to which a 

yellow shade is added and a cool red to which a white tone is 

added. The same applies also for blue tones.  
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2.3 Images and harmonious colors of the 4 season type 

• Spring type: Bright and cute 

Representative colors of spring give off a warm feeling with 

yellow hues added in all colors.  

Spring colors are clear and soft, and they are groups with high 

level of brightness and chroma, and include a broad range of 

colors.  

    
(Fig.1 harmonious colors of the Spring type) 

•Summer Type: Bright and elegant 

All summer colors include blue and white colors. They give off 

a soft and cool feel, and include ranges of pink tones and pastel 

tones that do not clash. Types of colors are also somewhat 

diverse.  

   
(Fig.2 harmonious colors of the Summer type) 

•Autumn Type: Deep autumn tones 

All autumn colors have yellow tones in them and therefore give 

off a warm feeling.  

They are not glossy or shiny, and clothes that display the quality 

of the fabric project depth. . 

There are many ranges of brown tones. They include golden 

yellow, and colors of fields, autumn forests, and autumnal tints. 

   
(Fig.3 harmonious colors of the autumn type) 

• Winter type: Classy and urban 

Colors that represent winter are mostly blue tones and are colors 

that stand out with clarity. They include lemon yellow, blue green, 

indigo, deep blue, black, and wine.  

   
(Fig.4 harmonious colors of the winter type) 

 

 

2.4. Fuzzy Theory  

Fuzzy is the theory which could appear fuzzy intellection of 

human being that couldn't divide with only dichotomy in the 

computer with mathematical function, as compared with the 

logic circuits of computer moves by the absolute standard like 

0 and 1, this theory is the method which let the computer 

executes the thought, studying, self-development, etc. that the 

intelligence of the human being could do [7-8]. 

3. Fuzzy Logic Design 

3.1 Data Collection 

This system aims to statistically formulate a fuzzy 

logic based on data gathered from specialists.  

In order to gather the necessary data, first 

questionnaire was conducted with 212 subjects in the 

age bracket of 20 - 50 years over 2 months, from 

August to September of 2008.  

A total of 212 data were collected and the male to 

female ratio was 62 male respondents to 150 female 

respondents.  

Of the gathered information, skin, hair, and eye colors 

were used and the diagnosis program was designed 

based on this collected data by determining the 

preference order of the 4 seasons (order by season).  

3.2 Questionnaire 

The program for the questionnaire was designed to 

determine the 4 ranks by selecting 1. basic 

characteristics, 2. skin factor check, 3. color mix.  

3.3. Fuzzy Logic Design 

The fuzzy function was defined by computing the membership 

degree of RGB value for each of skin, hair, and eye colors that 

determine the 4 season type and based on this, a fuzzy based 
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personal color system was formulated and a more scientific and 

systematic color diagnosis method was presented. Determining 

season type 

● Season Type 

When skin, hair, and eye colors are each unique colors, the 

season type is predetermined.  

Ex) when skin=(255, 233, 204), hair=(180, 154, 102), eye=(126, 

93, 50), season type is "Spring" 

A total of 9 dimensions are expressed by expressing three 

dimensionally(RGB) the color feature space for identification of 

season type with three colors.  

Season types were marked as "Spring", "Summer", "Autumn", 

and "Winter." 

  
9]255..0[C

  

When physical colors of a specific person are skin =(255, 233, 

204), hair=(180, 154, 102), and eye=(126, 93, 50), the fuzzy 

function determines the season type for the applicable physical 

colors as "Spring". 

∙ ● Calculation of Distance from Season Type 

The distance in feature space between colors of the 

predetermined season type and color in question is computed.  

At this time, if more than two season types are predetermined, the 

distance to the nearest season type is defied as the applicable 

season type distance.  

 
(Fig. 8 . Distance from Season Type) 

 

Distance between (x) in question and applicable season(T) 

Physical color of (x) in question  

Physical color applicable to season in question among collected 

data 

: distance between one () among collected data 

and a specific physical color (x). It is defined as Weighted 

Euclidean Distance between the two points within the 9 

dimensional feature space that express physical colors.  

c: Sum of all gathered data. When 212 data are collected, 

it will have a total of 212 elements from to . 

: Partial sum containing data applicable to 

a specific season() among collected data (C). For example, when 

=S, among the collected data, those that responded "spring" as 

color preference are expressed.  

: Distance between physical color (x) of the person 

whose season type is to be diagnosed and the applicable season 

(t). For calculating the distance, Weighted Euclidean distances 

between physical color (x) and each data collected for applicable 

season in the feature space were computed and distance with the 

nearest neighbor was used.  

 

 

 

Physical area (Skin, hair, eye).  

: Weight by physical color. By determining 

the weight skin(), hair(), eye(), the weight each physical color 

takes up when determining the distance can be controlled 

differently.  

, : Among the specific physical color (x) 

and collected data, one color() signifies one dimension among 

each of the colors that is expressed in 9 dimensions (three color 

types and three RGB).  

m signifies the type (among 3) of physical color, and n signifies 

one of RGB (among 3).  

● Estimating Season Type for Query Color  

Fuzzy membership function was designed by using the logic 

that the closer the distance between query color and season type 

sample in feature space, the higher the degree of membership 

will be.  

Fuzzy membership function was used by fixing the reciprocal 

of distance with each season type as the sum of all reciprocals.  
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Also, a coefficient (α ) that controls sensitivity was used to 

decrease the risk of the fuzzy membership function placing 

weight on a single specific sample.  

 

: A fuzzy membership function for a single season 

type () for a specific physical color (x) of the individuals. Fuzzy 

membership function was used by expressing the reciprocal of 

the distance between each season type as the sum of all 

reciprocals.  

Also, a coefficient () that controls sensitivity was used to 

decrease the risk of the fuzzy membership function placing 

weight on a single specific sample.  

4. Experiment and Results Analysis 

4.1 FPCS test 

Fuzzy function style used in this test is the non parametric 

estimation using the nearest neighbor algorithm.  

 
(Fig. 5. FPCS Simulation ) 

 

4.2. FPCS Results Analysis 

Based on the logic that personal color elements, which are 

colors of the individual, are determined by skin, eye, and hair 

colors the following experiment was conducted in order to 

verify that skin color has discrimination in determining the 

color mix of the 4 season type by comparing those that were 

diagnosed by the FPCS system and the three elements that 

were diagnosed using their eyes.  

For FPCS system test analysis, Leave-one-out Cross-

Validation technique was used[9]. 

This is a verification method of using each collected sample 

in the training set with the exception of the applicable sample.  

The result of analysis using this method revealed that when 

distribution of skin color by 4 season types is observed, skin 

color distribution is grouped uniformly based on the person's 

season type as seen below.  

 (Table 3.Skin color distribution by season type) 

 

The horizontal axis signifies the base color, and the 

vertical axis signifies brightness.  

(Table 4. Accuracy of season type diagnosis) 

 

When these season type color mix decision results are 

observed, rank 1 season type percentiles were 60.3% for the 

specialist 1, 55.6% for the specialist 2, and 59.8% when all 

data were used.  

Also, when cases upto rank 2 are observed, the percentiles 

were 82.6% for the specialist 1, 74.1% for the specialist 2, and 

76.8% when all data were used.  

(Table 5 Season type diagnosis result) 

Data 

Rank 

Use of All 

(112) 

Specialist 

group 1 (54) 

Specialist 

Group 2 (58) 

1 59.8% 60.3% 55.6% 

2 76.8% 86.2% 74.1% 
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3 90.2% 96.6% 90.7% 

4 100% 100% 100% 

When above results are examined, it experimently verifies 

that skin color has discrimination in determining the season 

type color mix.  

4.3. Comparison of existing method and FPCS 

The result of analysis using this method revealed that when 

distribution of skin color by 4 season types is observed, skin 

color distribution is grouped uniformly based on the person's 

season type as seen below. When the FPCS proposed in this 

study and existing color diagnosis system are compared and 

analyzed, existing personal color diagnosis system has low 

functionality, affordability, originality, and reliability, but 

familiarity between the person conducting the diagnosis and 

one receiving the diagnosis is high.  

In contrast, FPCS of this study has high functionality, 

affordability, originality, and reliability, but it is difficult to 

expect familiarity between the program and the user. 

When the FPCS proposed in this study and existing color 

diagnosis system are compared and analyzed, existing personal 

color diagnosis system has low functionality, affordability, 

originality, and reliability, but familiarity between the person 

conducting the diagnosis and one receiving the diagnosis is 

high.  

In contrast, FPCS of this study has high functionality, 

affordability, originality, and reliability, but it is difficult to 

expect familiarity between the program and the user.  

5. Conclusion and Future Study Objective 

The FPCS program proposed in this study is able to 

produce rapid and accurate results without the complex 

processes of existing color diagnosis therefore it is 

convenient and can save time and money.  

Also, it can not only be used by specialists but also by 

anyone for basis personal color self diagnosis.  

If additional study is conducted, database of sufficient 

size is built through testing, and based on it, further 

studies are accomplished, a more effective 

development of diagnosis system can be anticipated.  
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Abstract: The popularity of cycling sports is gradually increasing along with the growing awareness of environmental 
issues including the people who are not professionally trained and riding on a bicycle for only their physical fitness and 
holiday's recreation. Many types of bicycles have been developed and have been widely used in our daily life, and these 
bicycles have various size of frame for user’s physical size based on positions, saddle and handle. However there is 
lack of concern about the importance of bicycle position. This paper quantitatively evaluates the muscular activities 
during bicycle exercise. The raw electromyographic (EMG) data is converted to power spectrum data by Fast Fourier 
Translation (FFT), and then it is analyzed by using on-line usage of principal component analysis (PCA). For our 
fundamental study, we have restricted the freedom degrees about bicycle's position to one, the saddle height and have 
employed binding shoes in order to fix the pedals of bicycle and the bottoms of rider's feet. As the result of our 
experiments, the scheme of predict for necessary operation to make saddle height get up the best saddle height of the 
subject could be derived. 
 
Keywords: Bicycle exercise, EMG, FFT, PCA, Saddle height 
 

I. INTRODUCTION 

In competitive cycling, setting the proper position is 
extremely important for both performance and injury 
prevention. The position of bicycle is determined by the 
settings of saddle and handle. It has already reported 
that the performance in cycling is affected by various 
factors, including aerobic and anaerobic capacity, 
muscular strength and endurance, and body composition 
[1]. The bicycle position might involve the performance 
of cycling exercise deeply, because it dominates a basic 
riding posture and pedaling form. However, the 
determination standard of bicycle position has not been 
established and now it is empirically given by user's 
riding experience. Within our inquiry, there are few 
researches investigating on the effects of bicycle sittings 
for performance on the basis of biological information.  

This paper aims to establish an evaluation method to 
search an effective saddle height based on rider’s 
individual physical properties. This paper assumes that 
the leg muscles are relatively and evenly activated near 
the rider's best saddle height, so focuses on leg muscular 
activities during cycling exercise. As measuring objects, 
this paper selects five leg muscles, lateral vastus (LV), 
medial vastus (MV), biceps femoris (BS), medial triceps 
surae (MTS), and lateral triceps surae (LTS), which are 
thought to be important muscles for cycling exercise. A 
good position might vary according to each individual’s 
physical description even with similar size and 

appearance, because their physical features such as the 
length of body parts and joint flexibility are definitely 
not the same. If it becomes possible to optimally fit the 
bicycle position against rider's physical features before 
riding, we would be able to obtain comfortable cycling 
life and exercise efficiency with less physical burden. 
Moreover, if it becomes possible to easily make the 
optimal settings of bicycle for users, we can use bicycle 
more effectively and healthfully.  

Many researchers have provided a review of the 
pedaling technique using an EMG approach, and have 
shown how the pattern of muscle activation during 
pedaling can be analyzed in terms of muscle activity 
level and muscle activation timing. This paper firstly 
constructs an automatic saddle height control system 
consisting of a computer running on .NET environment, 
an instrument device of high sensitive amplifier 
processing EMG, and an available fixed cycle trainer. 
Then we establish an evaluation method as criterion for 
rider's pedaling performance with one skillful cyclist. 
Muscular activations during pedaling exercise of skilled 
riders are more stable and suitable for evaluate pedaling 
performance than inexperienced riders. For the same 
subject, we measure his leg electromyography data 
during pedaling exercise, and apply both of FFT and 
PCA to the data. Some experimental results show that 
our proposal techniques have a possibility to seek the 
most suitable saddle height of bicycle form rider's 
physical properties. 
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II. RELATED WORKS 

The saddle height is defined as the greatest distance 
from saddle surface to the center of the upper pedal 
surface in a straight line along saddle pillar and crank 
[1]. To find an efficient saddle height based on 
biological reaction, Hamley and Thomas [2] concluded 
by using oxygen consumption that the most efficient 
saddle height is 109% of symphysis pubis height 
(inseam), and other studies including the effort of [3] 
also confirmed that this method provides optimum 
aerobic power. Holmes recommended using 109% of 
inseam for eliciting high performance, and using 25-35 
knee angles for injury prevention [4]. Peveler et al. 
compared a saddle height of 109% of inseam with 25-35 
knee angle from the viewpoint of anaerobic power 
production by using a 30s Wingate test, and showed that 
using the 25-35 knee angle produces better results than 
109 % of inseam [5]. Some studies have shown power 
decreasing at lower saddle heights, but knee angle was 
not used [2, 3, 6]. Houtz et al. correlated EMG to 
exercise on a stationary bicycle with accompanying 
expertise of joint range studies, and evaluated the 
efficacy of some of the clinical methods with 3 Subjects, 
healthy young adult women and experienced bicycle 
riders [7]. They showed that saddle height does not 
influence timing of the muscle activity but the exercise 
is performed with less effort with higher saddle height. 
Jorge et al. denoted that muscle activity levels bear an 
inverse relationship to saddle height. Specifically 
muscular activity bears a complex relationship with 
saddle height, and quadriceps activity level decreases 
with higher saddle height. They also showed that 
muscular activity levels of the quadriceps are influenced 
by the type of shoes worn, and muscular activity levels 
increase with soft sole shoes as opposed to cycling 
shoes with cleats and toeclips [8]. From above 
mentioned efforts, it is clarified that EMG activity 
patterns are not strongly related to pedaling conditions, 
such as load, saddle height and shoe type. The level of 
muscle activity, however, is significantly affected by 
pedaling conditions. Ericson quantified the pedaling 
load induced in the lower limb joints and muscles 
during bicycle exercise, and studied how these loads 
changed with adjustments of the bicycle, workload, 
pedaling rate, saddle height, pedal foot position [9]. He 
showed that an increased saddle height caused an 
increase in activity of the gluteus medius, medial 
hamstring, and gastrocnemius muscles, but the other 

muscles were not significantly changed due to changes 
of saddle height. 

 

III. METHOD AND EXPERIMENTS 

1. Definition of criterion 
In order to establish a criterion to evaluate subject’s 

pedaling performance, this paper has employed leg 
electromyographic signals, where five electrodes are 
patched on the surface of subject’s leg as shown in Fig. 
1; LV, MV, BS, MTS and LTS. These electromyographic 
signals are measured at 1000 Hz sampling rate. We 
assume that these muscles work better in pedaling 
exercise and these muscular activities can be easily 
detected by using EMG. Majority of professional 
cyclists pedal at 90 rpm or greater while riding on a flat 
road [10], so the electromyography data is measured in 
pedaling exercise at 90 rpm. 

To process raw electromyographic signals, this 
paper derives power spectrum through FFT, where 
Hann window function is applied to 64 EMG. In order 
to evaluate a total amount of power spectrum per one 
revolution of pedaling, the averaged power spectrum 
value for 10 per spectrum values is derived, and then 

Front

Back

Lateral Vastus (LV)
Medial Vastus (MV)

Biceps Famoris (BF)
Medial Triceps Surae (MTS)
Lateral Triceps Surae (LTS)

 

Fig.1. Measuring muscles 
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used as muscular activity data in this paper. Power 
spectrum contains some electric noises through entire 
frequency band, so that we use only the peak value of 
the averaged power spectrum data as the amount of 
activity of muscles per unit time during pedaling. 

After three times calculation of the muscular activity, 
PCA is applied to the data obtained. This paper adopts 
1st and 2nd principal component (PC) because it is 
clarified that the total amount of their contribution rate 
usually exceeds over 84% from the experimental results 
several times already confirmed by our previous efforts. 
In order to evaluate the changes of muscular activities in 
response to the changes of saddle height, we have built 
an on-line usage algorithm of PCA shown in Fig.2. The 
saddle height control system can continuously operate 
PCA processing consisting of data before and after the 
change of saddle height. The values plotted at PCA 
score are displayed with different color and shape 
according to the saddle height, so we can relatively 
compare plots, i.e., the difference in distribution of two 
saddle heights as shown in Fig.3. Fig.3 shows the 
distribution of 1st and 2nd PC scores which is an 
example of experimental result consisting of two saddle 
heights, 650mm and 660mm. The difference of 
distribution and mean value can be found from Fig.3. 
 

Time[sec]

650

0

Saddle height [mm]

660
670
680
690

 
Fig.2. On-line usage of PCA 

 
Fig.3. Distribution of 1st and 2nd PC scores 

2. Experiment 
In order to verify the proposed evaluation method 

using FFT, PCA, and these on-line usage, verification 
experiments are implemented under the following 
conditions. The subject is a cyclist, who is the coauthor 
and has over ten years cycling careers with various road 
race experiences as Japanese semiprofessional cyclist. 
Firstly the subject rides on the fixed cycle trainer and 
sets the handle and saddle height to match his racing 
bicycle geometry. The subject has felt that his best 
saddle height is 670.0mm, so this paper performs 
experiments on the changes of muscle activity at 20mm 
above or below 670mm, 650-690mm as shown in Fig.2. 
After patching electrodes on the surface of subject’s leg, 
pedaling exercise begins. The subject firstly pedals on 
the settings at 650mm, and after 100 calculations of 
muscle activity, the saddle height rises 10mm. To avoid 
the effects of fatigue onto electromyographic signals, 
adequate rests are taken between experiments. For these 
results, as already shown in Fig.3, we focused on the 
relative positional relationship between the averaged PC 
score before and after the change of saddle height.  

 

IV. RESULTS AND DISCUSSION 

The proposed optimization method for the rider’s 
individual most suitable saddle height of a bicycle is 
based on measuring muscular activities that we had 
measured. The saddle height derived from the method 
might bring out certainly rider’s muscular strength but 
there were no concerns about riding comfort. 
Relationships between each muscle’s activities and 
variance are shown in Fig.4. From Fig.4, this paper can 
find the saddle height of 660mm minimizes the total 
number of muscular activities. Considering the dynamic 
theory of bicycle exercise, law of conservation of 
momentum can be applied to the relation between 
rider’s physical loads and bicycle’s work load. 
Therefore, the exercise of that the saddle height setting 
is 660mm stimulated other non-measured muscles. It 
was impossible to quantitatively and rigorous setting of 
workload, however the workload were sufficiently low 
for the subject and shakiness of upper body of the 
subject were not recognized. Because our multi-high 
sensitive amplifier can measure 8 channels’ signal of 
EMG at the same time, so gluteus maximus muscle, 
latissimus dorsi muscle, and musculus trapezius are 
added as the measure to be measured. If we will include 
concerns about muscles throughout whole body, then 

Processing of PCA
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the proper setting of workload of the bicycle 
corresponding to rider’s physical strength. VO2 max, 
maximal oxygen consumption, is one of the evaluation 
standard against not only cyclist but also athletes of 
other endurance sports. An analysis device for expired 
gas tells us subject’s oxygen uptake during cycling 
exercise in which the workload increases gradually. 
Adequate load will be derived noninvasively from the 
measurement of oxygen uptake and VO2 max.  

According to the physiologist coauthor, muscle is 
composed of two different type’s muscle fiber. They are 
fast muscle fiber and slow muscle fiber, and their use 
rate change corresponding to the workload. We are 
considering embedding the use rate between fast and 
slow muscle fibers into PCA analysis. It is assumed that 
rate of change of muscular fiber use is different due to 
individual physical characteristics and pedaling skill, 
and so on. And it has some relations with total 
contribution ratio of eigenvector calculated in one of 
processes of PCA. 

 
Fig.4. Differences of muscular activity for saddle height 

 

V. CONCLUSION 

This paper assumed that an efficient saddle height 
enables leg muscles to induce well-balanced action 
while pedaling. When the saddle is controlled to 
favorable height after changing higher saddle height, the 
averaged PC score after changing relatively moved in 
the first quadrant of coordinate system. Therefore this 
paper considered that to seek the best saddle height is 
equal to seek the saddle height to move the average 
value to the direction of first quadrant on PC score sheet. 

The amount of each muscle used by pedaling 
exercise is different, so electromyographic signals 
increase depending on the muscle mass. Then this paper 
employed the use of a correlation matrix in PCA in 
order to evaluate the muscular activity evenly not 
influenced by the muscle mass. The feature of 

correlation matrix is to analyze based on considering the 
relationship between all values of muscles activity. 

The saddle height control system calculates a power 
spectrum data every 64[msec] and derives muscular 
activity every 640[msec] in order to consider the 
muscular fatigue with dynamic change during 
measurement. It can be found that Wavelet analysis 
method is better suited for the consideration of the 
muscular fatigue, because time domain information can 
be taken account. Then we will use Wavelet transform 
to evaluate the effects of muscular fatigue. 

The decision of saddle height depends on ambiguous 
human sensibility. By the basis of this concept we will 
determine to apply Fuzzy logic as a way to seek an 
effective optimal saddle height.  
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Abstract: To the robot joint actuated by two McKibben 
muscles, a new model is supposed, and a control algorithm 
based on fuzzy CMAC is designed. The new model of the 
robot joint supposes that there are two independent inputs so 
that the stiffness control of the robot joint becomes possible. 
The control algorithm based on both fuzzy logic and CMAC 
is designed. The fuzzy logic fuzzifys the relationships among 
the blocks of CMAC so that the performance of the CMAC is 
improved. At last the simulation is done. 

Key word: robot joint, control algorithm, fuzzy CMAC. 

 

1 Introduction 
We have done some study on the intelligent control 

algorithm for the robot joint actuated by a pair of Mckibben 
muscles[1]. The study aimed only at the joint posture. In 
another word, the study mainly concerned the angle of the 
robot joint. But the stiffness of the robot joint is important 
too in practice. Based on human feeling, to the same joint 
and the same joint angle, the stiffness can be different. For 
example, the stiffness should be different when the load 
changes if the joint wants to keep the same joint angle. So 
both the angle and the stiffness of the robot joint are 
important. 

In the previous study, we used the robot joint model as 
Fig.1. Based on the model, the pressure changes of the two 
Mckibben muscles are related with each other. The pressures 
of the two Mckibben muscles will change at the same time. 
In this way we can only control the joint angle. The stiffness 
of the robot joint can’t be adjusted, because the pressures of 
the two Mckibben muscles can’t be adjusted independently. 
In this study, we improve the control algorithm based on the 
previous research which only emphasized the joint angle. In 
the position control, when the joint angle is changed from 
one value to another one, not only the joint angle should be 
got to the required value, but also the joint stiffness may be 
adjusted too. In this study, a special adjusting algorithm of 

the pressures of the two Mckibben muscles is designed. In 
the new algorithm, the pressures of the two Mckibben 
muscles can changes independently and a special constraint 
condition limits their pressure changes of the two Mckibben 
muscles when the robot joint works. 

 

 
Fig.1 The old model 

 

 

2 The robot joint actuated by McKibben muscles 

  In this study, a new robot joint model is designed which is 
shown in Fig.2. The structure is as a little same as the old one. 
But the pressures of the two Mckibben muscles change in 
different way. Both P1 and P2 change independently. Based 
on this model, the angle and the stiffness of the robot joint 
can be controlled independently. 

When the robot joint working, the two Mckiben muscles 
will be input by two gas pressures P1 and P2 which are 
independent, and they will output pulling forces F1 and F2 
independently. We use formula (1) to calculate the static 
forces[2]: 

 

}1])1[(3{ 2
241 2

2 −−= b
L

cn
b RcPcF
π

               (1) 

 

This is a revised force model based on experiments. Where, 
P is the pressure of the Mckibben muscle, Rc is its 
contraction rate, L is its current length, b is the length of the 
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fiber in its outer layer, n is the number of winding turns of a 
single fiber, and c1 and c2 are two constants decided by the 
experiments.  

Then we establish the dynamic model as the following: 
 

2

2

dt
dJM ω

=              (2) 

vs MMM −=                        (3) 

)( 21 FFRM s −=                         (4) 

  
dt
dPPcM v
ω)( 21 +=                       (5) 

 

Where, is the total moment of the robot joint,  is 
its static moment,  the moment item related with joint 
viscous damping,  is the rotation inertia, R is the radius of 
the joint cylinder, and c is the viscous damping factor.  

M sM

vM

J

 

 
(a)  

 

 
(b)  

 
Fig.2 The new model of the robot Joint 

 
 

3 The control system based on the fuzzy neural networks 
In previous studies, we designed the control algorithms 

based on the neural networks, which including the pure 
CMAC network and the compound control algorithm based 

on both CMAC and PID. To those algorithms, there are some 
problems not resolved. One problem is that the pure neural 
network controller is not absolutely reliable. Another one is 
referred to the compound control algorithm. The compound 
controller consists of a CMAC controller and a PID 
controller which are parallel to each other. The problem is 
that we must determine the PID parameters before the 
controller working. The previous study concluded that the 
PID parameter values should be within a proper field. So we 
must try the PID parameters before the control system begins 
to work. And there is a risk that the compound control system 
may fail if the robot joint or its load changes too much. 
Summarizing the above analysis, we design a new control 
algorithm based on both fuzzy logic and CMAC networks, 
shown in Fig.3. This algorithm can solve the two problems at 
the same time. 

 

 

Fig.3 The fuzzy neural network control system 
 

In Fig.3, θd is the desired angle of the robot joint, θ is the 
real angle, e is the difference between θd and θ, and FNN is 
the controller.  

To a same robot joint angle, there are numberless pairs of 
P1 and P2 corresponding to it. So here we add a constraint to 
them, which is the formula (6). 

 

min)()( 2
2

2
1 =Δ+Δ PP       (6) 

 
Where, ΔP1 and ΔP2 are the changes of P1 and P2 

respectively. 
The structure of the fuzzy neural network controller is 

shown in Fig.4. 
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Fig.4 The fuzzy neural network controller 

 
In Fig.4, we divide the controller into 4 layers. Layer 1 

introduces the input of the controller. Its output and input has 
the relationship as formula (7). 

 

eIO == )1()1(                      (7) 

         
Where, O(1) and I(1) are respectively the output and input of 

the layer 1.  
In layer 2, the input of the controller is fuzzified. Here we 

divide the whole input space into 5 blocks and define 5 
Gaussian functions as the membership functions of the 5 
blocks: blocks: 

  

Fig.5 The Gaussian functions and their distribution Fig.5 The Gaussian functions and their distribution 
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Therefore, the relationship between the input and the 
output in layer 2 should be: 

 

)()2()2( eIO
iBii μ==   (i=1,2,3,4,5)     (9) 

 
In the layer 3, the output of the layer 2 activates the 

associative intensity in the associative units, and the output is 
calculated by the formula (8). 
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The layer 4 sums the outputs of the associative units and 

then calculates the output of the controller. The calculation is 
the formula (11). 
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4 The leaning algorithm of the fuzzy CMAC controller 
The learning of the controller should include the 

associative intensity wji, central value σi and width υi of the 
Gaussian function parameters. Here we suppose Pd  and P 
are the desired and real outputs of the controller, and define 
the objective function of the error as the formula (12). And 
the network learns by δ algorithm[3]. 
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  Where, η1, η2 and η3 are the learning rates, and each of 
them should belong to (0,1). Therefore the three parameters 
should be calculated as 
   

   )()()1( kwkwkw jijiji Δ+=+

(i=1,2,3,4,5,  j=1,2)         (16) 

  )()()1( kkk iii σσσ Δ+=+  

  (i=1,2,3,4,5)           (17) 

  )()()1( kkk iii υυυ Δ+=+  

  (i=1,2,3,4,5)           (18) 
 
 

5 Simulation 
Based on both the model of the robot joint and the control 

algorithm, we simulate the control system by MATLAB. 
There is no load, the initial conditions are that both θ(0) and 
ω(0) are zero. The desired track of the robot joint 
θd(t)=sin(2πt). The sampling time is 0.001 second. And we 
add a disturbance item to the joint which is Md=sin(10πt). 

The simulation results are shown in Fig.6, which indicates 
that the control system is stable and it can resist the outer 
disturbance. 

 
6 Conclusion 

To the nonlinear system like the robot joint actuated by the 
McKibben muscles, a new model with two inputs and one 
output is supposed. The changes of the pressures of the two 
Mckibben muscles are independent. It is possible to realize 
the stiffness control based on the model. The control 
algorithm based on Both fuzzy logic and CMAC is designed. 
The simulation shows that the control algorithm is effective 
and the control system is stable. The control system can resist 
the outer disturbance too.  

 

(a) The tracking lines 

 

(b) The tracking error 

Fig.6 Tracking and error of the control system 
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Abstract: Patients sometimes forget to take medicine. It may make recovery of patients slow down. In this study, we 

propose a new robot supporting to take medicines on time using medicine sensors and a chewing sensor. When 

medicines are put into medicine sensor, the electric capacity of the medicine sensor will be changed. According to the 

value of capacity of the sensor, this robot can easily judge whether medicines are in the medicine box or not. The 

chewing sensor is made up of an ear wearing device and a unit which consists of a photodiode and an infrared LED. 

The infrared rays from the infrared LED irradiate a mandible. Using reflected light received by the photodiode, the 

chewing sensor can judge whether foods have been taken or not. By using the medicine sensors and the chewing sensor, 

the robot can bring the user medicines on time and have following function. If medicines are not taken at time to take 

medicines, the robot announces to the user. In case of medicines taken before meals, the robot warns the user to take 

medicines if the user is chewing before taking medicines. 

 

Keywords: Robot supporting to take medicines, Medicine sensor, Electric capacity, Chewing sensor. 

 

I. INTRODUCTION 

According to National Livelihood Survey 2008, the 

ratio of the patients to Japanese people was 0.3336
[1]

. If 

medicines are prescribed for most of patients, over 30 

percent of Japanese take medicines. However, over 60 

percent of the patients forget to take medicines on 

time
[2]

. If patients do not take medicines on time, the 

effect of medicines is not enough. In addition, it may 

make the state of illness worse. For this reason, methods 

to prevent forgetting to take medicines are necessary 

and helpful to patients
[3]

. There are several kinds of 

systems that announce the time of taking medicines to a 

patient
[4]~[6]

. However, these systems cannot accurately 

judge whether a patient takes medicines or not, and 

cannot judge that the patient takes medicine before 

meals or after meals. Many chewing sensors are used to 

detect that, but most of them are uncomfortable in direct 

contact type. There is also non contact-type using an 

infrared sensor, but it needs to be fixed on glasses and 

needs to be adjusted
[7]

. Thus, the solution of these 

problems is needed. In addition, a robot that brings 

medicines is more useful for patients of bedridden than 

the systems only of the announcement. 

Therefore, a robot supporting to take medicines on 

time is proposed. In this paper, new medicine sensor and 

chewing sensor for the robot are developed. Regardless 

of size and shape of medicines, the robot can accurately 

judge whether medicines have been taken out or not 

from the medicine sensors. The robot can also 

accurately judge whether a user is chewing or not by the 

chewing sensor. By using the medicine sensors and the 

chewing sensor, the robot can bring medicines to a user 

and announce to take medicines on time. 

II. ROBOT SUPPORTING TO 

TAKE MEDICINES ON TIME 

A robot supporting to take medicines on time is 

structured as shown in Fig.1 (a). The picture of the 

experimental robot is shown in Fig.1 (b) and (c). A unit 

for person judges whether a user is chewing or not from 

a chewing sensor, and transmits the result to the robot. 

The robot judges whether medicines have been taken 

out or not from medicine sensors. If medicines are not 

taken at time to take medicines, the robot announces to 

the user. In case of medicines taken before meals, the 

robot warns the user to take medicines if the user is 

chewing before taking medicines. 
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Fig.2. Picture of medicine sensor 
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Fig.3. Structure of inside of sensor box 

in case of no medicine 
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Fig.4. Structure of inside of sensor box 

in case of medicine 

1. Medicine Sensor 

The picture of medicine sensor and the structure of 

sensor box are shown in Fig.2, 3 and 4. Two pieces of 

metals are set on the inside of the lid and the holder, and 

insulators are put on the metals. A sponge is set between 

the metal and the bottom of the holder. This is used 

instead of spring. When there is no medicine in the 

sensor, the distance between the metal of the holder and 

that of the lid is 2dI (Refer to Fig.3 (b)). The circuit 

diagram is shown in Fig.3 (c). The electric capacity of 

each insulator is assumed CI. The combined electric 

capacity is C0 (=CI /2). When there is a medicine in the 

sensor (Refer to Fig.4 (a)), the distance between the 

metal of the holder and that of the lid is 2dI+dM (Refer 

to Fig.4 (b)). The circuit diagram becomes Fig.4 (c). 

The electric capacities of medicine and air between the 

insulator of the holder and that of the lid are assumed 

CM and CA. The electric capacity of each insulator in 

part of air is assumed CIA. The combined electric 

capacities of Ca, Cm and C1 are as shown in Fig.4 (c). 

These are represented as followings. 
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Then C1 is lower than C0 if CM and CA take a limited 

positive value. When there is a medicine in the sensor, 

the electric capacity of the sensor becomes low. 

Therefore, it can be judged whether medicines are in the 

sensor or not by measuring the electric capacity of the 

sensor. 

In order to avoid misjudging, a switch is set below 

lid of the sensor as shown in Fig.2. When the lid is 

opened, it may be misjudged because of the change of 

capacity of the sensor. The switch signal is used to stop 

the judgment while the lid opens. 

In this robot, when there are medicines in a sensor, 

the capacity of the sensor is low. The robot judges 

whether medicine sensors contain medicines or not 

when all lids have been closed. 

2. Chewing Sensor 

The proposed chewing sensor is shown in Fig.5 (a). 

It is made up of an ear wearing device and a unit which 

consists of a photodiode and an infrared LED. The 

sensor worn on one ear needs to be fixed about 1 [cm] 

away from a mandible as shown in Fig.5 (b). The 

modulated (10 [kHz]) infrared rays from the infrared 

LED irradiate the mandible. The reflected light is 

received by the photodiode. Then, the signal goes 

through the circuit which consists of amplifiers and a 

band-pass filter. The microcomputer judges whether 

chewing or not by the output of the circuit. 
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Fig.5. Chewing sensor 
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Fig.6. Shape of waves of chewing and talking 
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Fig.7. Medicines used in the experiment 

(a) (b)

(c) (d)

(e)

Lid

(a) (b)

(c) (d)

(e)

Lid

 
Fig.8. Positions of medicine in the sensor 

Talking and chewing can be distinguished from the 

shape of waves of the output as shown in Fig.6. In case 

of chewing, a similar shape of waves is repeated 

because of the similar movements of the mandible. 

However, in case of talking, the shape of waves is 

irregular. Using correlation of waves, it can be judged 

whether chewing or not. In addition, people normally 

chew 0.5~3 times in one second. Therefore, if the waves 

satisfy the following Eq. (4), (5), (6) and (7), it is 

assumed that they are “correlation waves”. 
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A local maximum voltage and the following local 

minimum voltage are assumed Vmax(i) and Vmin(i) 

respectively as shown in Fig.6. The next local maximum 

voltage is assumed Vmax(i+1). The time from Vmax(i) to 

Vmax(i+1) is Ti, the time from Vmax(i+1) to Vmax(i+2) is 

Ti+1. Regularized cross correlation function from Ti to 

Ti+1 is Ri. Vth is the threshold voltage. In this experiment, 

it is set 100 [mV]. If the correlation waves continually 

occur over 5 times, it is considered as chewing. 

III. EXPERIMENTS 

1. Experiments of Medicine Sensor 

In the part of experiments for medicine sensor, the 

metals with the area of 36 [cm
2
] (W = 6 [cm], L = 6 

[cm]) and the insulators (Glass-epoxy, Relative 

Permittivity: 4.5~5.2
[8]

) with thickness (dI) of 1.6 [mm] 

are used. The sensor shown in Fig.2 is used in the 

experiments. 

The variance of the output voltages of the sensor is 

confirmed for determine the threshold voltage (Vm) to 

judge whether medicines are in the sensor or not when 

medicine is put into the sensor as follows. 

A.Influence of the Position of Medicine 

In this experiment, the influence of position of 

medicine in the sensor on output voltage of the sensor is 

confirmed. The output voltage of the sensor is measured 

when the medicine (Refer to Fig.7, No.1) is put into the 

sensor. Five places where medicine is put (Refer to 

Fig.8, positions (a)~(e)) are tried. It is tried 10 times for 

each condition. The output voltages at each position and 

the output voltage in case of no medicine in the sensor 

are shown in Fig.9. 

B.Influence of type of Medicine 

In this experiment, the influence of type of medicine 

on capacity of the sensor is confirmed. The capacity of 

the sensor is measured when the medicine is put in the 
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Fig.9. Influence of position of medicine 

on output voltage of medicine sensor 
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Fig.10. Influence of type of medicine 

on output voltage of medicine sensor 
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Fig.11. Numbers of continuous correlation 

waves relating to chewing 

sensor. Ten types of medicines with different sizes and 

shapes are used 10 times for each of them as shown in 

Fig.7. A medicine is placed at the position of center as 

shown in Fig.8 (e). The result is shown in Fig.10. 

If the output voltage is higher than Vm, it is assumed 

that medicines are in the medicine sensor. The 

recognition rate of 100 [%] is obtained when Vm is in 

the range of 0.57~0.86 [V]. Therefore, Vm is decided 

0.70 [V]. It can accurately judge whether the user have 

taken medicines or not. 

2. Experiments of Chewing Sensor 

In the next part of experiments, chewing sensor 

shown in Fig.5 is used. Ten people (a~j) do the 

experiments of talking and chewing, and every people 

does those 3 times. As the result shown in figure 11, in 

case of chewing, continuous correlation waves are over 

8 times. In case of talking, those are not over 3 times. 

Therefore, the recognition rate is 100 [%]. It can 

accurately judge whether the user is chewing or not. 

3. Operation Check of the Robot 

In this experiment, operation check of the robot is 

performed. Experimental conditions are three cases as 

followings. (1) User takes medicines on time. (2) User 

does not take medicines on time. (3) In case of 

medicines taken before meals, user is chewing before 

taking medicines. It is tried 10 times for each condition. 

As the result, the robot did nothing in the condition of 

(1). In the condition of (2), the robot brought the user 

medicines, and announced user to take medicines. In the 

condition of (3), the robot brought the user medicines, 

and warned user to take medicines before having foods. 

Thus, it was confirmed that the robot correctly brought, 

announced and warned. 

IV. CONCLUSIONS 

A robot supporting to take medicines on time is 

proposed in this study, and a medicine sensor and a 

chewing sensor are developed. The robot can bring the 

user medicines on time. If medicines are not taken at 

time to take medicines, the robot announces to the user. 

In case of medicines taken before the meals, the robot 

warns the user to take medicines if the user is chewing 

before taking medicines. 
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Abstract:  This paper proposes text mining software to analyze FACT-Graph and describes case study by using the 
software. FACT-Graph is a trend graph which visualizes what kinds of topics exist and shows the change of trend in 
time-series text data. However, FACT-Graph itself does not have enough environments to analyze trend although it 
provides the clue for trend. In order to resolve the problem, we develop the software called Loopo. This software 
provides the functions of adding the consideration of analyst as the keywords and operating FACT-Graph itself such as 
moving, adding, and clearing nodes. Also, the system allows analysts to refer information source, keyword information, 
and network information in order to analyze and consider FACT-Graph. In a case study about criminal trend using the 
title of articles of newspaper between 1987 and 2007, we confirm the usability of this software. 
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I. INTRODUCTION 

Recently, the usage of text data on web page has 
been promoted on the back of fast networks and large 
volume storage. Text mining has been developed to use 
this text data. Text mining uses unstructured and 
voluminous text data and discovers new usage 
knowledge.  Text mining methods are used for 
keyword extractions, summarizations, and 
visualizations [1]-[4]. 

This paper focuses on the trend analysis that uses 
time-series text data and several text mining methods 
[5]. In many cases of trend analysis, terms and topics in 
text data (i.e. bag-of-words) are used. Consequentially, 
analysts who analyze trends need to find out what are 

the terms that receive a lot of attention in a certain time 
period. To identify and summarize trends, Saga et al. 
have developed a trend visualization method called 
FACT-Graph [6]. FACT-Graph classifies terms on the 
basis of their importance and the relationships between 
them. FACT-Graph visualizes how these two elements 
change as time elapses. Fig. 1 shows the visualized 
information as a co-occurrence graph, and an analyst 
speculates about the trends from this graph.  

However, text mining based on human-centric 
actions is currently receiving much attention [7]. This 
text mining emphasizes the centrality of analyst 
interactivity in knowledge discovery processes. It 
repeats the processes in which an analyst considers the 
text mining results, reflects the considerations in the 
result, and analyzes again. For human-centric text 
mining operations, text mining necessitates the system-
based support that aims to show the evidences and 
reflects the analyst’s intentions. 

This paper describes text mining software called 
Loopo that extend FACT-Graph as human-centric text 
mining. Loopo provides information on the processes of 
analyzing terms, networks, and evidences for trends 
analysis to identify trends.  

The rest of this paper is organized as follows; 
Section 2 introduces FACT-Graph. Section 3 describes 
Loopo in detail. Section 4 details a case study about 
crime trends in Japan using newspaper articles. Finally, 
Section 5 concludes our papers. 
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II. FACT-Graph 

FACT-Graph visualizes the change of keywords 
trend and relationships between terms over two time 
periods (Fig. 1). The usefulness of FACT-Graph has 
been discussed in several previous studies [6][8]. 

FACT-Graph is shown using nodes and links. FACT-
Graph embeds the change in a keyword’s class 
transition and co-occurrence in nodes and edges.  The 
keyword’s class transition, which is one of the essential 
elements of FACT-Graph, is based on class transition 
analysis that separates keywords into four classes based 
on term frequency (TF) and document frequency (DF) 
[9]. The result of the analysis shows the transition of 
keywords between two time-periods shown in Table 1. 
For example, if a term belongs to Class A in a certain 
time period and moves into Class D in the next time 
period, then the trend regarding that term is referred to 
as “fadeout”. FACT-Graph identifies these trends by the 
node’s color. For example, red color shows fashionable, 
blue color shows unfashionable and white shows 
unchanged in FACT-Graph 

Additionally, a FACT-Graph visualizes keywords 
and relationships between keywords by using co-
occurrence information. As a result, useful keywords 
can be obtained from their relationship with other 
keywords, even though that keyword does not seem to 
be important at a glance, and the analyst can extract 
such keywords by using FACT-Graph. Moreover, from 
the result of the class-transition analysis, the analyst can 
comprehend trends in keywords and in topics 
(consisting of several keywords) by FACT-Graph. 

The steps for generating FACT-Graph are as 

follows: 
1. Separate time-series text data in accordance with the 

analysis periods 
2. Extract keywords in each period by morphological 

analysis and TF-IDF algorithm 
3. Carry out class transition analysis and extract co-

occurrence relations. 
4. Visualize keywords and relations. 

A FACT-Graph is composed of three factors: time, 
keywords, and a co-occurrence network. The analyst of 
a FACT-Graph configures several parameters related to 
these factors such as analysis period, keyword filtering, 
and threshold of co-occurrence.  

III. Loopo 

Loopo is software made to extend FACT-Graph as a 
human-centric text mining system. Loopo enable users 
to analyze FACT-Graph efficiently by improving the 
analysis process of FACT-Graph. In order to improve 
the analysis process, Loopo aims to repeat user input 
such as parameters' setting and reflection onto FACT-
Graph and output such as smoothly generating FACT-
Graph and information references. 

Fig. 2 is a screenshot of how Loopo draws FACT-

Table 1. Class transition and keyword trends 

 After 
A B C D 

Before

A Hot Cooling Bipolar Fade 
B Common Universal - Fade 

C Broaden - Locally 
Active Fade 

D New Widely 
New 

Locally 
New Negligible
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Table 2. Basic information of analysis data 

 

The number of articles 2971
Analysis Span 1987-2007

Co-occurrence Type Simpson

Parameters

Keywords 30
Thresholds(TF, DF) 0

Thresholds
(Co-occurence) 0

Graph from certain text data. Loopo consists of four 
windows: “FACT-Graph View,” which shows and 
operates the FACT-Graph itself; “Keyword Manager,” 
which manages keywords; “Time Manager,” which 
manages information and parameters concerning 
analysis periods; and “GraphInfo,” which shows and 
manages parameters concerning the network of the 
FACT-Graph. User can configure the parameters to 
generate FACT-Graph via these windows. 

The analysis by Loopo starts with the import of 
time-series text data. From the data, Loopo makes 
visualization at the same time as generating FACT-
Graph. Loopo renders FACT-Graph dynamic so a user 
can moves keywords via FACT-Graph View to facilitate 
visualization. Also, the user can add terms that are 
deselected by the parameter to FACT-Graph and 
removes unnecessary keywords from the graph. 
A. FACT-Graph View 

FACT-Graph View shows the analysis results for the 
text data which is imported to Loopo as FACT-Graph. 
The analyst can move, clear and fix keywords for trend 
analysis easily via the window. For example, the “fixing 
keyword” function is used to fix the locations of 
noteworthy keywords between multiple analysis periods. 
The analyst can therefore browse through remarkable 
keywords and their related keywords over the periods at 
ease. FACT-Graph View also allows the analyst to refer 
to original text data from remarkable keywords and 
helps them to comprehend macro/micro trends. 
B. Time Manager 

It is important to configure time period for time-
series analysis. Usually, the number of articles is shown 
as a clue of setting of time periods. By displaying the 
trend in article volume as a chart, Time Manager helps 
the analyst configure the parameter concerning analysis 
period. The window indicates how the time periods are 
divided up for analyzing a FACT-Graph (which is 
output according to the time periods). Time Manager 
also has a function for setting time periods forward or 

backward. With this function, the analyst can view a 
series of FACT-Graphs via FACT-Graph View along 
with the change of time period. 
C. Keyword Manager 

Keyword Manager is the window for listing and 
managing the keywords currently shown in a FACT-
Graph. The analyst can add and delete keywords, and 
refer to the original text data from a keyword via 
Keyword Manager or FACT-Graph View. As a result, 
the window can reflect the analyst’s awareness in 
FACT-Graph. The analyst can also configure the 
parameter, such as thresholds, concerning keyword 
extraction. 
D. Graph Info 

One of the measures for identifying whether a 
FACT-Graph is meaningful is network information such 
as network size and density. GraphInfo shows the 
network information about FACT-Graph. GraphInfo 
shows network size, density, and the type of links as an 
overview of a FACT-Graph. It also shows several 
centralities such as betweenness centrality and closeness 
centrality when analyst selects a node of interest via 
FACT-Graph View [11][12]. Moreover, GraphInfo 
allows the analyst to change co-occurrence type and 
thresholds of co-occurrence. 

 

IV. CASE STUDY 

A. Environment 
This section describes a case study to confirm the 

usability of Loopo. In this case study, we use article 
titles from Japanese newspaper between 1987 and 2007, 
and we try to analyze crime trends. The detailed data is 
shown in Table 2. In this analysis, we use the keywords 
the TF-IDF weight of which contains the top 30 in each 
time period, and we adopt Simpson coefficient for co-
occurrence. We also adopt more than 0 as thresholds of 
keyword and co-occurrence because articles titles are 
generally abbreviated sentences. 
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Fig.3. FACT-Graph between 1987 and 2007 
 

Fig.4. FACT-Graph added the keyword “Bullying” 

B. Analysis Result 
At first, we separated entire text data into two parts, 

that is, the period from 1987 to 1997 and the period 
from 1997 to 2007, and then generated FACT-Graph. 
The result is shown in Fig. 3. FACT-Graph visualizes a 
fashionable keyword as a red node. Therefore we could 
obtain the several fashionable keywords such as 
"Mother", "Lynch", "Mind", and "Darkness" from the 
figure. Then By using the function of Loopo, we could 
found that "Mind" and "Darkness" were used frequently 
as one phrase "Darkness of Mind" and the phrase did 
not appear in before period. 

Simultaneously, we noticed that "Bullying" which 
was not in FACT-Graph appeared with "Darkness of 
Mind" frequently. Here, we added the "Bullying" via the 
Keyword Manager in Loopo. The result is shown in Fig. 
4. From the result, "Bullying" appeared as a bridge 
between two topics. Also the betweenness from 

GraphInfo is highest among other keywords, so 
"Bullying" was possibly important over 20 years of 
crimes. 

Next, we focused on the two peaks of the number of 
articles between November 1996 and May 1998 because 
Time Manager indicated that the number of articles 
increased twice suddenly in this period (Fig. 5). Fig. 6 
visualizes the FACT-Graph for the first peak around 
1997. In this figure, "Jun", a male name that also 
appears in Fig. 3, is most fashionable keyword. On the 
other hand, the FACT-Graph in the second peak around 
1998 shows Fig. 7(a). However, there are so many 
unnecessary keywords such as "Related" and "Reports" 
that it is difficult to analyze trends. Therefore, by using 
Loopo, we removed these keywords by referring to the 
original information source, so we can retain the 
important keywords in Fig. 7(b). From the processed 
figure, we found that teenage crimes and information on 
particular criminals are focused on in these periods. 

 

Fig.5. Time Manager in Case Study 
 

Fig.6. FACT-Graph  
between November 1996 and October 1997

Jun

Impact

Killing
Case

Crime Diary
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V. CONCLUSION 

This paper proposes text mining software to analyze 
FACT-Graph and describes case study by using the 
software. FACT-Graph is a trend graph which visualizes 
what kinds of topics exist and shows the change of trend 
in time-series text data. However, FACT-Graph itself 
does not have enough environments to analyze trend.  

In order to resolve the problem, we develop Loopo 
which provides the functions of adding the 
consideration of analyst as the keywords and operating 
FACT-Graph itself such as moving, adding, and 
removing nodes. Also, the system allows analysts to 
refer information source, keyword information, and 
network information in order to analyze and consider 
FACT-Graph. In a case study about criminal trend using 
the title of articles of newspaper between 1987 and 2007, 
we confirm the usability of this software. 
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(a) Output FACT-Graph       (b)  After removing unnecessary keyword 

Fig.7. FACT-Graph between October 1997 and October 1998 
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Abstract: This paper proposes a gait control algorithm for a commercial quadruped robot pet developed by Dasarobot 
Co., Korea. Reliable motion and online characteristics are the key requisites for the motion planning algorithm of a 
commercialized robot. Centroid body sway ensures walking stability to achieve reliability of the proposed gait. By 
using ground coordinate representation, it is possible to integrate several online gaits to realize a compact and efficient 
gait planning algorithm. Experimental results are presented to verify the proposed gait planning and control. 
 
Keywords: Quadruped; Robot pet; Gait planning; Initial posture 

 

I. INTRODUCTION 

Small-sized robot pets have gained increasing 
attention for their high industrial potential in recent 
years. The robot dog AIBO was developed by Sony, 
Japan, in 1998, and the similar i-Cybie was launched by 
Silverlit/Tiger Electronics, USA, in 2000 [1]. Recently, 
DASAROBOT in Korea produced the commercialized 
robot dog Genibo in 2008 [2]. In contrast to 
conventional fixed-body industrial robots, robot dogs 
have the unique feature of quadruped locomotion as 
well as intelligence and emotion. Thus, smooth and 
natural walking has an important impact on robot dog 
behavior. 

Quadruped gait control had been studied for several 
decades. There are two methods for gait design: 
systematic planning and incremental learning. Gait 
design by planning is a means of online trajectory 
generation based on mathematical analysis. Song 
addressed the well-known static walking stability of the 
static wave gait in [3], and several gaits such as the 
crawl gait [4], crab gait, and spin gait have been studied 
[5][6]. On the other hand, the learning method connects 
several basic motion behaviors through repetitive trial-
and-error to construct a gait [7]. For basic motion 
behaviors, the tip trajectory for a swinging leg, body 
sway motion for stable walking, shoulder height, stance, 
etc. are set, and a genetic evolution algorithm searches 
and evaluates the connected parameters of motion 
behaviors to generate the appropriate walking motion. 
Incremental learning is basically an offline scheme 
since it requires extra processes to search and optimize 
the basic motion behaviors. The optimization search 
process consumes considerable time. Moreover, it is 
difficult to change gait parameters such as the gait 
period, duty factor, stride, etc., since a different gait 
motion needs another learning process; this makes the 
learning method difficult to apply to commercialized 
robots. 

The main aim of this study is to implement an online 
gait control algorithm for the commercialized 

quadruped robot pet Genibo. For commercial purposes, 
gait planning should be compact and portable for an 
embedded controller and satisfactory performance of 
gait motion should be guaranteed. To realize real-time 
capability, the proposed gait control algorithm is based 
on constructive planning rather than incremental 
learning. Most hitherto developed quadruped gait 
control algorithms were for research purposes, not 
commercial purposes. 

II. KINEMATIC STRUCTURE 

 
Fig. 1 Kinematic structure 

The quadruped pet robot Genibo is 193 mm in 
height and 1.5 kg in weight. Each leg has 2 DOF 
(degrees of freedom) at the shoulder joint and 1 DOF at 
the knee joint. The robot has 2 DOF for the pan and tilt 
joints on its neck and one tail joint. The total number of 
joints is 16. The kinematic structure of the robot and the 
coordinate frame assignment at each joint according to 
D-H (Denavit-Hartenberg) conventions are shown in 
Fig. 1. By using an analytic approach, it is possible to 
derive the inverse kinematics solution (1) of the foot 
coordinate O16 with respect to the shoulder coordinate 
O11 : 

( , , , , , ), 1,2,3i i x y zf F F F d a iθ α= =   (1) 

where [ , , ] t
x y zF F F=F  denotes the foot position 

vector in the shoulder coordinates and d , a , and α  
are the link parameters for D-H representation. 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 367

mailto:suylee@snut.ac.kr


III. GAIT PLANNING 

1. Gait integration 
The leg motion for a gait can be represented by (i) 

moving coordinates on a robot body, i.e. body 
coordinates; and (ii) reference coordinates fixed on the 
ground, i.e. ground coordinates. For body coordinates, 
the foot positions of all supporting legs move in the 
opposite direction of the body motion. However, for 
ground coordinate representation, the foot positions of 
the supporting legs are fixed onto the ground regardless 
of body motion. It is easy to integrate various gaits-such 
as forward, backward, spin, crab, etc.-into ground 
coordinate representation since the fixed foot positions 
of the supporting legs are common to all gait types. 
Easy integration implies memory reduction and 
compact implementation in small embedded controllers. 

 
(a) Ground coordinates  (b) Body coordinates 

Fig. 2 Representation in the ground and the body coordinates 

Since the inverse kinematics solution in Section 2 
was described with respect to the shoulder coordinates 

sT , the leg motion represented in the ground 
coordinates should be transformed into the shoulder 
coordinates as in (2). 

1 1
w wb bs s s bs wb wft T T ft ft T T ft− −= ⋅ ⋅ ≡ = ⋅ ⋅    (2) 

where wft  and sft  are foot positions for the ground 
and shoulder coordinates. This coordinate 
transformation is illustrated in Fig. 3, where wT , bT , 
and sT  denote the ground, body, and shoulder 
coordinates. wbT , bsT , and stT  imply the ground-to-
body, body-to-shoulder, and shoulder-to-foot 
transformations, respectively. 

 
Fig. 3 Coordinate transformation 

2. Gait planning 
Quadruped walking is a state transition process 

between three-leg and four-leg support states. A gait 
diagram of the well-known standard wave gait [3] was 
modified as shown in Fig. 4 to allow a long enough time 

interval for all four-leg support states, so that a landing 
foot has firm ground contact to maintain a stable stance. 

 
Fig. 4 Gait diagram 

In Fig. 4, ( 0.75)β > denotes the duty factor, time ratio 
between the support interval to a walking period. Here, 
the 4-2-3-1 swing sequence is assumed from several 
possible leg sequences. 

Under this framework, gait planning determines the 
body trajectory and the next foothold of each leg for 
each gait period. According to a given walking distance 
λ  and heading angle change φ , the body trajectory in 
ground coordinates can be described as  

cos( ) 0 sin( ) cos( )
0 1 0 0

( ) (0)
sin( ) 0 cos( ) sin( )

0 0 0 1

b b
w w

h h h

T h T
h h h

φ φ λ φ

φ φ λ φ

−⎡ ⎤
⎢ ⎥
⎢ ⎥= ⋅
⎢ ⎥−
⎢ ⎥
⎣ ⎦

 (3) 

where (0)b
wT  implies the initial body coordinates and 

, 0 1th h
T

= ≤ ≤  denotes the normalized time for a gait 

period T . Here, the robot is assumed to keep its body 
balance during walking. 

One possible condition for foothold design is to 
maintain the robot posture after a gait period. With this 
condition, it is relatively easy to determine the next 
footholds as illustrated in Fig. 5, where all swing legs 
contribute the same amount of body motion for a period. 

 
(a) Forward straight gait 

 
(b) Turning gait 

Fig. 5 Body trajectories and next footholds of several gaits 

3. Body sway for stable walking 
Due to an unbalanced body weight and reaction force 

from a swing leg, the quadruped robot could fall down 
while walking. In order to ensure walking stability, the 
body should sway towards a stable position inside the 
support polygon. The most stable position is the 
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centroid of the support polygon [8]. In this study, body 
sway moves the body center to the centroid of the 
upcoming support polygon at each four-leg-support 
state in advance. The body sway motion could conflict 
with walking commands. For example, when the 
walking command is the forward gait, body sway moves 
the body center backwards while a front leg swings. In 
this case, the front leg is liable to violate the admissible 
kinematic range. Weighting factors compromise body 
sway to the admissible kinematic range as shown 
below: 

( ) /
( ) /

x x x x

z z z z

v c p
v c p

μ τ
μ τ

= ⋅ −

= ⋅ −
   (4) 

where v  denotes body velocity, μ  implies the 
weighting factor, τ  is the time interval for the four-leg 
support state, and c and p  represent the centroid and 
body center respectively. Here, the weighting factors 
can be determined empirically. 

 
Fig. 6 Centroid body sway 

4. Initial posture 
In general, a quadruped robot places all feet at the 

same positions on the ground in the shoulder 
coordinates at first. Since each leg starts swinging at 
mutually different time instants, as in the gait diagram 
shown in Fig. 7, the swing ranges of all legs are 
different, and the length of a stride is limited by the 
admissible kinematic range, as illustrated in Fig. 7 (a). It 
is possible to produce a longer stride by a proper initial 
posture that places each foot as shown in Fig. 7 (b), 
which makes the swing ranges of all legs even in the 
shoulder coordinates. According to the gait diagram in 
Fig. 4, feet positions of the proper initial posture for the 
forward straight gait can be described in the shoulder 
coordinates as follows: 

1 0.75First swing leg :
2

1 0.5Second swing leg :
2

0.25 1Third swing leg :
2

1Fourth swing leg :
2

x
s

x
s

x
s

x
s

ft

ft

ft

ft

β λ
β

β λ
β

β λ
β

λ

⎛ ⎞−
= − − ⋅⎜ ⎟

⎝ ⎠
⎛ ⎞−

= − − ⋅⎜ ⎟
⎝ ⎠

⎛ ⎞−
= − ⋅⎜ ⎟
⎝ ⎠

= ⋅

  (5) 

where λ  is the stride and x
sft  denotes x  axis of foot 

position in the shoulder coordinates. 

 
(a) Without initial gait posture 

 
(b) With initial gait posture 

Fig. 7 Work range of tip position 

IV. EXPERIMENTS 

1. Effect of the initial posture 
As described in Section 3.4, it is possible to 

maximize the stride through a proper initial posture, 
which makes the swing range of the legs even with 
respect to the origin of the shoulder coordinates. Fig. 8 
shows the effect of the initial posture on maximum 
stride. Without the initial posture, the inverse kinematic 
solution of a foot trajectory when 60 mmλ =  reaches 
singularity, as shown in Fig. 8 (a). However, as in Fig. 8 
(b), the inverse kinematic solution of foot trajectory 
with the initial posture is smooth enough for the same 
stride. With the initial posture, the inverse kinematic 
solution of the foot trajectory reaches singularity when 

75 mmλ =  as shown in Fig. 8; this implies a 25% 
improvement in stride and consequently walking speed. 

 
(a) Without the initial posture: 60 mmλ =  

 
(b) With the initial posture: 60 mmλ =  

Fig. 8 Improvement of stride with the proper initial posture 

3. Walking stabilization by centroid sway 
In order to verify the effect by experiments, an 
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inclinometer on the robot measured the body slope in 
the x and z axes during walking. Fig. 9 (a) is the 
inclinometer measurement without sway, and Fig. 9 (b) 
is the measurement with sway. The walking motion with 
sway is much more stable, as implied in the figure. 

 
(a) Without centroid sway 

 
(b) With centroid sway 

Fig. 9 x and z inclinometer data 

4. Gait motion 
The proposed gait planning algorithm was verified 

through experiments for several gaits. Due to space 
limitations, some snapshots of the forward and rotation 
gaits are presented only briefly in this paper. 

• Forward gait: Fig. 10 shows the robot posture at the 
beginning and after one walking period of the forward 
gait. The robot posture at the beginning is the proper 
initial posture described in Section 3.4. Here, the 
walking period and walking distance were 4s and 65 
mm respectively. 

    
 (a) Initial gait posture     (b) After one walking period 

Fig. 10 Forward straight gait 
• Rotation gait: Fig. 11 shows the rotation gait with 

15o  heading angle change command. After 6 steps, the 
robot changed its heading angle by 90o  as shown in 
Fig. 11 (b). 

    
   (a) Initial gait posture     (b) After six walking periods 

Fig. 11 Rotation gait 

VI. CONCLUSION 

Reliability and online characteristics are 
indispensable for the gait planning algorithm of a 
commercialized robot. In addition, gait planning should 
be compact and portable for an embedded controller. 

In this study, which is based on systematic planning, 
a reliable gait control is proposed for the quadruped 
robot pet Genibo developed by DASA, Korea. The 
reliability of the proposed algorithm is ensured at two 
levels: trajectory planning and joint control. At the 
planning level, centroid sway is able to ensure walking 
stability for gait control. At the joint control level, 
sample-based interpolation is proposed to make the joint 
trajectories obtained at the planning level tractable for 
the small joint motor-controller of the miniaturized 
robot. Ground coordinate representation helps to 
integrate various gaits, and it is possible to maximize a 
stride by means of a proper initial posture that places all 
feet at appropriate positions, taking into account the 
admissible kinematic range in advance. Through 
experiments on the joint control and gait, it is possible 
to verify the performance of the proposed gait control 
algorithm. 
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Abstract: Rapid progress of standard of living and health care resulted in the increase of aging population. More and 
more elderly people do not receive good care from their family or caregivers. Intelligent mobile robot combining 
sensing technologies and wireless communication technologies is very important in reducing the cost of medical 
resources.  

The first objective of this research is to develop a service mobile robot for taking care of elderly people. The 
kinematic equations of the robot platforms will be developed in this research. The PC-based controller can control the 
mobile robot platform. This service mobile robot is equipped with “Indoor positioning system” and obstacle avoidanc
e system. The indoor positioning system is used for rapid and precise positioning and guidance of the mobile robot. 
The obstacle avoidance system can detect static and dynamic obstacles. 

 
Keywords: Home care; intelligent mobile robot; Indoor Localization; remote control. 

 

I. INTRODUCTION 
In the last few years, intelligent robots were 

successfully fielded in hospitals [1], museums [2], and 
office buildings/department stores [3], where they 
perform cleaning services, deliver, educate, or entertain 
[4]. Robots have also been developed for guiding blind 
people, as well as robotic aids for the elderly. 

Today, the number of elderly in need of care is 
increasing dramatically. As the baby-boomer generation 
approaches the retirement age, this number will increase 
significantly. Current living conditions for the majority 
of elderly people are already unsatisfactory, and 
situation will worsen in the future. [5]  

Rapid progress of standard of living and health 
care resulted in the increase of aging population. More 
and more elderly people do not receive good care from 
their family or caregivers. Maybe the intelligent service 
robots can assist people in their daily living activities.  
Robotics aids for the elderly have been developed, but 
many of these robotics aids are mechanical aids. [6] [7] 
[8]. The intelligent service robot can assist elderly 
people with many tasks, such as remembering to take 
medicine or measure blood pressure on time.  

The main objective of this research is to develop a 
service mobile robot for taking care of elderly people. 
This service mobile robot is equipped with “Indoor 
positioning system”. The indoor positioning system is 
used for rapid and precise positioning and guidance of 
the mobile robot. Five reflective infrared sensors are 
placed around the robot for obstacle avoidance. 

The wireless IP camera is placed on the top layer 
of this robot. Through the internet remote control 
system, the live image of the IP camera on the robot can 
be transferred to the remote client user. With this 
internet remote control system, the remote client user 

can monitor the elderly people or the home security 
condition. On the aid of this system, remote family 
member can control the robot and talk to the elderly. 
This intelligent robot also can deliver the medicine or 
remind to measure the blood pressure or blood sugar on 
time. We hope this intelligent robot can be a 
housekeeper or family guard to protect our elderly 
people or our family.The functions of the proposed 
robot are illustrated as follows:  
1. Deliver medicine or food on time 
2. Remind to measure and record the blood pressure or 

blood sugar of the elderly on time 
3. Remind the elderly to do something important 
4. Assist the elderly to stand or walk 
5. Send a short message automatically under 

emergency condition 
6. With the remote control system, remote family 

member can control the robot and talk to the elderly. 
 

 

 

 

 

 

 

 

Fig.1. Hardware structure of the service mobile robot 
for taking care of elderly people. 
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Hardware structure of the service mobile robot for 
taking care of elderly people is shown in Fig. 1. A PC 
based controller was used to control three DC servo 
motors. The indoor positioning system was used for 
rapid and precise positioning and guidance of the 
mobile robot. Five reflective infrared sensors are 
connected to an I/O card for sensor data acquisition. The 
GSM modem can send a short message automatically 
under emergency condition. The live image of the 
wireless IP camera on the robot can be transferred to the 
remote client user. The subsystems of this robot are 
explained in the next section. 

II. The Robot Mechanism 
The proposed service mobile robot for taking care 

of elderly people is shown in Fig. 2. The main body of 
this robot is consisted with five layers of hexagonal 
aluminum alloy board. Many wheeled mobile robots are 
equipped with two differential driving wheels. Since 
these robots possess 2 degrees-of-freedom (DOFs), they 
can rotate about any point, but cannot perform 
holonomic motion including sideways motion[9]. To 
increase the mobility of this service robot, three omni-
directional wheels driven by three DC servo motors are 
assembled on the robot platform (see Fig. 2). The omni-
directional mobile robots can move in an arbitrary 
direction without changing the direction of the wheels. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.Structure of service mobile robot for taking care 
of elderly people. 
 
The three-wheeled omni-directional mobile robots 

are capable of achieving 3 DOF motions by driving 3 
independent actuators [10] [11], but they may have 
stability problem due to the triangular contact area with 
the ground, especially when traveling on a ramp with 
the high center of gravity owing to the payload they 
carry. 

Fig. 3(a) is structures of the omni-directional 
wheel, Fig. 3(b) is the motor layout of the robot 
platform. The relationship of motor speed and robot 
moving speed is shown as: 

   

                                      (1) 

Where: 
Vi=Velocity of wheel i 
ωi=rotation speed of motor i 
ωP= rotation speed of robot 
r=radius of wheel 
R=distance from wheel to center of the platform 

 

 

 

 

 

Fig.3. (a) Structure of Omni-directional wheel; (b) 
Motor layout of Robot platform 

As shown in Fig. 4(a), 3D CAD software 
(SolidWork) was used to design the robot platform. An 
omni-directional wheel composed of passive rollers or 
balls was driven by a DC servo motor. Fig. 4(b) is the 
photo of the robot platform with three omni-directional 
wheels. The omni-directional robot platform can move 
in an arbitrary direction and can rotate about any point. 
The omni-directional robot platform can enhance the 
mobility of mobile robots. 

 

 

 

 

 

Fig.4. (a)3D CAD software was used to design the robot 
platform; (b) Photo of the robot platform with 
three omni-directional wheels 

  

III. Indoor Localization System 
 
 
 
 
 
 
 
Fig. 5. Indoor localization system (Hagisonic co.) 
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As shown in Fig. 5, Indoor localization system 
[12], which used IR passive landmark technology, was 
used in the proposed service mobile robot. The 
localization sensor module (see Fig. 6) can analyze 
infrared ray image reflected from a passive landmark 
with characteristic ID. The output of position and 
heading angle of a mobile robot is given with very 
precise resolution and high speed. The position 
repetition accuracy is less than 2cm; the heading angle 
accuracy is 1 degree. 

 
 
 
 
 
Fig. 6. localization sensor module (Hagisonic co.) 
 
IV. Human-machine interface (HMI) 

 
 

 
 
 
 
 
 
 

Fig. 7. Human-machine interface (HMI) 
 
The human-machine interface (HMI) includes 

touch screen, speaker, and appliances voice control 
system. Touch screen can be regarded as input and 
display interface. Speaker can produce the voice of 
robot. Appliances voice control system can let users or 
the elderly to remote control the appliances by voice 
command. 

V. Experimental Results 
1. Path error test for the omni-directional robot

 platform. 
 
 
 
 
 
 
 
 

Fig.8. Straight Path error test for the omni-
directional robot platform 

 
The three-wheeled omni-directional mobile robo

ts are capable of achieving 3 DOF motions by driv
ing 3 independent actuators, but they may have sta

bility problem due to the triangular contact area wit
h the ground. In order to understand the stability o
f three-wheeled omni-directional mobile robot, we 
made some experiments to measure the straight pat
h error of the mobile robot. As shown in Fig. 9, t
he three-wheeled omni-directional mobile robot mov
ed along a 150cm straight path. A chalk was used 
to record the robot moving path. The transverse pat
h error can be measured between robot moving pat
h (path recorded by a chalk) and the preset red lin
e. The experimental results are shown in Fig. 9(a)-
9(c). 

 
 
 
 
 
 
 
 
 

 
(a) Straight path error (cm) test，motor speed:V1000 
 

 
 
 
 
 
 
 
 
 
(b) Straight path error (cm) test，motor speed:V2000 
 

 
 
 
 
 
 
 
 
 
(c) Straight path error (cm) test，motor speed:V3000 

Fig. 9.Straight path error with different motor speed 
 

Table 1 Robot traveling speed (m/s) 
according to different motor speed 

Motor 
speed(rpm) 

Robot 
traveling 

speed(m/s) 
V1000 0.0833 
V2000 0.166 
V3000 0.25 

 
In Fig. 9(a)-9(c), V1000, V2000 and V3000 ar

e the motor speed. The robot traveling speed (m/s)
 according to different motor speed is shown in Ta
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ble 1. From these experimental results, when the ro
bot moves faster or farther, the straight line error 
will increase.   

 

2. Test of moving distance after motor stop 
The omni-directional mobile robot using omni-

directional wheels composed of passive rollers or balls. 
As shown in Fig. 10, this experiment is to measure the 
moving distance after motor stop. The mobile robot 
moves along a straight line with different motor speed. 
From the experimental results in Fig. 11, when the robot 
moves faster, the inertia force will let the robot to move 
a longer distance after the motors stop. If the motor 
speed is under 1500 r.p.m., the robot moving distance 
approaches zero after motor stop. 

 

 
 
 
 
 
 

Fig.10. Test of moving distance after motor stop fo
r different motor speed 

 
 
 
 
 
 
 
 
 

Fig.11. The moving distance after motor stop for di
fferent motor speed 

V. CONCLUSION 
Today, the number of elderly in need of care is 

increasing dramatically. More and more elderly people 
do not receive good care from their family or caregivers. 
Maybe the intelligent service robots can assist people in 
their daily living activities. 

The main objective of this research is to develop a 
service mobile robot for taking care of elderly people. 
This service mobile robot is equipped with “Indoor 
positioning system”. The indoor positioning system is 
used for rapid and precise positioning and guidance of 
the mobile robot. Five reflective infrared sensors are 
placed around the robot for obstacle avoidance. 

On the aid of the remote control system, remote 
family member can control the robot and talk to the 
elderly. This intelligent robot also can deliver the 
medicine or remind to measure the blood pressure or 
blood sugar on time. We hope this intelligent robot can 
be a housekeeper or family guard to protect our elderly 
people or our family. 

In order to understand the stability of three-
wheeled omni-directional mobile robot, we made some 
experiments to measure the straight path error of the 

mobile robot. From these experimental results, when the 
robot moves faster or farther, the straight line error will 
increase.   

The omni-directional mobile robot using omni-
directional wheels composed of passive rollers or balls. 
From the experimental results, when the robot moves 
faster, the inertia force will let the robot to move a 
longer distance after the motors stop. If the motor speed 
is under 1500 r.p.m., the robot moving distance 
approaches zero after motor stop. 
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Abstract: We present the path planning techniques on the multiple mobile robot system. The mobile robot has the shape of 
cylinder and its diameter, height and weight is 8cm, 15cm and 1.5kg. The controller of the mobile robot is MCS-51 chip, and 
can acquire the detection signals from sensors through I/O pins, and receives the command from the supervised compute via 
wireless RF interface, and transmits the status of the mobile robots to the supervised computer via wireless RF interface. The 
mobile robot is module based system, and contains a controller module (including DC motor driver), an obstacle detection 
module, a voice module, a wireless RF module, an encoder module, and a compass detection module. We proposed the 
evaluation method to arrange the position of the multiple mobile robot system, and develop path planning interface on the 
supervised computer for the mobile robot system. In the experimental results, mobile robots can receive the command from the 
supervised computer, and move the next position according to the proposed method. 

 
Keywords: path planning, mobile robot, compass  
 

I.  INTRODUCTION 

With the robotic technologies development with each 
passing day, robot systems have been widely employed in 
many applications. Nowadays, robot systems have been 
applied in factory automation. Recently, more and more 
research takes interest in the robot which can help people in 
our daily life, such as service robot, office robot, security robot, 
and so on. In the future, we believe that robot will play an 
important role in our daily life. 

In the past literatures, many experts research in the mobile 
robot. Some research addressed in developing target-tracking 
system of mobile robot [1,2,10], such as Hisato Kobayashi et 
al. proposed a method to detect human being by an 
autonomous mobile guard robot [3]. Yoichi Shimosasa et al. 
developed Autonomous Guard Robot [4] witch integrate the 
security and service system to an Autonomous Guard Robot, 
the robot can guide visitors in daytime and patrol in the night. 
D. A. Ciccimaro developed the autonomous security robot – 
“ROBART III” which equipped with the non-lethal-response 
weapon [5, 6]. Some researchers study path planning of the 
mobile robot [11]. 

The paper considers the problem of the multiple robot 
system working together. The multiple mobile robot system 
has more advantages than one single robot system [7]. First, 
the multiple mobile robots have the potential to finish some 
tasks faster than a single robot [8]. Furthermore, using several 
robots introduces redundancy. Multiple mobile robots 
therefore can be expected to be more fault tolerant than only 
one robot. Another advantage of multiple mobile robots is due 
to merging of overlapping information, which can help 
compensate for sensor uncertainty [9].  

The paper is organized as follows: Section II describes the 
system architecture of the multiple mobile robot system, and 
explains the functions of the mobile robot. Section III explains 

the path planning method for the multiple robots on the user 
interfsce, and how to execute the formation exchange step by 
step. Section IV presents the experimental results on the 
formation exchange using the multiple mobile robot system. 
Section VI presents brief concluding remarks. 

 
II.  SYSTEM ARCHITECTURE 

The system architecture of the multiple mobile robot 
system is shown in Fig 1. The system contains a supervised 
computer, a monitor, a wireless RF interface, remote 
supervised computer, a color CCD and some mobile robots. 
The supervised computer can transmits the command to 
control mobile robots, and receives the status of the mobile 
robots via wireless RF interface. They contain the orientation 
and displacement of mobile robots. Each robot is arranged an 
ID code. The supervised computer can transmits the ID code 
to the mobile robot, and transmits the orientation and position 
command to the mobile robot. The mobile robot can move 
the next position according the command from the 
supervised computer.  

 

 

 

 

 

 

. 

Fig. 1 The architecture of the multiple robot system 

The mobile robot has the shape of cylinder, and it’s 
equipped with a microchip (MCS-51) as the main controller, 
two DC motors, some sensor circuits, a voice driver module, 
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an encoder module, switch input, three Li batteries and a 
wireless RS232 interface. In the input signals, the encoder 
module transmits the pulse signal to the controller, and 
program the displacement of the mobile robot. The reflective 
IR sensors to detect cross point of the grid plant, and decide 
the location of the mobile robot. The compass module can 
calculate the orientation of the mobile robot. The mobile 
robot can control two DC motors and voice module through 
I/O pins, and communicate with the supervised computer via 
wireless RF interface. The core of the RF module is 
microprocessor (AT89C2051), and communicates with the 
controller via series interface (RS232). Meanwhile, the 
mobile robot has four wheels to provide the capability of 
autonomous mobility. The block diagram of the mobile robot 
is shown in Fig. 2. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The block diagram of the mobile robot 

 

Fig. 3. The structure of the mobile robot 

The structure of the mobile robot is shown in Fig. 3. It 
has some hardware circuits that are classified four levels in 
the mobile robot. The shape of each level is circle. The 
bottom of the mobile robot is level one, and the top is level 
four. The level one of the mobile robot is an encoder module. 
The module can calculate the displacement of the mobile 
robot using reflective IR sensors. We use two reflect IR 

sensors to calculate the pulse signals from the two wheels of 
the mobile robot. The power of the mobile robot is three Li 
batteries to be embedded in level two, and connects with 
parallel arrangement. The level has three obstacle detection 
circuits using IR sensors, and contains two DC motors to 
drive the mobile robot. The level three of the mobile robot 
has main board. The controller of the mobile robot can 
acquires the detection signal from sensors through I/O pins, 
and receives the status of the mobile robots via wireless RF 
interface. The controller of the mobile robot can transmits the 
detection results to the supervised computer via wireless RF 
interface. The switch input can turn on the power of the 
mobile robot, and selects power input to be Li batteries or 
adapter. The level four contains a wireless RF interface, a 
compass module and a voice driver module.  

The bottom of the mobile robot is encoder module. The 
module can calculate the moving distance for the mobile 
robot. We plot the white line and black line on the wheel of 
the mobile robot, and use two reflect IR sensors to calculate 
the pulse signals from the two wheels of the mobile robot. 
We can set the pulse number for per revolution to be P , and 
the mobile robot move pulse number to be B . We can 
calculate the displacement D of the mobile robot using the 
equation 

 

P
BD π×= 25.4                            (1) 

 
The diameter of the wheel is 4.25 cm.  
 

III. USER INTERFACE 
The user interface of the multiple mobile robot system is 

shown in Fig. 4. The interface has many parts. The label “A” 
is the communication protocol between the supervised 
computer and the mobile robots via wireless RF interface. 
The label “B” set the start position for the mobile robot. The 
label “C” set the goal position on the grid plate. The label 
“D” is the command data region by the user. The label “E” 
can set the information of the mobile robot. The label “F” 
displays the experimental results (success or failure) for the 
mobile robot. The label “G” can display the status for the 
mobile robot on real-time. The label “H” It can display the 
status of the mobile robot. It contains starting, searching 
success or failure. The label “I” can display the position on 
real-time and the final position for the mobile robot. The 
label “J” can display the orientation on real-time and the final 
orientation for the mobile robot. The label “K” displays the 
number of the success and failure for the mobile robot on the 
test. 

The motion platform of the multiple mobile robot system 
is shown in Fig. 5. The platform is chessboard based 
rectangle. The arrangement of the platform is 7 grids on the 
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horizontal direction, and is 9 grids on the vertical direction. 
The user can set the start position and goal position on the 
platform. The mobile robot can move on the platform from 
the start position to the goal position, and transmits the status 
(displacement and orientation) to the supervised computer 
via wireless RF interface. The mobile robot measures the 
displacement and orientation using the encoder module and 
the compass module. If the moving position of the mobile 
robot is over the goal position, and we define “failure” on the 
test. Otherwise the mobile robot moves to the goal position, 
and we can define “success” on the test. The mobile robot 
can decide the next orientation using random processing on 
the test.     
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4. The user interface of the multiple mobile robot system 

 
 
 
 
 
 
 
 
 
 
 

Fig. 5. The interface of the passive detection modules 
 

IV. EXPERIMENTAL RESULT 

We must test the accuracy of the mobile robot on the 
displacement and orientation. The displacement experimental 
results of the mobile robot is shown in Fig. . The start 
position of the mobile robot is presented in Fig. 6 (a). We set 
the displacement of the mobile robot is 10cm. The supervised 
computer can calculates the pulse number to be about 54, and 
transmits the command to the mobile robot. The mobile 
robot receives the pulse number from the encoder module 
move to the next position on the 54 pulse; the experiment 
result is shown in Fig. 6 (b). Then we set the displacement to 

be 30cm. we can compute the pulse number to be 162 
according to the equation (1). The mobile robot can move 
forward on the 162 pulse from the encoder module. The 
experimental results are shown in Fig. 6 (c) and (d). 

 
(a) Start position     (b) Move to 10cm 

 
 

 
 

 
(c) Move to 30cm (continue)     (d) Move to 30cm 

Fig. 6. The displacement of the mobile robot 

The orientation experimental results of the mobile robot 
are shown in Fig. 7. The start position of the mobile robot is 
presented in Fig. 7 (a). We set the orientation of the mobile 
robot is 450. The supervised computer can calculates the 
pulse number to be about 21 on the two driver wheel, and 
transmits the command to the mobile robot. The mobile 
robot receives the pulse number from the encoder module 
move to the next position on the 21 pulse; the right driver 
wheel is forward, and the left driver wheel is forward. The 
experiment result is shown in Fig. 7 (b). Then we set the 
orientation to be 2700. The mobile robot can turn left 900 
according to the command from the supervised computer. We 
can compute the pulse number to be 42 according to the 
equation (1). The mobile robot can move forward on the 42 
pulse from the encoder module, and the left wheel can move 
backward 42 pulse. The experimental results are shown in 
Fig. 7 (c) and (d). 

 

 
 

 
(a) Start position   (b)Turn right 450 

 

 

 

 
(c) Start position        (d) Turn left 900 

Fig. 7. The orientation of the mobile robot 
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We implement the formation change using the multiple 
mobile robot system. In the experiment results, we use four 
mobile robots to arrange on the four directions of the 
rectangle. The experimental scenario is shown in Fig 8 (a). 
The supervised computer orders the command to the four 
mobile robots. The robot #1 turns left, and moves one grid. 
The robot #2 turns right about, and move three grids. The 
robot #3 turns left, and moves two grids. The robot #4 turns 
left, and moves two grids. The experimental results are 
shown in Fig. 8 (b) and (c). Next the four robots turn right to 
move four grids (Fig 8 (d) and (e)). Next the four robots turn 
left, and move one grid (Fig. 8 (f) and (g)). Finally the robot 
#1 and #2 turn right, and the robot #3 turn left. The 
experimental results are shown in Fig. 8 (h). The 
programming processing is minimum displacement on the 
test by the four mobile robots.  

 
 

 

 
(a)Start position     (b) First arrangement 

 

 

 

 
(c)Second arrangement (d) Third arrangement 

 
 

 

 
(e) Forth arrangement   (f) Fifth arrangement 

 

 
 

 
(g) Sixth arrangement   (h) Final arrangement 
Fig. 8. Formation change for multiple mobile robots 

V. CONCLUSION 

We have developed the path planning of the multiple 
mobile robot system. The system contains a supervised 
computer, a monitor, a wireless RF interface, remote 
supervised computer, a experimental plate and four 
mobile robots. The mobile robot has the shape of cylinder 
and its diameter, height and weight is 8cm, 15cm and 1.5kg, 
and executes the path planning using two interfaces. One is 
wireless RF interface, and the other is voice interface. The 

supervised computer can control multiple mobile robots, and 
receive the status of the multiple mobile robots via wireless 
RF interface. Users can program the motion trajectories on 
the supervised computer. The paper has been presented 
formation change using four mobile robots. In the future, we 
want to develop more applications of the multiple mobile 
robot system. 
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Abstract: The paper develops a multi-level multi-sensor based security system that has multiple interfaces to be applied 
in intelligent home. The security system contains four levels. There is passive detection level, active detection level, 
system supervised level and remote supervised level. The control unit of these passive modules is HOLTEK microchip. 
Each passive module has two variety interfaces (wireless RF and voice). These modules can use voice to alarm users for 
event condition, and transmit the real-time status and image signal to the active detection level and system supervised 
level via wireless RF interface. The active detection level can communicate with other level via wireless RF interface or 
wireless Internet. The remote supervised level, supervised level and active detection level can communicate with other 
level via wireless Internet. It can display status of these modules on the monitor. Finally, we present some experimental 
results using passive and active detection modules on the security system. 
 
Keywords: multi-level multi-sensor, HOLTEK microchip, wireless RF interface, wireless Internet  
 

I.  INTRODUCTION 

Intelligent buildings and home can provide safety, 
convenience and welfare for human living in the 21st century, and 
allow effective management of resource with minimum life-time 
costs at the same time. How to constructer a safety environment 
for human life? The most important role is security system. The 
hardware and software of the security system are complexity, and 
are not easy to maintain and repair. To increase their development 
and adaptability, the concept of the module-based security system 
(MBSS) has been studied in the intelligent building and home. We 
have developed some module based security modules for the 
intelligent. How to build up the communication protocol and user 
interface between the supervised computer and these security 
modules? It is very importance and difficult for researcher. The 
interface must be very easy to operate for users. 

In the past literatures, many experts research in the security 
system. Wang and So [1] presented the history of development of 
building automation system (BAS). The structure of features of a 
modern BAS was introduced and future trends of BAS are 
discussed. Azegami and Fujiyoshi [2] described a systematic 
approach to intelligent building design. Kujuro and Yasuda [3] 
discussed the systems evolution in intelligent building. The quality 
of building services can be enhanced by updated information 
processing and communications functions of building automation 
systems. Finley et al. [4] presented a survey of intelligent building 
and reviews issues such as system perspective, subsystem services, 
and multi-tenant building. Chung and Fu expect to set up the 
standard of appliances and communication protocols, and propose 
a complete system architecture with integrate control kernel to 
construct an intelligent building system [5, 6]. 

The paper is organized as follows: section II describes the 
system structure of the multi-level multi-sensor based intelligent 

security system for intelligent home, and explains the relation of 
these levels, and contains devices of each level. The user interface 
of the intelligent security system is described in Section III. The 
section present functions of the hand-on controller of the system 
supervised level. Section IV presents the experimental results 
using these modules on the AC power detection and intruder 
detection. The brief concluding comments are described in Section 
V. 

 
II.  SYSTEM ARCHITECTURE 

The system architecture of the multi-level multi-sensor based 
security system is shown in Fig 1. The system contains four levels. 
There is passive detection level, active detection level, system 
supervised level and remote supervised level. The passive 
detection level has wire and wireless security modules, wire and 
wireless appliance control modules and medical measurement 
modules. The active detection level has some remote platforms. 
Such as mobile robots, wheelchair…etc.. The system supervised 
level has supervised computer, mobile phone, wireless controller 
and hand-on controller. The communication medium is wireless 
RF interface and wireless Internet. The remote supervised level 
may be remote supervised computer, PDA and iPhone. The 
communication medium is wire/wireless Internet. 

We develop the user interface using Visual Basic language for 
the security system. The system supervised level can control 
security modules and appliance control modules of the active 
detection level and passive detection level via wireless RF 
interface, and supervise the medical measurement modules via 
wireless RF interface. The remote supervised level can 
communicate with system supervised level, active detection level 
and passive detection level via wireless RF interface or wireless 
Internet. If the wireless Internet is broken, and the communication 
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interface can use the wireless RF interface. Users can acquire 
detection results and image signals from system supervised level, 
active detection level or passive detection level. 

In the architecture, there are many security detection modules 
and appliance control modules in the system. They are 
independent and autonomous, and can work concurrently. Each 
module of the security system can transmits the measurement 
values, parameter values and decision results to the active 
detection modules and the supervised computer via wireless RF 
interface (RS232). These modules can speech Chinese on 
real-time measured data using voice module. Users can reset the 
critical values of these modules from the user interface of the 
system supervised level or the remote supervised level via wireless 
RF interface or wireless Internet.  

  .  

 
Fig. 1 The system architecture 

  

 

 

  

 
 

 
 
 
 
 
 
 

Fig. 2 The prototype of the security system 

The controller of these modules is HOLTEK microprocessor. 
These modules of the passive detection module are classified three 
types. There are wire/wireless security modules, medical 
measurement modules and wire/wireless appliance control 
modules. The active detection level has some remove platform. 
The main device may be some intelligent mobile robots. We 
arrange an ID code in each module, and identify the module 

function by the ID. The prototype of the multi-level multi-sensor 
based security system is shown in Fig. 2. The security detection 
modules and appliance control modules of the passive detection 
level are developed in my laboratory [8]. The mobile robots have 
been designed in my laboratory, too [9]. In the paper we are 
interested in communication protocol of these levels for the 
security system.  

 
III. USER INTERFACE 

The user interface of the security system is shown in Fig. 3. 
The interface has four levels, too. There are wire/wireless passive 
detection modules and appliance control modules; mobile robot (1) 
(module based mobile robots), mobile robot (2) (smart robots), 
GSM interface, remote supervised interface and exit. The interface 
of the passive detection level is shown in Fig. 4. There are three 
regions in the supervised interface. This is the graphic supervised 
monitor for the intelligent security system in the region A. Users 
can move any modules (passive detection modules and appliance 
control modules) of the region B to the region using mouse. In the 
region C, users can program the output response for any security 
signal input. For example, if the fire condition, we can program 
alarm, and control appliance module to fight the fire, and control 
the module based mobile robots or smart robots move to the 
location. The supervised computer can transmit detection signals 
to the remote supervised computer and mobile phone via Internet 
or GSM modern.  

 
Fig. 3 The user interface of the security system 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4. The interface of the passive detection level 
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The user interface of the active detection level is shown in Fig. 
8. The main role of the interface is mobile robots. The interface 
can control sixteen mobile robots simultaneously. There are three 
regions in the supervised interface. The user can program motion 
trajectory for each mobile robot in the region 1, and can program 
the motion status for sixteen mobile robots at the same time, and 
can program 300 motion statuses for each robot. The region 2 can 
display the status of mobile robots. It contains communication 
protocol and encoder status. We can know the motion trajectory of 
the mobile robot. The region 3 has many functions for the mobile 
robot system. There are loading and storage program file. The user 
can set the execute cycle for the programmed motion trajectory. 

 
 

 

 

 

 

 

 

 

 

Fig. 5 The user interface of the active detection level 

We design the hand-on controller using embedded system. 
The controller has a touch screen, a main board, a voice module, a 
wireless RF module and some devices. Users can touch the screen, 
and roll the screen to select the function on the hand-on controller. 
The controller can control security modules, appliance control 
modules and mobile robots on the passive detection level and the 
active detection level. The prototype of the hand-on controller is 
shown in Fig. 6. The hand-on controller can hang up the wall, too. 

 
 
 
 
 
 

 
 

 

 

 Fig. 6. The user interface of the hand-on controller 

In the AC power security detection module, we use redundant 
management method to estimate the exact values on current and 
voltage for the security system [7]. The value of the measured 
parameter is obtained by the following equation at that sample 
time k , and the estimated value is 
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The ib  is a threshold value for each measurement value im , 

and jm is another measurement value. 
 

IV. EXPERIMENTAL RESULT 

In the passive detection modules, we use AC power detection 
module to detect power variety of the home. The power detection 
module can measure the exact current value using the proposed 
method, and display on the LCD panel to users, and transmit the 
detection results to the system supervised level (supervised 
computer and mobile phone) and the active detection level 
(mobile robots) via the wireless RF interface. The experimental 
results are shown in Fig. 7 (a).  

 
 
 
 
 
 
 
 
 
 

(a) 
 
 
 
 
 
 
 
 
 
 

(b) 
Fig. 7 The experimental result for AC power detection module 

The user can reset the critical power value (1600mA) of the 
AC power detection module on the user interface, and the initial 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 381



critical value is 3000mA. The supervised computer of the system 
supervised level can transmit the reset power value to the module 
via wireless RF interface. Users can execute the function the on 
the remote client via wireless Internet. The experimental result is 
shown in Fig. 7 (b). Then we see the new critical value to display 
on the interface of the supervised computer. 

Multi-level multi-sensor based security system can use passive 
detection modules and active detection modules to detect 
environment of the intelligent home. The dangerous event happens 
on the security system. The security modules of the passive 
detection level can transmits the signals to the active detection 
level and system supervised level. The active detection modules 
(mobile robots) can move to the event position to do double check, 
and deal with the event. The system supervised level can control 
the appliance control modules to deal with the dangerous event 
(fight the fire source), and transmits the status to the remote 
supervised level via wireless Internet.  

Mobile robots of the active detection level can move 
autonomous according to environment using ultrasonic detection 
module and IR detection module (Fig. 8 (a)). Users can supervise 
mobile robots for forward, backward, turn right, turn left and stop 
using wireless controller, hand-on controller or supervised 
computer via wireless RF interface or wireless Internet. The 
security module finds out the intruder from the door. Mobile 
robots can receive the detection signal from passive detection 
modules via wireless RF interface, and move to the event location 
(Fig. 8 (b) and (c)). It can transmit the image signal and the 
real-time detection results to the supervised computer and the 
remote supervised computer. The user can control CCD device to 
catch the face of the intruder via wireless RF interface. The 
experimental result is shown in Fig. 8 (d). 

 
(a)                    (b) 

 
(c)                     (d) 

Fig. 8. Intruder experimental result using mobile robots 
 

V. CONCLUSION 

We have presented a a multi-level multi-sensor based security 
system that has multiple interfaces to be applied in intelligent 
home. The security system contains four levels. There is passive 
detection level, active detection level, system supervised level and 
remote supervised level. The controller of these modules is 

HOLTEK microchip. We want to develop multisensor fusion 
algorithms to enhance the detection results through these detection 
modules. In the AC power security detection module, we use 
redundant management method to estimates a exact power 
detection value for the security system. These security detection 
modules and appliance control modules can transmit signals to the 
system supervised level and action detection level. In the paper, 
we use the intruder event to implement the function of the 
multi-level multi-sensor based security system for intelligent home. 
The experimental results are very nice on the system. In the future, 
we want to increase some security detection modules, and extend 
the function of the user interface to present the perfect life for 
human.   
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Abstract: The paper develops a gas detection module for the intelligent home. The module uses many sensors to detect 
environment of the home and building. The gas sensors of the module have a NH3 sensor, an air pollution sensor, an 
alcohol sensor, a HS sensor, a smoke sensor, a CO sensor, a LPG sensor and a nature gas sensor, and can classify 
more than eight type gases using multisensor fusion algorithms. In the logical filter method, we can use AND or OR 
filter to be implemented in the gas detection module. Then we can calculate the system reliability of AND filter and OR 
filter, and classify the gas type in the environment. The controller of the gas detection module is HOLTEK microchip. 
The module can communicate with the supervised computer via wire interface or wireless RF interface, and caution the 
user by the voice module. Finally, we present some experimental results to measure unknown gas using the gas 
detection module on the security system of the intelligent building. 
 
Keywords: intelligent home, multisensor fusion algorithms, logical filter method. 

 
 

I. INTRODUCTION 

An intelligent building system (IBS) is the 
integration of various services, and contains security 
system, building heating, ventilating and air-
conditioning (HVAC) technologies, computer system, 
tele-communication and Internet. The most important 
role of the intelligent building is security system. How 
to build the security system? It is an important issue for 
the intelligent building. In the security system, 
redundant and complementally information results can 
enhance system reliability and certainty using 
multisensor fusion method, and use module based 
structure to make it easy to operation. To develop 
module based security devices is a important working 
for human life. In generally, it is most important to 
detect harmful gas in the security system of the home 
automation. We want to develop a intelligent gas 
detection module to decrease the dangerous event for 
intelligent building.   

A gas detection module is an instrument comprising 
an array of chemical sensors to be combined in a board, 
and a pattern recognition system that is embedded in the 
controller to classify the gas [1]. The gas detection 
system plays an important role in the in many fields, e.g. 
environmental protection, production safety, food 
surveillance, intelligent transport system and life 
support system for manned spaceship [2,3,4]. To 
classify a single gas of the environment, a variety of 
pattern recognition technologies have been applied to 
the gas detection system. The most important ones are 

principlal component analysis (PCA), cluster analysis 
(CA). and discriminate function analysis (DFA) [5,6]. 
Meanwhile, quantitative data processing techniques 
such as multiple linear regression (MLR) and artificial 
networks (ANNS) are also used to quantify the gas 
concentration [7]. 

The paper is organized as follows: section II 
describes the system structure of the gas detection 
system for home automation, and explains the functions 
of the gas detection module. Section III explains 
detection algorithms of the gas module, and presents the 
user interface of the gas detection system. Section IV 
presents the experimental results of the gas detection on 
three variety conditions using the module for the home 
security system. The brief concluding comments are 
described in Section V. 

 
II. SYSTEM ARCHITECHTURE 

The architecture of the gas detection system is 
shown in Fig. 1. The system contains a gas detection 
module, a master module, a supervised computer and a 
pair of wireless RF interface. The main element of the 
gas detection system is gas detection module. The 
module has eight gas sensors. There are a NH3 sensor, 
an air pollution sensor, an alcohol sensor, a HS sensor, a 
smoke sensor, a CO sensor, a LPG sensor and a nature 
gas sensor. The master module will convert the 
communication protocol from I2C to RS232, and 
transmits the signals to the supervised computer via 
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wire interface, and transmits the signals to the 
supervised computer via wireless RF interface, too. 

  
 
 
 
 

 
 

Fig. 1. The architecture of the gas detection system 

In the gas detection module, we use many gas 
sensors that measure an unknown gas to be listed in Fig. 
2. The HS133 and HS134 sensor elements have high 
sensitive, long life, reliable stability and good selectivity 
to low carbon monoxide concentration. The HS135 
sensor element has long period stability and widely 
detecting scope. It should be suitable for detecting of 
smoke, SO2, CO2, isobutene, alcohol, etc. The sensor 
element HS129 can detect isobutene, propane, alcohol 
and hydrogen, and the resistance value changing will be 
cause by different gas concentration.  

The sensor element HS130A can fast response and 
high sensitivity for alcohol, and the resistance value 
changing will be different base on different 
concentration alcohol. The sensing element of TGS826 
is a metal oxide semiconductor which has low 
conductivity in clean air. In the presence of a detectable 
gas, the sensor’s conductivity increase depending on the 
gas concentration in the air. The TGS826 has high 
sensitivity to ammonia gas.  

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. The sensor type of the gas detection module 

Fig. 3 shows the basic structure of the gas detection 
module. Each sensor i  of the gas detection module 
output s a measurement value ix  in the presence of an 
input unknown gas j . Where ni ,...3,2,1=  and n  
denotes the number of the sensor in the array. Regard 

ijr as the pre-processed response data. The patter 

recognition method combined with or without the 
knowledge database is used to execute the gas class 
prediction and component analysis, where iy  denotes 
the predicted gas output for the unknown gas. 

 
Fig. 3. The structure of the gas detection module 

The prototype of the gas detection module is shown 
in Fig. 4. The gas detection module contains four levels 
and a fan. There is sensor level, driver level, control 
level and power level. The sensor level has eight gas 
sensors to be aligned in a board. The shape is shown in 
Fig. 5. Next level is pre-processing circuits for these gas 
sensors. The level has two boards, and the functions of 
the board are the same. The control level contains a 
HOLTEK microchip, a voice module and a wireless 
interface. The power level can convert AC power to DC 
power. The level provides DC power to each level. The 
fan can decrease the temperature of the gas detection 
module. It sucks wind from the sensor level of the 
module.  
 
 
 
 
 
 
 
 
Fig. 4. The prototype of the gas detection module 
 
 
 
 
 
 
 
 
 

 
Fig. 5. The sensory arrangement of the module 
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III. DETECTION RULE 

In the detection algorithms, we use logical filter 
method to classify the unknown gas in the module. In 
the logical filter method, we can use AND or OR filter 
on the gas detection module. Then we can calculate the 
system reliability of AND filter ( SR ) and OR filter 
( PR ).  
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iR is the reliability of each sensor of the gas detection 
module. We can compare the reliability values using 

SR and PR for each unknown gas (CO, alcohol,… etc.), 
and decide which unknown gas to be found. How to 
implement the proposed method in the unknown gas? 
We measure the values (critical values) on the full 
concentration of the each sensor for any gas. We can 
define the critical values ijfr , and calculate the value 

iR  for each sensor on the unknown gas. 
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For example, in the gas detection module, we can 

use sensor elements HS135, HS133, HS131 and HS129 
to detect nature gas concentration of the environment, 
and compare these measurement values. We can use the 
logical filter method to decide the gas reliability to be 
over the critical value. In the other condition, we can 
use HS130A, TGS826 and HS133 sensors to detect 
alcohol concentration to be over the threshold using the 
same method, too. 

The gas detection module interface of the supervised 
system is shown in Fig. 6. The user interface can 
acquire detection results from many detection modules, 
and display on the monitor of the supervised computer. 
The monitor has many regions to display the 
information from these detection modules. The upper of 
the left side can display fire signal (A1), power status 
(C3), environment measured value (A2), two axes 
compass signal and acceleration value (C1 and C2). The 
upper of the right side can display power measured 
value. The bottom of the left side can control the mobile 
robot forward, backward, turn right, turn left and stop. 
Users can speed up and slow down to the mobile robot 
(D1 and D2), too. The bottom of the right side can 

display the status of obstacle. It can display the two 
layer measured values for sixteen ultrasonic sensors 
(B2) and sixteen IR sensors (B1) [8]. In the paper, we 
are intered in the region A3. It can display the 
measurement concentration of the gas sensors, and 
classify the gas type using the proposed method on the 
bottom. The right side of the region A3 can display 
the reliability values for each detection gas.    

 
 
 
 
 
 
 
 
 

 
Fig. 6. The architecture of the gas detection system 

 
IV. EXPERIMENTAL RESULTS 

We use the gas detection module to detect three 
variety gases. First the gas detection module detects the 
gas leakage of the building. The experimental result is 
shown in Fig. 7(a). we can see the concentration of 
these gas sensors #3, #6, #7 and #8 to be about 80%, 
41%, 42% and 52%, and the consistence of these gas 
sensors #1, #2, #3 and #4 to be 0%. That is to say, the 
gas sensors #1, #2, #3 and #4 can not detect gas. The 
decision output display gas leakage using the proposed 
algorithm. The experimental result is shown in Fig. 7(b). 

 
(a) Gas detection        (b) User interface 

Fig. 7. The experimental result of the gas detection  

Then we use the gas detection module to detect 
another gas (alcohol). The experimental result is shown 
in Fig. 8(a). we can see the concentration of these gas 
sensors #2, #3 and #6 to be about 40%, 84% and 19%. 
and the concentration of these gas sensors #1, #4, #5, #7 
and #8 to be 0%. That is to say, the gas sensors #1, #4, 
#5, #7 and #8 can not detect gas. The decision output 
display alcohol gas. The experimental result is shown in 
Fig. 8(b). 
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(a) Alcohol detection        (b) User interface 

Fig. 8. The experimental result of the alcohol detection  

Finally, we use the gas detection module to detect 
CO gas. The experimental result is shown in Fig. 9(a). 
we can see the concentration of these gas sensors #2, #3, 
#5 and #6 to be about 26%, 68%, 89% and 13%, and the 
concentration of these gas sensors #1, #4, #7 and #8 to 
be 0%. That is to say, the gas sensors #1, #4, #7 and #8 
can not detect CO gas.  The decision output display 
gas leakage. The experimental result is shown in Fig. 
9(b). 

 
 
 
 
 

 
(a) CO detection        (b) User interface 

Fig. 9. The experimental result of the CO detection  
 

VI. CONCLUSION 

We have designed a gas detection module using 
eight chemical gas sensors for the security system of the 
intelligent building. The gas detection module can 
measure many gases using multisensor fusion 
algorithms, and can transmit the detection results to the 
supervised computer via wire/wireless interface. The 
controller of the gas detection module is HOLTEK 
microchip, and speaks the measurement status on real-
time using voice module. In the experimental results, 
the module can detect three variety gases using multiple 
gas sensors. In the future, we want to develop 
multisensor fusion algorithms to detect more and more 
gas by the gas detection module, and revise the 
proposed algorithms to enhance the accuracy, and use 
the module to be applied in other fields. There are 
intelligent mobile robot, intelligent transport system and 
hospital.  
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Abstract: In general, the inherent interaction among attributes must be considered circumspectly in the study of data 
mining and information fusion, a nonlinear model with nonlinear multi-regression model based on Choquet integral is 
suitable to deal with these problems. However, this nonlinear model is an over-determined systems and it is difficult to 
find the analytic solution. Hence, many researchers had proposed many algorithms; namely, genetic algorithm, neural 
network, particle swarm optimization, quantum-behaved particle swarm optimization (QPSO), to estimate parameters of 
this nonlinear model. In this study, an effective QPSO (EQPSO) algorithm which is used to estimate parameters of 
nonlinear multi-regression model was proposed. That is, the proposed EQPSO algorithm applied the concept of the 
genetic algorithm to the QPSO algorithm that can improve the convergent speed with premature phenomenon, 
stagnation and reducing the inference of the creative coefficient β in the QPSO algorithm. From the simulation results, 
the proposed EQPSO has the parameter estimation more precise and faster convergence speed than the genetic 
algorithm for the nonlinear multi-regression base on the Choquet integral. 
Keywords: Choquet integral, Nonlinear multi-regression, QPSO, Mutation, Stagnation. 

Ⅰ. Introduction 
In data mining and information fusion, the most 

common aggregation tools are the weighted average 
method and the linear regression. These methods are all 
linear and must assumption that there is no interaction 
among attributes. However, in many practical problems, 
the inherent interaction among attributes must be 
considered circumspectly. Hence, a nonlinear multi- 
regression based on Choquet integral (NMRCI) with 
respect to non-additive measures has been proposed 
[1,3,4,11,15]. Liu et al [15] proposed Choquet integral’s 
regression that derived from fuzzy support and deal with 
interaction among attributes based on the correlation in 
statistics. Wang et al [3-4] proposed a weighted NMRCI 
to deal with the data with some categorical attributes. It 
is more complex to estimate parameters of the nonlinear 
multi-regression. Hence, the non-weighted nonlinear 
multi-regression model [1] to deal with numerical 
attributes with the same dimension is adopted in this 
paper.  

At present, there are some soft computing 
techniques [2-4] which can be used for determining 
regression parameters of the NMRCI. In this study, the 
modify particle swarm optimization with quantum 
behavior (QPSO) is proposed for the NMRCI. The 
QPSO [5] ensures the congregation of the particle swarm 
without losing the randomness. Particles can appear any 
position of the whole space which is searched in a certain 
probability. Because of the swift convergence speed of 
QPSO, when one particle finds a local optima state, the 
others will quickly converge to it. If particles cannot find 
any better state, the QPSO will take on the premature 
phenomenon. In order to depart from the local optima, 
some improvements have been proposed [6-9]. These 

improved algorithms try to change the state of the 
particles by the mutation mechanism and to get out of the 
local optima. But it is difficult to be realized, when the 
explicit distances between the best and the local optima 
state is difficult to determine. In this paper, a QPSO 
algorithm with elitism of genetic algorithm (GA), named 
EQPSO is proposed. From the results of experiment 
show that the proposed algorithm can improve the 
convergent speed and the global searching ability. This 
paper is organized as follows. In section Ⅱ, the 
nonlinear multi-regression model base on Choquet 
integral is introduced. In section Ⅲ PSO and QPSO 
theory will be presented. In Section Ⅳ, The EQPSO 
algorithm will be introduced in detail. Simulation results 
and comparisons are described in Section Ⅴ and the 
paper is concluded in Section Ⅵ. 

Ⅱ. Nonlinear multi-regression model base on the 
Choquet integral 

Let the data consist of k recorders (or observations) 
of input { }1 2, ,

n
X x x x=  and output Y, denoted by 

1 2, , ,
j j jn j

f f f y  and has a form as: 

x1 x2 … xn y  
f11 f12 … f1n y1 

f21 f22 … f2n y2 

         
fk1 fk2 … fkn yk 

where k is the number of observation and should take 
much large than n at 5 times of 2n. Let X be a finite set of 
predictive attributes and Y be the objective attribute. In 
many real-world problems, the inherent interaction 
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among predictive attributes must be considered 
circumspectly and the kind of interaction is essentially 
different from the correlation in statistics. Hence, the 
traditional linear multi-regression model will fail in these 
practical applications. In order to effectively describe the 
inherent interaction among predictive attributes, Wang 
and Klir [10,11] proposed a non-additive set function μ
(named general measure) defined on the power set of 
predictive attributes X, i.e., : ( ) [0,1]P Xµ → , which 
satisfy the conditions ( ) 0µ φ = and ( ) 1Xµ = . When it 
deals with data mining and information fusion where 
data and information posses inherent interaction, it must 
adopt nonlinear integral with respect to the general 
measure. In general, the nonlinear integral has Sugeno 
integral, Wang integral, Choquet integral, etc [11]. The 
Choquet integral is the most frequent form and is defined 
as follows: 

 [ ]0

0
( ) ( ) ( )fd F X d F dα αµ µ µ α µ α

∞

−∞
= − +∫ ∫ ∫ , (1) 

where f is nonnegative function, and Fα is the α-cut set 
of function f. Because of X is finite, the Choquet integral 
can be express as: 

 
( ) { }* * * * *

1 1
1

( ) ( ) ( , , , )
n

i i i i n

i

fd f x f x x x xµ µ− +
=

= − ⋅∫ ∑  , (2) 

where { }* * *

1, , ,
i i n

x x x
+
  is a permutation of 

{ }1 2, , ,
n

x x x  and * * *
1 2( ) ( ) ( )

n
f x f x f x≤ ≤ ≤ , 

*
0( ) 0f x = . Thus, f defined on X and the relation between 

predictive attributes X and objective attribute Y can be 
express as a nonlinear multi-regression model as follows: 

 y c q fdµ ε= + ⋅ +∫ , (3) 

where c, q is a constant, fdµ∫  is the Choquet integral 
of function f with respect to general measureµ , and 

2(0, )Nε σ  is a normally distributed random 
perturbation with zero mean and variance σ2. In Eq. (3), 
the constant c, q andμare called regression parameters. 
These regression parameters can be determined by 
minimizing the squared error [11] 

 ( )1

22 k

j jj
y c q f de µ

=
− −=∑ ∫ . (4) 

However, it is an over-determined system and difficult to 
find an analytic solution of c, q, and μ. Hence, these 
parameters, c and q, can be estimated by the least square 
method. 

Ⅲ. Particle Swarm Optimization (PSO) and 
Quantum Behavior PSO (QPSO) 

From Eq. (3), to finds out a set of parameters 
satisfying the specific criteria is a heavy burden. Hence, 
a proper PSO algorithm can help to finish this work and 
it possesses an excellent ability of global search. In PSO, 
each particle keeps trajectory of its own position and 
velocity in the problem space. At the each iteration, the 
new positions and velocities of the particles are updated 

by the following two equations: 

 1 1 2 2( 1) ( ) ( ) ( )loc gol

i i i i i
v t v t c r p c r pϕ ϕ+ = + ⋅ − + ⋅ − , (5) 

 ( 1) ( ) ( 1)
i i i

t t v tϕ ϕ+ = + + ,  (6) 

where ,1 ,2 ,[ , ]
i i i i n

ϕ ϕ ϕ ϕ=   and ,1 ,2 ,[ , ]
i i i i n

v v v v=   are the 
position and the velocity of the ith particle in the 
n-dimensional search space, respectively. 

,1 ,2 ,[ , ]loc loc loc loc

i i i i n
p p p p=   and 1 2[ , ]gol gol gol gol

n
p p p p= 

 are 
the best position of the ith particle and global best 
position found so far. i=1,2,…M, M is the number of 
particle population, c1 is called cognitive parameter, c2 is 
called social parameter and r1, r2 are random numbers 
between [0,1]. Clerc and Kennedy [12] proved that if the 
upper bound of cj*rj is properly selected, the particle’s 
position 

i
ϕ  will converge to the center of potential field 

1 2[ , ]cnt cnt cnt cnt

n
pf pf pf pf=   (called equilibrium point), 

where cnt

i
pf , 1, 2 ,i n=   is the coordinate of cnt

pf in ith 
dimension, and is obtained by: 

 
( )

( )
1 2

1 2

( )
loc gol

icnt
r p r p

pf i
r r

⋅ + ⋅
=

+
, 1, 2, ,i M=  . (7) 

Each particle moves around and careens toward 
cnt

pf with declining its kinetic energy to zero, like a 
retuning satellite orbiting the earth. Inspired by analysis 
of convergence of the classical PSO [5], an individual 
particle can be seen as moving in a Delta Potential Well 
which center is equilibrium point cnt

pf in search space, 
and the quantum mode of a particle is depicted by state 
of energy (or, called wave function) ( , )x tΨ


 which 

follows the time-dependent Schrödinger equation:  

 2( , ) ( , ) ( ) ( , )2i x t x t V x x t
t m
Ψ = − ∇ Ψ + Ψ∂

∂
 

   
. (8) 

Sun et al [13] had showed the answer of Schrödinger 
equation for this model with time-independent in 
one-dimensional space as: 

 
1 ( ) ln(1 / )2

cnt

i
pf i uLϕ

+
= ± ⋅ , (9) 

where u is random number uniformly distribute on [0,1]. 
L is called "Creativity" or "Imagination" of particle. In 
order to avoid premature of the algorithm, Mainstream 
Thought Point is employed to evaluate parameter L. The 
Mainstream Thought Point or called Mean Best Position 
(mbest) and L are given as: 

 

,1 , 2 ,

1 1 1
, , ,

m m mi i i n

i i i

M M M
mbest

ϕ ϕ ϕ
= = =

=  
  
∑ ∑ ∑ , (10) 

 2
i

L mbestβ ϕ= ⋅ − , (11) 
where β is creative coefficient whose value will control 
the convergence speed of individual particle and the 
performance of the algorithm. 

Ⅳ. An Efficient QPSO Algorithm 

Huang et al [14] proposed an algorithm of 
improved QPSO (called IQPSO). Its basic concept is 
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sharing the public information and variation by 
preserving the fore N elites at each generation. Though, 
this algorithm possesses some advances batter than the 
traditional PSO and QPSO and is more suitable for a 
complex nonlinear system, preventing premature, and 
improving the convergence speed, etc. But it still 
represents stagnating phenomenon in searching the 
global optimal solution, and is strongly influenced by the 
creative coefficientβand preserving number N. In order 
to improve this drawback, a modify algorithm EQPSO 
that combined the QPSO algorithm with the concept of 
GA to improve the IQPSO algorithm is proposed. In 
EQPSO, an index of stagnation (named matu) to monitor 
the convergence of particle’s state is set. If the best value 
of golp is not updated over then ten generations that 
means the procedure getting into local minimum. In 
order to depart from this situation as soon as possible, 
EQPSO adopts the similar policy of elitism. That is, this 
procedure preserves the golp and sorts these collected 
parameters in each iteration. Once matu, the index of 
stagnation, reaches a specified value, the new particle 
swarm of next generation will be replaced by these 
collected parameters. The proposed EQPSO algorithm is 
as follow: 
Step 1: Randomly initialize the particle swarm 

i
ϕ , 1, 2, ,i M=  and evaluate their fitness value. 

Step 2: Initialize loc

i
p with the best fitness value of 

th
i  

particle and golp with the best one of loc

i
p . 

Step 3: Calculate the Mean Best Position ( mbest ) by 
Eq. (10). 

Step 4: Calculate the center of potential field cnt
pf by 

Eq. (7). 
Step 5: Randomly select the Eq. (12) with equal 

probability to update
i

ϕ . 

 ( ) ln(1 / )( 1) ( ) ( )cnt

i i
ut pf i mbest tϕ β ϕ+ = ± ⋅ − ⋅ , (12) 

Step 6: Evaluate the fitness value of ( 1)
i

tϕ + . 

Step 7: By value calculated in step 6, sort ( 1)
i

tϕ + . 
Step 8: Check whether the maximum iteration is reached 

or the termination criteria is satisfied. If yes, then go 
to step 14. If no, carry on next step. 

Step 9: Check whether loc

i
p and golp should be updated. 

If golp is updated, then set matu = 0 and go back to 

step 3. If golp is not updated, then increase matu = 1 
and go on next step. 

Step 10: Check whether matu reaches 10 times M. If yes, 

let ( 1) golt pϕ + = and go back to step 3. If no, keep 
( 1)tϕ +  unchanged and go back to step 3. 

Step 11: Check whether loc

i
p and golp should be 

updated and output results. 

Ⅴ. Results and Comparisons 
The simulations were conducted in the Matlab 

environment with Intel Core 2 Duo CPU P8400 and 4GB 
Ram. It has been successfully run for a number of 
examples. 
Example 1: Let the regression parameters q=2.5, c=6, 
the dimension of predictive attribute is 4, 

{ }1 2 3 4, , ,X x x x x=  and data size is 50 show in Table 1. 
The EQPSO and the GA algorithm are independently 
used with stop criteria 3  1er e−≤  and 2  1.5er e−≤ , 
respectively. The average results are obtained as shown 
in Table 2. Besides, we also compare with PSO, QPSO, 
and IQPSO. In this example, the stop criteria 2  1er e−≤  
usually cannot be achieved in running GA algorithm [1]. 
Hence, the stop criteria is released as 2  1.5er e−≤  for 
running GA algorithm. From Table 2, the proposed 
algorithm is superior to the GA, PSO, QPSO and IQPSO 
for the parameters of estimation in the NMRCI. 

Ⅵ. Conclusions 

The NMRCI can describe the multi-input 
single-output systems or multi-input multi-output 
systems and has been widely developed under the 
non-additive measures. Many researchers had proposed 
some algorithms such as GA, neural network, PSO and 
QPSO to estimate parameters of the NMRCI. In the 
study, we successfully combine the mutation concept of 
GA into the QPSO algorithm. From the results of 
simulation, the proposed algorithm is superior to the GA, 
PSO, QPSO and IQPSO for the parameters of estimation 
in the NMRCI. 
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Table 1: Predictive and object attributes for Example 1. 
1( )f x  

2( )f x  
3( )f x  

4( )f x  y  
0.5 0.9 0.7 1.1 7.9750 
0.5 1.3 0.3 0.2 7.0250 
1.3 1.5 1.2 0.3 8.2375 
1.7 0.7 0.5 0.3 7.7250 
0.7 1.3 0.1 1.3 7.6750 
1.5 0.8 1.5 1 9.0125 
          

1.4 1 0.8 0.3 7.8750 
0.5 0.8 1.5 1.7 9.2250 
0.3 1.3 1.6 1 8.8250 
1.2 1.5 1.6 1.7 9.8500 
0.9 1 0.7 0.4 7.6500 

 
Table 2: The average results of example 1, where MSE is minimum mean square error, iters is iterations. 

 
calcµ  

GA 
calcµ  

PSO 
calcµ  

QPSO 
calcµ  

IQPSO 
calcµ  

EQPSO 
orgµ  

 

calcy  

GA 
calcy  

PSO 
calcy  

QPSO 
calcy  

IQPSO 
calcy  

EQPSO 
orgy  

{x1} 0.197 0.105 0.224 0.170 0.199 0.200 data(1) 7.963 8.030 8.023 8.028 7.975 7.975 
{x2} 0.103 0.036 0.065 0.083 0.099 0.100 data(2) 7.019 7.116 7.053 7.028 7.024 7.025 

{x1,x2} 0.338 0.353 0.394 0.322 0.350 0.350 data(3) 8.274 8.069 8.210 8.263 8.240 8.238 
{x3} 0.384 0.333 0.263 0.238 0.398 0.400 data(4) 7.716 7.620 7.843 7.672 7.725 7.725 

{x1,x3} 0.460 0.395 0.593 0.478 0.449 0.450 data(5) 7.657 7.777 7.650 7.759 7.676 7.675 
{x2,x3} 0.498 0.348 0.287 0.509 0.499 0.500 data(6) 9.025 9.030 9.207 9.035 9.012 9.013 

{x1,x2,x3} 0.617 0.474 0.576 0.611 0.601 0.600 data(7) 7.904 8.004 8.021 7.885 7.926 7.925 
{x4} 0.282 0.177 0.280 0.349 0.298 0.300               

{x1,x4} 0.458 0.459 0.419 0.378 0.449 0.450 data(44) 8.363 8.297 8.393 8.381 8.362 8.363 
{x2,x4} 0.340 0.323 0.306 0.352 0.350 0.350 data(45) 7.037 6.986 6.979 7.027 7.024 7.025 
{x3,x4} 0.602 0.577 0.589 0.634 0.600 0.600 data(46) 7.884 7.799 7.935 7.871 7.876 7.875 

{x1,x2,x4} 0.703 0.746 0.692 0.788 0.699 0.700 data(47) 9.235 9.235 9.248 9.398 9.224 9.225 
{x1,x3,x4} 0.893 0.990 0.951 0.887 0.900 0.900 data(48) 8.833 8.673 8.711 8.735 8.824 8.825 
{x2,x3,x4} 0.811 0.761 0.878 0.812 0.800 0.800 data(49) 9.864 9.764 9.864 9.867 9.851 9.850 

X 1.000 1.000 1.000 1.000 1.000 1.000 data(50) 7.653 7.724 7.700 7.671 7.651 7.650 
 Stop criteria q c MSE Elapse time (sec) 

GA 0.015 2.51626 5.98430 0.014801 28.062 
PSO 3000 iters 2.25588 6.33291 0.0957334 44.013 

QPSO 3000 iters 2.39674 6.12287 0.0959836 43.785 
IQPSO 3000 iters 2.43673 6.07210 0.0882585 86.308 
EQPSO 0.001 2.50015 6.00107 0.0009860 8.847 
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Abstract: As one of the major steps toward fully intelligent autonomous robotic weapon, this paper works have 
accomplished in three major areas: (1) design of the surveillance system by AVR microcontroller, (2) implementation 
of the mechanism design, and (3) performance of the human machine interface surveillance system via LabVIEW 
graphical programming environment, such that the supervisor can control the vehicle by keyboard or genius mouse. In 
order to accomplish all these three achievements, there have been major additions and overhaul in both system software 
code and system circuit board developments. All these development including the developed algorithm, and hardware 
implementation are covered in this paper. The experimental results have shown the practicality of the AVR 
microcontroller, LabVIEW graphical programming environment, and the ZigBee wireless technology applied to robotic 
weapon. 
 
Keywords: Robotic Weapon, LabVIEW, AVR Microcontroller, Remote scout robot. 

 

I. INTRODUCTION 
There are times when the rescue team is unable to 

enter the scene of the accident due to various 
shortcomings that might endanger the rescuers lives. In 
order to overcome these possible obstacles, a lot of 
researchers have built some various robots that can 
enter these dangerous sites in place of the rescuers. 
However, as regards HMI-guided control, few 
researchers use LabVIEW platform to delve into tracked 
robots. In 2001, Priya Olden et al. presented an open-
loop motor speed control with LabVIEW [1]. In 2006, 
Prasanna Ballal et al. proposed a LabVIEW based test-
bed with off-the-shelf components for research in 
mobile sensor networks [2]. 

Hence, we will extend the research in the past [3-7] to 
implement a weapon robot in this paper. The key feature 
is the application of an AVR microcontroller applied to 
design a controller so that all of the design functions can 
be implemented. Furthermore, the vehicle can be 
orientated by ZigBee based wireless system. Besides, 
we design the human machine interface surveillance 
system via LabVIEW graphical programming 
environment, such that the supervisor can control the 
weapon robot by keyboard/genius mouse. 
  To illustrate the effectiveness of the design, we plan 
an urban fight space as the scenario setting such that the 
robot can finish all functions. The experimental results 

validate the practicality of the AVR microcontroller, 
LabVIEW graphical programming environment, and the 
ZigBee wireless technology applied to weapon robots. 

II. Self-Made Robotic Weapon 

2.1 Mechanism of the Robot 
Fig.1 is the vertical view for the platform of the 

weapon robot. Fig.2 shows the right side view.  The 
structure contains two active wheels and one small 
assistant wheel. The specification of the robotic 
platform includes (1) the length is 41cm, (2) the width is 
31cm, and (3) the height is 20cm. Fig.3 shows a MP5K 
electric BB gun. The self-made robotic weapon is 
shown in Fig.4. We put a MP5K electric BB gun on the 
platform of the robot and set one camera behind the 
sight of the gun. The specification of the robotic 
weapon includes (1) the length is 52cm, (2) the width is 
31cm, and (3) the height is 34cm. 
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Fig.1. Vertical view of the platform 

 
Fig.2. Right side view of the platform 

 

 
Fig.3. MP5K electric BB 

gun Fig.4. Robotic weapon 
2.2 Remote Image Surveillance System 

The procedures for the image transmission is shown 
in Fig.5. The system consists of an image receiver, a NI 
PXI/PIC-1411 board, a wireless camera, and a servo 
motor (see Fig.6-Fig.8) [7]. 

 
Fig.5. Procedures for the image transmission  

 
Fig.6. Image receiver  

 
Fig.7. NI PXI/PIC-1411 

 
Fig.8. Wireless camera  

2.3 AVR microcontroller 
Fig.9 shows the AVR32 microcontroller. The 

ATmega32 is a low-power CMOS 8-bit microcontroller 
based on the AVR enhanced RISC architecture. By 
executing powerful instructions in a single clock cycle, 
the ATmega32 achieves throughputs approaching 1 
MIPS per MHz allowing the system designer to 
optimize power consumption versus processing speed. 

Moreover, the main function of the CPU core is to 

ensure correct program execution. The CPU must 
therefore be able to access memories, perform 
calculations, control peripherals, and handle interrupts. 
Besides, the AVR architecture has two main memory 
spaces, the Data Memory and the Program Memory 
space. In addition, the ATmega32 features an EEPROM 
Memory for data storage. All three memory spaces are 
linear and regular. 

 
Fig.9. AVR32 microcontroller 

III. LabVIEW 

LabVIEW（Laboratory Virtual Instrument 
Engineering Workbench） is an easy-to-use graphical 
development environment which allows users to rapidly 
develop applications for experiment, measurement and 
control. A complete system can be constructed very fast 
with hardware modules for data accomplishment, image 
processing, motion domination, or communication 
available from National Instruments (NI) [8]. Each 
application created in LabVIEW is referred to as a 
virtual instrument (VI). A VI consists of a user interface 
front panel and a block diagram. A VI can also be called 
from another VI, called a sub-VI. The standard 
LabVIEW package comes with various VIs in the form 
of libraries and drivers to permit program development 
rapidly [9]. 

In this paper, we use LabVIEW graphical 
programming to design a human machine interface 
surveillance system [3]. From the transmission of RS-
232 and ZigBee modules, the command will be 
delivered to the controller, placed on the weapon robot 
so that the vehicle will be arrive at assigned place. The 
LabVIEW front panel is shown in Fig.10, where 
contains seven parts. Block 1 is the safety push-button. 
All of the functions can not be fulfilled if we don’t put 
the button. Block 2 displays a keyboard/genius mouse 
switch device. We can choose the press-key or genius 
mouse to control the robot. Moreover, we can set the 
RS232 I/O port and baud rate by Block 3 and Block 4, 
respectively. Block 5 displays the character string when 
the keyboard is pressed. The ASCII code is shown in 
Block 6. Block 7 indicates the frame of controlling the 
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order through the Genius mouse. 

 
Fig.10. LabVIEW front panel 

 

Fig.11. LabVIEW programming block diagram

IV. ZigBee Transparent-P2P Mode 

ZigBee has been an intelligent digital protocol, 
operating at three frequencies, with the commonest one 
being at 2.4 GHz. At this operating frequency, data rates 
up to 250 kbit/s are claimed. This is a relatively low 
bandwidth, compared to other protocols such as 
Bluetooth. Moreover, the feature of ZigBee contains the 
robustness and simplicity of IEEE 802.15.4 standard, 
the versatility of ZigBee Compliance Platform, the low 
consumption and cost, and the standard-based short-
range wireless networking. 

In this paper, the ZigBee is developed for point-to-
point transmission and area positioning. IP-Link 2220H, 
shown in Fig.12, provides a host of AT commands to 
allow easy configuration of key attributes of an IP-Link 
2220 module. Users can use any terminal emulation 
utility or UART communication library on a particular 
host platform to issue these AT commands to IP-Link 
2220. 

Figure 13 shows the transparent point-to-point 
mode. The signal can be transmitted by connecting RS-
232 series port and ZigBee transmitter such that the 
receiver can obtain it. Besides, a Tag (placed on the 
robot) transmits a continuous signal so that the node 
(placed on the scenario setting space), which is most 
close to the robot, can receive the signal and display on 
the monitor. Then, the supervisor will know the present 
position of the robot. [6] 

 
Fig.12. IP-Link2220H 

 
Fig.13. Transparent P2P Mode 

 

V. EXPERIMENTAL RESULTS 

For the scenario setting and the experimental test, 
we plan the indoor orientation diagram, shown in Fig.14. 
Fig.15 reveals the course that MP5K electric BB gun 
shot continuously. Fig.16 indicates the actual responses. 

 
Fig.14. Indoor orientation diagram  

(1) (2) 

(3) (4) 
Fig.15. The course that BB gun shot continuously 

(1) 
 

(2) 
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(4) 

 
(5) 

 
(6) 

 
(7) 

 
(8) 

 
(9) 

 
(10) 

 
(10) 

 
(11) 

 
(12) 

 
(13) 

 
(14) 

 
(15) 

Fig.16. Actual responses 

VI. CONCLUSION 

In this paper, a weapon robot is implemented. 
Moreover, an AVR microcontroller is applied to design 
a controller so that all of the design functions can be 
implemented. Furthermore, the vehicle can be 

orientated by ZigBee based wireless system. Besides, 
we design the human machine interface surveillance 
system via LabVIEW graphical programming 
environment, such that the supervisor can control the 
weapon robot by keyboard/genius mouse. 

The experimental results validate the practicality of 
the AVR microcontroller, LabVIEW graphical 
programming environment, and the ZigBee wireless 
technology applied to weapon robots. 
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Human Tracking with Variable Prediction Steps
based on Kullback-Leibler Divergence
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Abstract: This paper deals with a path planning problem for tracking humans in order to obtain detail information about
human behavior and characteristics. In our method, path planning is performed based on Kullback-Leibler (KL) divergence
between the predicted distribution of all human positions and the intensity of field of view of agents. The number of pre-
diction steps is determined according to the consistency of the prediction. Experimental results show that when prediction
of human movement is accurate, the long-term prediction is useful for the path planning. On the other hand, when predic-
tion is inaccurate, long-term prediction might not be useful. Our path planning method works well even under changing
circumstances by changing the number of the prediction length.
Keywords: path planning, human tracking, variable term prediction

I . INTRODUCTION
Visual surveillance methods have been intensively studied

in order to ensure a security because it provides less stress to
a tracked human, and most of these researches focus on im-
proving the quality of position estimation by image process-
ing technique [1] [2]. For a surveillance system, however,
detail information such as human behavior and their charac-
teristics are also important. Since high resolution images are
necessary to obtain such information, visual sensors must be
in close range to human. Mobile agents with visual sensors
can be one of solutions to achieve this. In this research, we
focus on a path planning for mobile agents to acquire detail
information of tracked humans.

The human tracking system is often developed using a
Kalman filter or a particle filter. Since these researches have
only used one-step prediction of the human movement, the
planned paths tend to be myopic one. In order to over-
come this problem, it is useful to plan the path based on
longer-term predictions in the future. Real-Time A* (RTA*)
is a search algorithm for semi-optimal path planning, but it
can be applied to a problem with given start and goal point.
However, it was shown that long-term prediction make the
performance of path planning improved.

Although an accurate prediction of human position im-
proves performance of human tracking [3] [4], accurate
long-term predictions are not always possible . For in-
stance, long-term prediction becomes accurate if every hu-
mans move to a certain direction (Imagine a station at the
morning and evening rush hours). In contrast, it becomes
inaccurate if every human moves their own way like in a
shopping moll or at an intersection without signals. When
humans arrived at a cross over point, the prediction may
become difficult because humans might interact with each
other and therefore human movements might become com-
plicated. As mentioned above, the accuracy of prediction
varies with the situation, such as the day, the time and the lo-
cation. In this research, we proposed a path planning method
with varying prediction length according to changes in the
environment to realize effective human tracking system.

II . HUMAN TRACKING TASK
In this research, the number of humans who indepen-

dently walk in a surveillance area and the number of agents
who track humans for obtaining humans’ detail information
were denoted by Nh and Nc. We assume that the position
and velocity of each human can be measured by sensors em-
bedded in the environment. This assumption would be sat-
isfied by employing a recent research technique for human
position tracking system using sensors embedded in the en-
vironment [5][6](See Fig.1). We also assume that no occlu-
sions between humans and agents occur.

A set of planned paths of agents is evaluated based on
following equation :

D =
1
Nt

1∑
tNh in(t)

∑
t

∑
i∈I(t)

min
j

||µ̄h,i(t) − µ̄c,j(t)|| (1)

where Nt is the number of time steps of the path planning
task, I(t) and Nh in(t) are the set the of indexes of humans
who exist in the surveillance area at time t and its element
count. µ̄h,i and µ̄c,j are the position of the i-th human and
the position of the j-th agent. Hereinafter minj ||µ̄h,i(t) −
µ̄c,j(t)|| is called nearest neighbor distance (NND).

Fig. 1: Human tracking problem.

III . PATH PLANNING PROCEDURE
The predicted position of the i-th human at time t + τ is

approximated by a Gaussian whose center is µh,i(t + τ ; t)
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where t denotes the time to make the prediction. That is, the
probability of the i-th human existing at x at time t + τ is
defined as:

Hi(x, t+ τ ; t)

=
1

2πσ2
h

exp

{
−||x − µh,i(t+ τ ; t)||2

2σ2
h

}
(2)

where σh,i is its variance.
The closer cameras are to a subject, the more detail infor-

mation of the human can be obtained. In this research, we
assume the distance between the camera and the human cor-
responds the amount of information of human behavior to be
obtained, and the intensity of field of view (FOV) of the j-th
camera is defined by a Gauss function :

Cj(µc,j) =
1

2πσ2
c

exp

{
−||x − µc,j ||2

2σ2
c

}
(3)

where µc,j is the position of the agent j and σc is size of
FOV of cameras.

The predicted distribution of all humans’ positions of all
humans and the intensity of FOV of cameras at time t + τ
are calculated as follows :

H(t+ τ ; t) =
Nh in∑
i=1

Hi(µh,i(t+ τ ; t), σh,i) (4)

C(t+ τ ; t) =
Nc∑
j=1

Cj(µc,j(t+ τ ; t), σc) (5)

In our method, the path is determined based on the
Kullback-Leibler (KL) divergence between H and C, and
the path which minimizes the KL divergence is obtained by
a gradient method.

1 . Path Planning
The KL divergence between H and C at time t + τ is

calculated as :

KL(H(t+ τ ; t), C(t+ τ ; t))

=
∫ ∞

¡∞
H(t+ τ ; t) log

H(t+ τ ; t)
C(t+ τ ; t)

dx (6)

We assume that the KL divergence at each time step is in-
dependent to the one at another time step and the multi step
KL divergence can be calculated by the sum of single step
KLs :

F (t) =
T∑
τ=1

λ(t+ τ ; t)KL(H(t+ τ ; t), C(t+ τ ; t)) (7)

where λ is the weighting factor. By using movements of
agents at every time steps d ≡ [d(t + 1; t)>, · · · ,d(t +
τ ; t)>]> , µc(t+ τ ; t) can be calculated as:

µc(t+ τ ; t) = µ̄c(t) +
τ∑
n=1

d(t+ n; t) (8)

where d(t + n; t) is planned movements of agents at time
t+ n.

Fig. 2: Example of solutions. Orange dashed lines indicate the
path which is able to be reused as initial solution at t = t0 +1 time
step.

Since the maximum velocity of each agent is limited to
Vmax, the traveling distance for each agent is truncated when
it becomes longer than Vmax in the process of optimiza-
tion based on the gradient method. That is, if ||d(k+1)(t +
n; t)|| > Vmax{n = 1, 2, · · · , T}, then d(k+1)(t + n; t) :=

Vmax

||d(k+1)(t+n;t)|| × d(k+1)(t+ n; t).

2 . Prediction Model of Human Motion
In order to calculate the prediction at each time step (equa-

tion (7)), a model of humans movement is necessary. For
the simplicity, the motion of human is assumed to follow a
fixed rule given in advance, for example, we use uniform
linear motion, circular motion or zig-zag motion in our ex-
periments. The performance of the prediction model would
have large effect to the performance of human tracking [7],
however, we focus on the number of the prediction steps in
this research. If the predicted motion model is uniform lin-
ear motion model, the predicted position of human at time
t+ τ can be calculated as :

µh(t+ τ ; t) = N(µ̄h(t) + v̄h(t) × τ, σh) (9)

where µ̄h(t) and v̄h(t) are the position and the velocity of
human at current time t.

3 . Generating an Initial Solution
Since the number of iterations in the gradient method de-

pends on the distance between the initial solution and the
suboptimal solution, it seems to be better that the initial
solution is generated near by the optimal solution. In our
method, the initial solution is generated as
d(0)(t + τ ; t) = d̄(t + τ ; t − 1) , where d̄(t + τ ; t − 1) is
the obtained solution at the previous time step. That is, the
orange part of the path in Fig.2 is reused. Movements which
were not dealt in the optimization at the previous time step
are initialized to 0.

If the prediction is accurate, the longer prediction length
makes the performance better but computational cost also
becomes higher, because the dimensionality of d becomes
large (curse of dimensionality). However, when the optimal
solution at current time step is similar to that of the previous
time step, the number of iterations would be reduced much,
even if the prediction steps becomes large.

4 . Prediction Steps
Although path planning using accurate long-term predic-

tion would be efficient, one using inaccurate long-term pre-
diction might decrease performance of tracking in some
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Fig. 3: Trajectories of human and agent
in case of uniform circular motion
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Fig. 4: Trajectories of human and agent
in case of uniform zigzag movement
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Fig. 5: NND between human and agent of each
prediction step under static environment (refer to
Fig. 3 and Fig. 4).

case. In our planning method, the number of prediction
steps T is determined based on accuracy of the prediction.
The probability that human moves following the prediction
model until time t+ τ is calculated as:

P (t+ τ ; t) =
∏
τ

(1 − α(t+ τ)) (10)

where α is the probability of human taking a motion differ-
ent from the prediction model.

The weighting factor λ(t + τ ; t) in equation (7) is calcu-
lated based on P (t+ τ ; t) as:

λ(t+ τ ; t) = (1 − α(t)) × λ(t+ τ − 1; t− 1) (11)

where, λ(t+1; t) = 1. When the λ(t+τ¤; t) becomes below
a certain threshold, KL divergences after time t+τ (τ > τ¤)
are not used in the path planning procedure.

IV . SIMULATION EXPERIMENT
We conducted simulation experiments in a static environ-

ment where human movements do not change and those in a
dynamic environment where human movements sometimes
change. In these simulations, both the number of humans
and that of agents are one.

1 . Tracking in Static Environments
In this case, the path planning was done by constant-term

predictions T = 1 ∼ 30. The length of each simulation
was 200 time steps and the human motion models used in
experiments are a circular motion model (Fig.3) and a zig-
zag motion model (turn ±90◦ every ten time steps)(Fig.4).
The velocity of the human is 1.2 times faster than that of the
agent.

Fig.3 and Fig.4 show the trajectories of the human and
the agent. Red lines in the figures indicate the trajectory of
the human and other lines show trajectories of the agents
which are planned with constant prediction steps (T =
1, 10, 20, 30). Fig.5 show NND between the human and the
agent whose path planning was done with each prediction
steps. According to Fig.3, 4 and 5, the longer-term predic-
tion improve performance of the human tracking.

2 . Tracking in Dynamic Environment
The simulation experiment are conducted in the case

of using zig-zag motion model with dynamically changing
probability of human turning ±90◦ (Fig. 6). The total time

step in this simulation was 200 and the probability of the
turning are 0.3 at time step t = 1 ∼ 50, 101 ∼ 150 (Mode1)
and 0.05 at time step t = 51 ∼ 100, 151 ∼ 200 (Mode 2).
The ratio of velocity are same to the previous simulation. In
this method, the uniform linear motion model is used as the
motion prediction model. Ten sets of simulated human mo-
tion data are generated from this model. Fig. 6 shows an
example of human trajectory in this case. Using these data
sets, following three methods are compared.

Constant : The number of the prediction steps is constant
(T = 1 ∼ 30).

Variable : The number of the prediction steps is variable
(proposed method)

Optimal : All human positions in the future was given in
advance and used to calculate the path (upper bound).

 0
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-400 -200  0  200  400

human trajectory

Fig. 6: Typical trajectory of human (unsteady zigzag movement)

A . Estimating probability of turning α

In our method under the dynamic environment, the accu-
racy of prediction of human motion was calculated based on
the probability of human turning. An online moving aver-
age of the turning probability of was used as α, and α was
updated as:

α(t) = 0.7 × α(t− 1) + 0.3 × β(t) (12)

β(t) =
{

0 (go forward)
1 (turn) (13)

B . Experimental results

Lines in Fig.7 shows the ten steps’ moving average of the
NND by each method. The comparison between Constant
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Fig. 7: Ten steps moving average of NND.
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(T = 1) and Constant (T = 30) bear out that when the
prediction was accurate (Mode 2), the path planning method
with a long-term prediction (Constant (T = 30)) is efficient,
on the other hand, when the prediction was inaccurate, the
method with a short-term prediction (Constant (T = 1)) is
efficient. The behavior by the Variable was similar to that of
Constant (T = 1) during Mode 1 and was similar to that of
Constant (T = 30) during Mode 2. Fig.8 shows the number
of prediction steps of each time step. According to Fig.7 and
8, the number of prediction steps in Variable can be changed
adequately based on the accuracy of the prediction.

Fig.9 shows the average NNDs of humans and agents
against each data set (data ID = 1 ∼ 10). In Fig.9, the
value for Constant shows the best value among NNDs by
Constant with different prediction steps. The result of Vari-
able was always better than that of Constant. Fig.10 shows
an average NND of human and agents of Constant of each
number of prediction steps. Red crosses indicate values for
each dataset, and blue points indicate the average taken over
ten data set. Green crosses plotted on the left side of the
graph indicate average NND by Variable. The performance
of Variable was better than that of Constant.

V . CONCLUSIONS
In this paper, we proposed a path planning method where

the path planning was done based on the long-term predic-
tion of human positions. In this method, the number of the
prediction steps is varied according to the accuracy of the
prediction because subsequent predictions would be similar
(consistent) when the prediction is accurate. In a static situa-
tion, the performance of the human tracking becomes better
by increasing the number of the prediction steps. On the
other hand, in a dynamic situation, it is not necessarily the
case that the long term prediction improve performance of
the human tracking. In our method, the number of the pre-
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Fig. 9: NND between human and agent of each data set under
dynamic environment.
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Fig. 10: NND between human and agent of each prediction step
under dynamic environment.

diction steps is adjusted according to the current situation,
and the performance of the human tracking can be kept high
in a changing environment.
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Abstract: Most of the present drive systems of the home service robots and the industrial robots use non-holonomic 
systems that function only when the robots are moving. For instance, the average vehicle can only be steered when 
driving so instant movement in all directions is not possible. And that is why the holonomic drive system is attracting 
attention. In this paper, we propose a holonomic system using three omni-direction wheels to enable instant movement 
in all directions. Also, IR-projector and vision sensors are proposed for autodrive robots to detect the robot's 
positioning. This system uses an infrared ray projector which processes the image reflected from the infrared reflector 
installed on the ceiling to detect the absolute position and direction angle of the robot in real time. Robot autodrive 
using vision sensors is also proposed. 
 
Keyword - Holonomic, Non-holonomic, localization vision sensor, Optimal navigation, Omni-direction-wheel and 

Path-planning 

 

I. INTRODUCTION 
Industrial and technical applications of mobile 

robots are continuously gaining in importance. Mobile 
robots are already widely used for surveillance, 
inspection, and transportation tasks.  

A further emerging market is that of mobile 
entertainment robots. The basic requirement for 
autonomous mobile robots is the ability to move 
through its operational area, avoiding hazards and 
obstacles, finding its way to the next location to perform 
its task.  

These capabilities are known as localization and 
navigation. In order to know where to go, the robot 
must have an accurate knowledge of its current location. 
From here, the robot can navigate to the next position, 
using a great variety of sensors, external references, and 
algorithms.  

The performance of a mobile robot is determined to 
a large extend by the tracking and localization 
algorithms, as well as its sensing capabilities. Research 
is continuously going on in this field, to improve the 
autonomous navigation capability of mobile robotic 
systems.  

In order to test newly developed sensing, navigation 
and localization strategies, a universal mobile robotic 
base featuring omni-directional motion capability is 
designed, providing a flexible motion platform to test 
and improve developed algorithms and sensing systems.  

In this paper, kinematics of omni-directional 
mobility will be derived. And then, navigation from the 
point on the reference path ( )pP i  to ( 1)pP i +  via 
localization sensor will be shown. 
 

II. Kinematics 
The omniwheel powered base consists of three 

omniwheels, positioned at an angle iα , relative to the 

local frame [ , ]l lx y . The center of this frame 
coincides with the center of gravity of the base and 

wheel 1 is located on the local axis ( lx ), in other words: 

1α  = 0, Fig. 1. The orientation of the base with respect 

to the global frame ( ,g gx y ) is given by the global 

coordinates [ , , ]x y θ . The relation between the global 

velocity of the platform ( , , )x y θ&& &  and translational 

velocity iv  of wheel hub i  can be obtained using the 
inverse kinematic equation of each wheel hub. The 

component of iv  in gx  direction, denoted as 1v x  

in Fig. 1, must be equal to x& , due to the fixed position 
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of the hub relative to the center of the mass. For 1v y  
a similar relation can be derived. When the base rotates, 

the hub speed iv  needs to satisfy the condition 

iv Rθ= ⋅ , please note that r  refers to the wheel 
radius, while R  represents the distance from the center 
of the mass of the platform to the wheels along a radial 
path. 

 
sin( ) cos( )i i iv x y Rθ α θ α θ= − + + + + && &   (1) 

 
The translational velocity of the hub can be rewritten as 

a angular velocity iφ&  of the wheels using Eq. (2), 
resulting in Eq. (3)   

i iv rφ= &
 (2) 

sin( ) cos( )i i ir x y Rφ θ α θ α θ= − + + + +& && &
 (3) 

 
 
This can be transformed to matrix representation Eq. (4) 
 

invJ uφ =&
 

(4) 

 

From Eq. (3) and Eq. (4) the inverse jacobian invJ  for 
the omniwheel powered base can be obtained, providing 
a direct relation between global velocities and angular 
velocities of the wheels. 

 
1

2 2 2

3 3 3

sin( ) cos( )
1 sin( ) cos( )

sin( ) cos( )

R x
R y

r
R

φ θ θ
φ θ α θ α
φ θ α θ α θ

⎡ ⎤ −⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥= − + +⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥− + +⎣ ⎦ ⎣ ⎦⎣ ⎦

& &

& &

& &
  

(5) 

 
In most cases, it is not convenient for users to steer a 

robot in global coordinates however. It is far more 
natural to think and steer in local coordinates. 
Fortunately, we can now simply convert global 
coordinates to local coordinates with the following 
equation. 

 
cos( ) 0 0

0 cos( ) 0
0 0 1

l

l

x x
y y

θ
θ

θ θ

⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥=⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦

& &

& &

& &
 

(6) 

 
Substituting Eq. (6) in Eq. (5) leads to: 

 
1

2 2 2

3 3 3

sin( ) cos( ) cos( ) 0 0
1 sin( ) cos( ) 0 cos( ) 0

sin( ) cos( ) 0 0 1

l

l

R x
R y

r
R

φ θ θ θ
φ θ α θ α θ
φ θ α θ α θ

⎡ ⎤ −⎡ ⎤ ⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥= − + +⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥− + +⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

& &
& &
& &

  

 (7) 

 
This matrix relation in the local frame can also be 

expanded to three separate equations for easy 
implementation in programming applications: 

 
2

1
2

2 2 2
2

3 3 3

( sin( ) cos( ) cos ( ) ) /
( sin( ) cos( ) cos ( ) ) /
( sin( ) cos( ) cos ( ) ) /

l l

l l

l l

x y R r
a x a y R r
a x a y R r

φ θ θ θ θ
φ θ θ θ θ
φ θ θ θ θ

= − + +
= − + + + +
= − + + + +

& && &

& && &

& && &

 

(8)

 
 

 
 

Fig 1. Kinematic diagram of the three wheel base  

III. Localization Sensor 
StarGazer is a localization sensor system for indoor 

localization of intelligent mobile robots. It analyzes 
infrared ray images which are reflected from a passive 
landmark with an independent ID. The output of 
position and heading angle of a robot is given with very 
precise resolution and high speed. It is seldomly 
affected by surroundings such as an infrared ray, a 
fluorescent light, and sunshine. 

The sensor output data values are from the 
subsidiary’s own protocol and communications used the 
RS232C output. 

 
IV. CONTROLLER DESIGN 

 
Design conditions of lateral controller of the 

omniwheel robot system are steady state error 2%, 
overshoot 5%, and rising time 1 second. The controller 
is designed by using system parameters. 
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The transfer function of PID controller is given by 
Eq. (9) 

 

( ) I
P D

K
K s K K s

s
= + +      (9) 

 
 

V. EXPERIMENT 
 
1. Experimental system 
 
Experiments were conducted in order to verify that 

the omniwheel robot moves accurately along the 
reference path using the StarGazer sensor. 

In Fig. 2, StarGazer is mounted on the robot’s C.G 
so it can obtain the position information and orientation. 
The information of the localization is sent to a PC via 
Bluetooth and the PC executes its trajectory tracking 
control. So the robot moves along the reference path in 
a counterclockwise direction. 

In Fig. 3, Landsmarks are located on the ceiling and 
they reflect infrared to the robot. 

 
2 Reference path for the experiment 
 
As seen in Fig. 5, the reference path is situated on a 

twenty target point track[5]. 
 
3. Navigation algorithm 
 
Fig. 4 represents the unmanned navigation algorithm. 

Navigation algorithm is PTP(Point To Point) method. 
The robot moves from the point on the reference path 

( )pP i  to ( 1)pP i + . If the robot arrives at a target point, 
the system continuously determines the next target point. 
And if the distance error between current position and 

( )pP i  is smaller than ed , the system corrects the next 

target point (1)pP  to ( 1)pP i + . ed  is selected by the 
velocity of the robot and the error of the position 
measurement.  

 
4. Experimental results 
 
In this experiment, the position information of 

StarGazer sensor is measured using the consisted 
experimental system. Figures 4 ~ 8 represent the 
experimental results for other velocities and other 
controller gain. The faster the velocity of the system, the 
bigger the position error. 

 Range of position error is from 10cm to 20cm. 
 

 

 
Fig. 2 Configuration of omni-directional system 

 

 
 
Fig. 3 Total composition of the experimental system 
 

 
Fig. 4 Navigation algorithm  
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Fig. 5 Reference path 
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Fig. 6 Experimental result (0.25m/s) 

 
Fig. 7 Experimental result(0.3m/s) 

 
 

VI. CONCLUSION 
 

In this paper, the system model of an unmanned 
Holonomic-system robot is important to design 
parameter based controller in unmanned vehicle system. 
Using the subspace system identification method, we 
confirmed that the experimental model is very simple 
and accurate. It is important to design a controller that 
uses system parameters. 

To minimize the modeling error, the system 
identification that uses system input-output data was 
used, and a PID controller was designed. To design the 
controller, the relation between the input and output is 
represented in state matrices. 

The performance of the compensated system was 
satisfied based on the system identification.  

Because modeling error of identification model is 
smaller than analytical model. 

We will research the vehicle system identification 
with other dynamic and system conditions, for example, 
longitudinal control, nonlinear system, and MIMO 
system. And also, we will design a controller that is 
robust against system disturbance and parameter 
uncertainties. 
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Abstract

This paper contributes on designing robotic memory controller for non-Markovian reinforcement tasks.
Instead of holistic search for the whole memory contents, the controller adopts associated feature analysis
to produce the most likely relevant action from previous experiences. Actor-Critic (AC) learning is used to
adaptively tuning the control parameters, while on-line variant of Random Forest (RF) learner is used as
memory-capable to approximate the policy of Actor and the value function of Critic. Learning capability
is experimentally examined through non-Markovian cart-pole balancing task. The result shows that the
proposed controller acquired complex behaviors such as balancing two poles simultaneously and displays
long-term planning.

Keywords: non-Markovian, actor-critic, random forest, self-optimizing controller.

1 Introduction

As with the most real-world robot learning sys-
tems, the arising of perceptual aliasing, when the
system has to scale up to a non-Markov setting or
POMDP1 renders conventional reinforcement lear-
ning (RL) methods impracticable, raising an in-
terests in heuristic methods without world model
(e.g., ‘memory approach’) that intrinsically and
adaptively modifying the policy. In Memory-based
systems the controller is unable to take optimal
transitions unless it observed the past inputs, then
the controller simultaneously solve the incomplete
perception while maximizing discounted long-term
reward. If a world model is available to the control-
ler, it can easily calculate and update a belief vector
~bt = 〈bt(s1), bt(s2), · · · , bt(sN )〉 over ‘hidden states’
at every time step t by taking into a account the
history trace h = o1, o2, · · · , ot−1, ot.

2 Our Approach

The process of memorizing and scaling up could
be lengthy if traditional memory scheduling pro-
cesses are to be used. In order to speed up lear-
ning process and improve the convergence rate, a
RL-controller is modeled as scheduler for our pro-
posed self-optimizing adaptive memory controller
(Fig.1). Rather than holistic search for the whole
memory contents the model adopt associated fea-

1basically, a POMDP is like an MDP but with observa-
tions (o) instead of direct state perception.

ture analysis to successively memorize a newly ex-
perience (state-action pair) as an action of past
experience. Actor-Critic (AC) learning is used to
adaptively tuning the control parameters, while
on-line variant of random forests (RF) [1] lear-
ner is used as memory-capable function approxi-
mator coupled with Intrinsically Motivated Rein-
forcement Learning (IMRL) reward function to ap-
proximate the policy of actor and the value func-
tion of critic. At this point we would like to men-
tion that M3 Computer Architecture Group at Cor-
nell has proposed a similar work [2] to our cur-
rent interest. They implement a RL-based memory
controller with a different underlying RL imple-
mentation.

3 Controller Architecture

Fig.1 illustrates the general view of our memory
controller based on heuristic memory approach for
solving non-Markovian cart-pole balancing task and
balancing two poles simultaneously. We briefly
explain its components.

Past experiences. Sensory control inputs from
environment would be stored at the next available
empty memory location (chunk), or redundantly
at several empty locations. In our memory im-
plementation only the following parameters have
to be specified by a designer: 1) The capacity of
the memory, 2) A function which extracts features
from its stored locations, 3) A predictor which pro-
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vides relevant features of the current system state,
and 4) A function which provides intrinsic rewards.

Feature predictor. Is utilized to produce asso-
ciated feature for selective experience. This predic-
tor was designed to predict multiple experiences in
different situations. When the selective experience
is predicted, the associated feature is converted to
feature vector so the controller can handle it.

Features Map. The past experiences are mapped
into multidimensional feature space using neighbo-
rhood component analysis, based on the Bellman
error, or on the temporal difference (TD) error. In
general this is done by choosing a set of features
which approximate the states S of the system. A
function approximator (FA) must map these fea-
tures into a value function V π for each state in
the system. This generalizes learning over simi-
lar states and increases the speed of learning, but
potentially introduces generalization error as the
feature will not represent the state space exactly.

Memory access. The memory access schedu-
ling is formulated as a RL agent whose goal is
to learn automatically an optimal memory sche-
duling policy via interaction with the rest of the
system. As can be seen in Fig.1 two scenarios are
considered. In Fig.1a all the system parameters
are fully observable, the agent can estimate V π for
each state and use its actions (past experiences).
In Fig.1b the system is partially observable [3, 4],
the agent does not know which state it is in due
to sensor limitation, the agent updates its policy
parameters directly. Since our system is mode-
led as non-Markovian (non-MDP) process decision
depends on last state-action, and the state tran-
sitions st+1 = δ(st, at) depend on arbitrary past
state where the agent had visited. This transition
is expressed by Pr(st|st−1, at−1, s

′
t, s
′′
t , · · ·), where

st−1, at−1 are the previous state and action, and
t′, t′′ are arbitrary past time.

Learning behaviors from past experience. On
each time step, a component of the TD learning
algorithm, called the adaptive critic, is used to
estimate the expected future reward of retaining
various combinations of memory locations. The
collection of memory locations show to have the
highest accumulated rewards are more likely to be
remembered. The amount of occasional intrinsic
rewards received, a long with the estimates of the
adaptive critic on this time step and on the pre-
vious time step, are used to compute the TD error–
the change in expected future reward. This error
signal also used to train the adaptive critic.

PolicyValue function Sensors

observation
Policy

Feature Map
Feature predictor

Past experiences

chunkchunkchunkchunk

environment

state state rewardreward action action

(a) (b)environment

System/situations

Scheduler State feature

(t)

scheduled command

(t+1)

Memory access

behavior 1 behavior 2 … behavior n

Learning behaviors from experience

Figure 1: Architecture of self-optimizing memory

controller. The controller utilizes associated feature

analysis to memorize complete non-Markovian reinfor-

cement task as an action of past experience.

4 Memory Capable FA

4.1 Actor-Critic Learning

Actor-critic (AC), a group of on-policy TD me-
thods, separates the policy and the value function
into independent memory structures. The policy
structure, or actor, is used to decide which action
to pick in each state. The estimate value func-
tion, or adaptive critic, determines whether the
actions of the actor are to be rewarded or punished.
The algorithms use these spare measures of per-
formance to adopt an optimal behavior over time.
The adaptive critic maps its current state event
onto an estimate of whether it will be rewarded.
The mapping is learned from the past experience.
If s + 1 is the situation that follows situation s in
time, this expected future reward may be written
as:

V (s) = γ0r(s) + γ1V (s+ 1) + · · ·+ γnV (s+ n) (1)

The value of the current situation, V (s), is the
sum of all the rewards we will receive over the
next n time steps. The rewards on each time step
are “discounted” by factor, γ, in the range [0, 1].
Equation (1) can be rewritten in a recursive form:

V (s) = γ0r(s) + γ1V (s+ 1) = r(s) + γV (s+ 1) (2)
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Obviously a value function estimates that fall far
from this equality in considered inaccurate, and the
error is estimated based on TD error:

δ(s) = (r(s) + γV (s+ 1)− V (s)) (3)

Adopting these methods can save much computa-
tion for selecting optimal actions, due to utilizing
separate memory for value function and policy.

4.2 AC in non-Markovian Domain

Due to non-Markovian characteristics, the control-
ler infers the state of its environment from a se-
quence of observation it receives, learns an optimal
action by detecting certain past events, that asso-
ciated with its current perception.
In particular, at time t, the error of the critic is
give by

Ec(t) =
1
2

([r(t) + γJ(t)]− J(t− 1))2 (4)

while the error of the actor is

Ea(t) =
1
2

(J(t)]−R∗)2 (5)

where R∗ is the optimal return, which is dependent
on the problem definition. The expected return is
expressed as the general cost function, J(t), which
is to be maximized by the controller. Specifically,

J(t) = r(t+ 1) + γr(t+ 2) + γ2r(t+ 3) + · · · (6)

where r(t) is the immediate reward and γ is the
time-discounting factor 0 ≤ γ ≤ 1.

4.3 RF Memory for Optimal Learning

On-line RF has the characteristics of a simple struc-
ture, strong global approximation ability and a
quick and easy training [1]. It has been used with
TD learning for building a hybrid function approxi-
mator [5, 6]. Here, in order to improve learning ef-
ficiency and to reduce the demand of storage space
and to improve learning efficiency, the on-line RF
approximator is structured in a way that both ac-
tor and critic can be embodied in one structure,
subsequently, is used to approximate policy func-
tion of actor and the value function of critic si-
multaneously. That is, the actor and the critic can
share the input and the basis functions structure of
the RF. Let RFAppro represent a hybrid approxi-
mator that combines actor and critic. Given a state
s(t) and action a(t), RFAppro is defined such that
RFAppro(s(t), a(t)) = (J(t), a(t+1)), where J(t) is
the estimated value of the given state-action pair,
and a(t + 1) is the subsequent action to be taken
by the controller. At the critic output the error
is captured by TD error. However, at the action
outputs the error is determined by the gradient of

the estimated value J(t+1) w.r.t the action a(t+1)
selected by the on-line RF at time t. Specifically,

ea(t) = α∇a(t+1)J(t+1)

= α

(
∂J(t+ 1)
∂a1(t+ 1)

, · · · , ∂J(t+ 1)
∂ad(t+ 1)

)
(7)

where α is a scaling constant and d is the choices
availabilities at action a. Accumulating the error
for each choice of the selected action, the overall
actor error is given be:

Ea(t) =
1
2

[
d∑
i=1

e2ai(t)

]
(8)

where eai(t) is the choice of the action error gra-
dient ea(t). In finding the gradient of the estimated
value J(t + 1) w.r.t the previously selected action
a(t + 1), the direction of change in action, which
will improve the expected return at time step t +
1, is obtained. Thus by incrementally improving
actions in this manner, an optimal policy can be
achieved. E(t) = Ec(t) + Ea(t) define the reduced
error for the entire on-line forest.

5 Experiment and Results

The proposed controller brings a number of pre-
ferable properties for learning different behaviors.
In this section, we investigate its learning capabi-
lity through a task of cart-pole balancing problem,
designed with non-Markovian settings.

5.1 Related work

The pole balancing algorithm has not been exten-
sively modeled for non-MDP. Although a variation
of Value and Policy Search (VAPS) algorithm [7]
has been applied to this problem for the POMDP
case [8], they have assumed that x and θ are com-
pletely observable. NeuroEvolution of Augmenting
Topologies [9] and evolutionary computation [10],
are another promising approaches where recurrent
neural networks are used to solve a harder ba-
lancing of two poles of different lengths, in both
markovian and non-Markovian settings.

5.2 Non-Markovian Pole Balancing

As illustrated in Fig.2A, Cart-Pole balancing in-
volves a vertical pole with a point-mass at its upper
end installed on a cart, with the goal of balancing
the pole when the cart moves by applying horizon-
tal forces to the cart, which must not stray too
far from its initial position. The state description
for the controller consists of four continuous state
variables, the angle θ (radial), and the speed of
the pole φ́ = δx/δt plus the position x and speed
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of the cart x́ = δx/δt. The two continuous actions
set up for controller training and evaluation were
RightForce (RF), (results in pushing the cart to
the right), and LeftForce (LF), (results in pushing
the cart left). At each time step t, the controller
must only observe the θ and then takes appropriate
action to balance the pole by learning from the past
experience and the intrinsically rewards (Fig.2A).
The optimal value function is shown in Fig.2B.
A simulated sample run is shown in Fig.3. The
controller could keep the pole balanced after about
4000 steps.

θ

mcRF

mp

LF

A B

Figure 2: (A) Illustration of the non-Markov Cart-

Pole balancing problem, where the angular velocity is

not observing by the controller. (B) Optimal value

function.
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Figure 3: A sample learning for balancing the pole.

5.3 Non-Markovian 2-Pole Balancing

Then we moved to a harder setting of this pro-
blem, balancing two poles simultaneously. Each
pole has its own position and angular velocity, θ1
and θ̇1 for the first pole and θ2 and θ̇2 for the
second pole respectively. The controller must ba-
lance the two poles without velocity information.
In order to assist the feasibility of our approach
to balance two poles simultaneously we compa-
red with state-of-the-art methods. Table 1 reports

the performance of our controller compared with
traditional value function-based methods (inclu-
ding SARSA-CMAC, SARSA-CABA, and VAPS
) and policy search method (Q-MLP). Value func-
tion performance results are reported by [10], who
used SARSA implementations by [11]. It shows
that our controller takes the minimal evaluations
to balance the poles. With regard to CPU time
(reported in seconds) we slightly fall short to Q-
MLP. However, it interesting to observe that none
of the value function approaches could handle this
task in within the set of steps due to the memory
constraint. The result also indicates that our me-
mory controller stand as a promising method in
solving this benchmark more successful than the
traditional RL techniques.

Table 1: Comparison of our result for balancing

two carts simultaneously with state-of-the-art value

function approaches and policy based methods.

Method Evaluation time
V-function SARSA-CMAC Time Out -

SARSA-CABA Time Out -
VAPS Time Out -

Policy Q-MLP 10,582 153
Memory Our 8,900 300

6 Conclusions

In this paper we provide evidences that the ro-
bot control system will benefit from the inclusion
of a self-optimizing memory controller. Our mo-
del avoids manual ‘hard coding’ of behaviors, mo-
deled the memory controller as a RL agent lear-
ning from past experience. Results based on non-
Markov Cart-Pole balancing indicate that our mo-
del can memorize complete non-Markovian sequen-
tial tasks and is able to produce behaviors that
make the controlled system to behave desirably in
the future. One of our future plans is to overcome
the limited capacity of memory. In our current
design the number of “chunks” that can be used
is quite limited. Another future plan will be in
designing intelligent mechanism for memory upda-
ting, and to experiment with different applications
such as visual and speech recognition, and robot
navigation.
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Appendix A: Pole-balancing lear-
ning parameters

Below are the equations and parameters used for
cart-pole balancing experiments [10]

.1 Pole-balancing equations

The equations of motion for N unjoined poles ba-
lanced on a single cart are

ẍ =
F − µcsgn(ẋ) +

∑N
i=1 F̃i

M +
∑N
i=1 m̃i

θ̈i = − 3
4li

(ẍ cos θi + g sin θi +
µpiθ̇i
mili

),

where F̃i is the effective force from the ith pole on
the cart,

F̃i = miliθ̇2i sin θi +
3
4
mi cos θi(

µpiθ̇i
mili

+ g sin θi),

and m̃i is the effective mass of the ith pole,

m̃i = mi(1−
3
4

cos2θi).

.2 Pole-balancing learning parameters

Table 2: Parameters for the single pole & double pole

problem.

Parameters for the single pole
Sym Description Value
x Position of cart on track [−2.4, 2.4]m
θ Angle of pole from vertical [−12, 12]deg
F Force applied to cart −10.10N
l Half length of pole 0.5m
M Mass of cart 1.0kg
m Mass of pole 0.1kg

Parameters for double pole Value
Sym Description Value
x Position of cart on track [−2.4, 2.4]m
θ Angle of pole from vertical [−36, 36]deg
F Force applied to cart −10.10N
li Half length of ith pole l1 = 0.5m

l2 = 0.05m
M Mass of cart 1.0kg
mi Mass of ith pole m1 = 0.1kg

m2 = 0.01kg
µc friction coef on cart on track 0.0005
µp friction coef if ith pole’s hinge 0.0005
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Abstract: This research is aiming at making the robot that can go to take an object designated by a user. We produce the 
robot control system that uses pointing action and voice. This system is composed of two systems. One system is the 
object instruction system that uses pointing action, another one is the object instruction system that uses voice. An 
approximate position of a designated object is recognized by the object instruction system that uses pointing, details of 
information on a designated object and an instruction operation correction are conveyed by the object instruction 
system that uses voice. A robot is able to be moved to a designated object by using this system. 
 
Keywords: Robotics, Image Processing, Binocular Stereo, Pointing, Voice 
 
 

I. INTRODUCTION 

Recently, robots are expected to help people at 
a care facility because of labor scarcity. In this 
research, to develop the nursing mobile robot 
which every senior person can easily instruct to 
attain his/her requirement, the robot control 
system which is easily instructed with use of 
pointing action and voice is proposed. When a 
user tells a robot to carry an object to the user 
using pointing action and voice like “ take it to 
me”, the robot must move to the object and bring 
it near the user. The method calculates the 
location of an object designated by a user from 
the images which are acquired from network 
cameras installed on the robot. A robot figures 
out command from a user and object information 
with a voice recognition system. We control a 
robot with the pointing information and the voice 
information. 

Not only elderly people but a lot of users can 
operate a robot easily with this system because it 
uses easy interface such as pointing action and 
voice.  
 
 
 
 
 
 

II. SYSTEM CONFIGURATION 
The system configuration is shown in Fig.1. The 

image acquired with network cameras on a robot is sent 
to PC using wireless LAN, and image processing 
calculates the position of a designed object. User’s 
voice acquired with a headset which a user wears is sent 
to PC wirelessly, and the user’s instruction is recognized, 
then a command corresponding to the given instruction 
is sent back to the robot. 
 

 
Fig.1. System configuration 
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III. THE OBJECT INDICATION USING 
POINTIG ACTION AND VOICE 

When a user designates an object, a robot has 
to know the position of the object. It is not easy 
for a robot to calculate the precise location but 
the approximate one can be determined by 
referring to the direction of the user’s hand if a 
little error is permitted. We propose the 
approach which makes a robot calculate the 
position of the object designated by the user and 
move to the position. There is, however, the 
possibility that a user erroneously designates a 
target by pointing action. When there are similar 
objects near the target one, the robot may not 
always succeeds in identifying the target. In the 
case, as a robot will probably move toward the 
different object from what the user intends, the 
user must give an advice using voice to the robot 
in order to make the robot change its behavior. 
User's voice captured with a headset is sent with 
a wireless LAN to the PC which is processing 
image data sent from a robot with another 
wireless LAN, and then the voice signals are 
translated into Japanese character strings with 
a voice recognition system. The strings are next 
segmented by referring to grammar rules and a 
dictionary including words registered beforehand 
into Japanese word sequence. A set of words 
available at present includes name, shape or 
color of objects, operation added to objects and 
demonstrative pronouns. 
 

1. Image processing system 
1.1. Get pointing information 

As parts except for the arm are almost still when 
pointing action is performed, the arm can be detected by 
taking difference between consecutive two images. The 
arm vector is obtained as the line connecting two middle 
points of two narrow sides of the minimum rectangular 
which includes difference points. 
 

      
 

(a) Acquired image          (b) Arm vector  
Fig.2. Arm detector 

 
Based on the binocular vision system, an arm vector 

can be obtained from right and left camera images as 
shown in Fig.2. It is possible to calculate in some 
measure the position of the designated object from the 
arm vector. 

The binocular vision system is the method which 
has the position of an object in images calculated from 
right and left camera images by the use of the 
triangulation. Let the position of the object be P, the 
position of the object in left camera image be PL, the 
position of the object in right camera image be PR, the 
distance between cameras be d and the Focal distance 
be f as shown in Fig.3, then P is calculated by the 
following expression; 
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Fig.3. Binocular stereo 

 
When the number of difference points is quite a few 

and the difference between consecutive numbers of 
difference points is negative as shown in Fig.4, pointing 
action is regarded as completed. Calculating a cross 
point between the ground and the arm vector obtained 
when pointing action completed will give the 
approximate position of the object designated by 
pointing action. 

Fig.4. Change in number of difference points 
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When pointing action comes to an end, pointing 
information is obtained, and the robot will understand 
where to go. Fig.5 shows the execution result. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. Excution result (Arm detection)  
 
1.2. Motion correction by object correction  

There is apparently some error in the calculated 
position of the designated object and it is clear that a 
robot cannot precisely reach the given goal. These facts 
make it difficult for a robot to reach the position of the 
designated object. Then additional information of the 
object must be given to the robot when a user finds the 
robot moving toward wrong place.  

In the case, the user will utter words or phrases like 
‘stop’ or ‘go rightward’ to interrupt the motion of the 
robot to make it notice its wrong behavior. When the 
robot is interrupted its action, it will stop moving and 
try to examine the user’ utterance to decide what to do 
next. In the former case, it will need conversation with 
the user to know why the user interrupted its action, but 
this needs much complicate discourse analysis. On the 
other hand, in the latter case, it has only to change its 
posture using the method shown below. 

As shown in Fig.6, the object location is recognized 
using right and left camera images, each position of the 
center of gravity is calculated and compared to judge 
the direction which the robot goes in. It is unnecessary 
to correct the behavior of a robot when the robot is 
facing toward the object. In contrast a robot must 
correct it heading when the robot is facing to the right or 
left of the object. In Fig.7, the target object deviates left 
by θ from front.  
 

     
 

(a) Acquired image      (b) Object recognition  
Fig.6. Object detector 

 
Let the distance from a robot to the object be Z, the 

distance between cameras be d, the Focal distance be f 
and the width of an image plane be width, then the θ is 
calculated by the following expression; 
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(b) Variable definition 

Fig.7. Object recognition ( d_l > d_r ) 
 

If the behavior of the robot must be corrected, then it 
will be led to near the position of the designated object. 
Fig.8 shows the execution result. 
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Fig.8.Excution result (Object recognition) 

 

2. Voice recognition  
We need two systems to communicate between a 

user and a robot. One is the system which enables a 
robot to recognize user’s voice; the other is that which 
permits it to talk with a user. The former method uses 
Dragon Naturally Speaking 2005, the latter method uses 
Aques Talk. Fig.9 shows the execution result. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.9.Excution result (Voice recognition) 

IV. CONCLUSION 
It is considered possible to calculate the position of 

an object which a user designates by pointing action an
d voice. It is confirmed that the proposed method 
successfully makes a robot find the position of the 
designated object from pointing and voice information. 
Calculation results can contain errors, but they are 
considered to be within a tolerance as the behavior of a 
robot is corrected with object recognition and additional 
voice command from the user when it attains the task 
given by the user.  

The design and implementation of an object 
indication system using pointing action and voice 
recognition system are nearly complete, but it must be 
verify whether a robot successfully attain the task in 
more complicated situation such as the case there are 
obstacles between the robot and object. 
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Abstract: To provide highly precise position information for autonomous navigation of AUV in large-scale area, we are 
developing one new underwater positioning system based on sensor networks. In this system, we set many standard 
stations on the sea surface and use GPS-sound positioning. To lower the cost of nodes and simplify signal processing, 
we have proposed a new method based on Sound Propagation Loss (SPL).This study discussed a new information 
integration method to solve the problems: (1) transmission path of sound may be blocked by some obstacle; (2) 
underwater nodes may get broken. 
 

Key words: Underwater positioning system, Sound Propagation Loss, Sensor networks , Water-tank test. 

 
 

I.INTRODUCTION 

To provide highly precise position information for 
autonomous navigation in large-scale area, we are 
developing one new underwater positioning system 
based on sensors networks.  

In this system, we set many standard stations on the 
sea surface and used GPS-sound positioning. The 
positioning precision of KGPS has become higher over 
the years，which assures that our standard station can be 
located. In this research, we have proposed a novel 
method based on Sound Propagation Loss (SPL) to lower 
the cost and simplify signal processing. To validate the 
SPL method, we have finished amounts of water-tank 
and sea tests. However, the major problem of this 
method comes from influences of background noise and 
reflected waves. [1][2] Moreover, in fact transmission path 
of sound may be blocked by some obstacle or underwater 
nodes may get broken, which results in great decrease of 
the positioning accuracy. To solve the problem, based on 
information communication between sensor network 
nodes, this paper proposed the information integration 
method of mean value method, and verified its 
performance in the water tank tests. 

II.PRINCIPLE 

1. Ranging 
Based on acoustic wave energy attenuation, the 

system measures distance between transmitter and 
receiver. According to sonar equations, as we know 
Transmission voltage Tv [V], Propagation Loss PL [dB] 
can be obtained by measuring Receiving voltage Rv [V] 
as Eq. (1). 

 PL = 20log(Tv)+Tx+Tg+Rx+Rg-20log(Rv)  (1) 
Tx/Rx: Transmission/Receiving sensitivity [dB] 
Tg/Rg: Transmission /Reception gain [dB] 
Usually，Rv can be measured with FFT to the first 

non-reflective pulse of receiving wave and this method 
has a high accuracy. But when there are so many 
reflectors around, without receiving stationary 
non-reflective pulse, Rv can be estimated with FFT 
analysis of receiving energy. Though the measuring 
accuracy of this method is lower than the former, it can 
be used in long distance measurement. In accordance 
with measuring range and measuring environment, the 
two methods can be combined to use. 

On the other hand, PL [dB] can be estimated the sum 
of diffusive loss log(R) and attrition lossαR as Eq.(2). 
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PL = 20log(R) +αR                  (2) 
R: propagation distance [m]，got by solving Eq. (2). 
α:attenuation coefficient，which is a constant when 

sound wave cycle and propagation environment are 
certain, and can be calculated according to empirical 
formula or measured in the experiments. 

Various measuring environment and systems will 
bring systematic error in above methods. Therefore, the 
methods need to be corrected in the experiments. 
 

2. Positioning 
In this paper，we adopted the principle of LBL(Long 

Base Line), and only used ranging principle of 
propagation loss replacing the original transmission time 
positioning , as shown in Eq. (1).We took two-dimension 
positioning for example, as shown in Fig.1.  

P (XP, YP): sound source; TDn (XTDn, YTDn): receiver; 
Rn: the measured distance between TDn and P. 
The Coordinate of false sound source P1 (XP1, Y P1) 

can be obtained by solving Eq. (3). 
(XTD1-XP2)2+(YTD1-YP1)2=R12    

     (XTD2-XP1)2+(YTD2-YP1)2=R22          (3) 
The coordinate of sound source (XPn,YPn) can be 

calculated with any two receiving signals. 
The coordinate of sound source(XP ， YP) can be 
calculated as Eq. (4).with the mean value method. 

XP = ∑XPn / N   
            YP = ∑YPn / N                  (4) 

N: the number of receiving node.  

 

Fig.1. Ranging principle 
Measuring accuracy increases with increase of 

number of effective node. In addition, blocking of 
obstacle or node fault can also cause a low accuracy. 

Moreover, it is necessary to set up Voltage Threshold 
(VT) of receiving signal. When receiving signal of some 
node is less than VT, it is essential to stop using the data. 
On the contrary, the data can be brought into use. It can 

not only continuously update to use high accuracy node, 
but also eliminate the error messages caused by obstacle. 
 

III. WATER TANK EXPERIMENTS 

To guarantee the availability of ranging principle, we 
have completed the experiments in deepwater tank, as 
shown in Fig.2.. 

 
Fig.2. Experimental environment 

Waveform of transmission signals is shown in Fig.3. 
The equipments include signal generator, power 
amplifier, signal acquisition unit, three hydrophones and 
transmitting transducer(20kHz-40kHz), see Fig.4.. 
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Fig.3. Waveform of transmission signals 

 

(a) Measuring system 

     
   (b) Hydrophone    (c) Transmitting transducer 

Fig.4. Measuring system and sensors 
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1. Error correction method 
We put sender and receiver vertically under water, 

and regulated its interval R from 1[m] to 6[m].We 
recorded Rv every 1[m], and got error correction 
coefficient compared with actual distance 

 

Fig.5. Error correction method 
 

2. Positioning 
Fig.6. shows three hydrophones is arranged along a 

straight line with the interval of 5[m]. We change the 
position of generator from P1 to P7, and separately 
record receiving signals of TD1-TD3 for 20 times. In 
data processing, we also analyze the position accuracy at 
different angles, discuss correction accuracy of mean 
value method and improve the accuracy by setting up VT 

TD3  TD2 TD1

P7 

P6 

P5
P4 
P3 

P2 P1   
Fig.6. Sensor placement  

 

IV. DATA PROCESSING 

1. Error correction 
Fig.7. shows a set of data in the experiments, where 

the background noise is about±0.04[V]. 
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Fig.7. A set of data in the error correction experiments 
 
Here, error was corrected with a linear method as 

Eq.(5).With the analysis of corrected data, we got the 
corrected parameter of each receiver, see Table1. Fig.8. 
shows the corrected results of measuring error of TD1. 
               R = aR’+b                   (5) 
R: truth value; R’: measured value. 
 

Table 1.The corrected parameter of every receiver 

Number of receiver a b 

TD1 1.077 0.333
TD2 1.078 -0.112
TD3 0.417 5.315

 

Fig.8. Corrected results of measuing error（TD1） 
However, when several receivers are arranged on a 

small scale, they become reflectors each other, which 
results in decrease of accuracy. In fact, the accuracy is 
only ±0.5[m] in the positioning experiments. 
 

2. Positioning with mean value method 
As shown in Fig.9., we found that in front part of 

every set of data, neat direct waves can be received, so 
we can calculate the distance between sound source and 
receiver with the first method shown in II.PRINCIPLE. 
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Fig.9. A set of data of sound source: P4 

Fig.10. shows the comparison of positioning 
results(solid line) and truth value(broken line). The 
results demonstrate: (1) when the projection of sound 
source locates the position between two nodes, it can 
achieve high positioning accuracy, as shown in Fig.10 (a), 
(c). Therefore, when the projection of sound source 
leaves the position, it is so necessary to replace next node; 
(2) The nearer sound source located from node, the 
higher accuracy system can achieve, positioning 
accuracy in Fig.10(a) is better than in (c).This depends 

Sender  Receiver 

R 
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on the character that dissociation energy is diluted by the 
increase of propagation distance. Consequently, it is 
necessary to set up voltage threshold of receiving signal. 
When receiving signal of some node is less than Voltage 
threshold, it is essential to stop using the data. On the 
contrary, the data can be brought into use; (3) In addition, 
it is found that through mean value method can make the 
accuracy of results more higher, see Fig.10.(d)., which 
has obvious compensation to Fig.10(c). In a similar way, 
we can introduce that the system can achieve much high 
accuracy through taking an average of multiple data 
when some node gets broken or is blocked by obstacle. 

     
(a). Based on TD1&TD2  (b). Based on TD2&TD3 

  
(c). Based on TD3&TD1  (d). Based on average value 

Fig.10. Positioning results compared with truth value 

 
(a). The distance between measured value and truth value 

    

(b). Error at X axis   (c). Error at Y axis. 

Fig.11. Error analysis 

3. The analysis of positioning error 
The analysis of positioning error is shown in Fig.(11).. 

The results show: (1) The projection of sound source 
locates the position between two nodes, it can achieve 
the positioning accuracy about ±0.5[m] in accordance 
with measuring accuracy; (2) It can improve the 
positioning accuracy by mean value method. 

 

V. CONCLUSTION 

Based on the low-cost and easy-to-operate SPL 
ranging method proposed in the previous research and 
sensor networks positioning method which has the ability 
to communicate between nodes and extend positioning 
range, we have completed the first water tank positioning 
test successfully, and gave a new underwater positioning 
method. We also verified the basic characteristic and 
positioning accuracy of this method. In addition, we 
confirmed a positioning method based on average value, 
which possesses obvious corrective effect on the lower 
accuracy positioning signals.  

In the future research of building sensor networks, we 
should consider the following things: (1)some way to 
judge the position relation between  two nodes or node 
and sound source;(2) accuracy analysis of setting up 
threshold and prospective positioning;(3)the method of 
node replacement. 

At last, the authors express their gratitude to Fan Lab. 
of SJTU and deepwater tank Lab. of SJTU. 
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Abstract 
 

A novel control model and technology, creating distributed 
virtual systems with artificial life features, is discussed. 
They become capable of runtime reshaping, adapting to 
unknown environments, and pursuing global goals. The 
approach is based on known holistic and gestalt principles, 
where the whole is first and parts are treated in the context 
of the whole. Distributed Scenario Language, DSL, the core 
of the approach, and its spatial interpretation in networked 
systems will be revealed. Mission scenarios in DSL, 
covering, integrating, tasking, and controlling distributed 
resources (robotic swarms including), can effectively fight 
world disasters and crises. 
 

Keywords: irregular situations, integrity, overoperability, 
distributed scenario language, networked interpretation, 
smart structures, self-recovery, artificial life and robotics.  
 
 
1  Introduction 

 
The world dynamics is increasing due to global warming, 

numerous natural and manmade disasters, military conflicts, 
and international terrorism. New approaches to organization 
of distributed systems, especially for solving irregular and 
“asymmetric” problems, are needed [1]. The approach 
offered, symbolically called overoperability, allows us to 
create, modify, analyze, process, simulate, and manage any 
distributed systems by establishing advanced global control 
over them [2].  

Within the overoperability philosophy, an integral 
mission scenario expressed in a special wave-like formalism 
(see Fig. 1a) is executed in a parallel manner by 
dynamically networked universal control modules U 
embedded into distributed worlds (Fig. 1b). This scenario, 
written in a special high-level Distributed Scenario language 
(DSL), can start from any unit and dynamically cover the 
whole system, setting its internal organization, and orienting 
behavior [2,3].  

 

a)
b)

Figure 1. The overoperability paradigm. 
 

During the scenario evolution, any operations can be 

accomplished in the distributed world, causing, if 
needed, movement of code and equipment and creation 
and maintenance of physical and virtual infrastructures 
supporting the missions. Different spatial scenarios can 
cooperate or compete in the networked space (as in Fig. 
1b), allowing for effective distributed simulation of 
complex dynamic systems or their live management and 
control, with any combination of the two. 

This paradigm has been extensively studied, discussed, 
and published elsewhere [4-6], and here we will be 
concentrating only on the latest updated version of DSL 
and its application for the creation of smart distributed 
structures, with their use in irregular situations. 
 
 

2  DSL: The Scenario Language 
 
DSL allows us to directly express semantics of problems 
to be solved in distributed worlds and, if needed, implicit 
or explicit system behavior to solve these problems.  
 
2.1 DSL Key Features 
 

The language operates with: 
• Virtual World (VW), which is discrete and consists 

of nodes and links connecting the nodes.  
• Continuous Physical World (PW), points in which are 

accessible by physical coordinates.  
• Virtual-Physical World (VPW), as an extension of 

VW, where nodes additionally associate with 
coordinates in PW.  

Other key DSL features include: 
• A scenario in it develops as a transition between sets 

of progress points (props), as parallel waves. 
• Starting from a prop, an action may result in one or 

more props (the resultant set of props may include the 
starting prop too).  

• Each prop has a resulting value (which can be 
multiple) and a resulting state, being one of the four: 
thru (full success, also allowing us to proceed 
further), done (success with planned termination), fail 
(regular failure, with local termination), and abort 
(emergency failure, terminating the whole distributed 
process, associated with other props too). 

• Different actions may evolve independently or 
interdependently from the same prop, forming 
altogether the resultant set of props.  

• Actions may also spatially succeed each other, with 
new ones applied in parallel from all props reached 
by the preceding actions. 
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• Elementary operations can directly use local or remote 

values of props obtained from other actions (the latter 
including the whole scenarios).   

• Elementary operations can result in open values that can 
be used by other operations in an expression or by the 
following operations in a sequence. They can also be 
directly assigned to local or remote variables (an access 
to which may invoke scenarios of any complexity). 

• Any prop can associate with a node in VW or a position 
in PW, or both.  

• Any number of props can be simultaneously linked with 
the same points of the worlds. 

• Staying with world points (virtual, physical, combined) 
it is possible to access and update local data in them. 

• DSL can be used as a universal programming language. 
 
2.2  DSL Syntax and Main Constructs 
 

DSL has a recursive syntax, which on top level may be 
expressed as follows (programs are called waves, braces 
show repetition, and vertical bar delimits alternatives): 

wave             phenomenon |  rule ( { wave , } ) 
phenomenon  constant | variable | special 
constant         information | matter  
variable          heritable | frontal | environmental | nodal 
rule             movement | creation | elimination | 

               echoing | fusion | verification | assignment |   
               construction | advancing | branching |    
               transference| timing | granting | type | usage 

The basic construct, rule, can represent any definition, 
action or decision, being for example:  
• elementary arithmetic, string or logic operation; 
• hop in a physical, virtual, or combined space; 
• hierarchical fusion and return of (remote) data; 
• distributed control, both sequential and parallel; 
• a variety of special contexts for navigation in space, 

influencing operations and decisions;  
• type or sense of a value, or its chosen usage, guiding 

automatic interpretation. 
There are different types of variables in DSL: 
• Heritable variables – these are starting in a prop and 

serving all subsequent props, which can share them in 
both read & write operations. 

• Frontal variables – are an individual and exclusive 
prop’s property (not shared with other props), being 
transferred between the consecutive props, and 
replicated if from a single prop a number of props 
emerge.  

• Environmental variables – are accessing different 
elements of physical and virtual words when navigating 
them, also a variety of parameters of the internal world 
of DSL interpreter. 

• Nodal variables – allow us to attach an individual 
temporary property to VW and VPW nodes; they can 
be accessed and shared by any props associated with 
these nodes.  

These variables, especially when used together, allow us 
to create efficient spatial algorithms working between 
components of distributed systems rather than in them. 

Elementary examples in DSL may look like follows. 
• assignment of a sum of values to a variable: 
assign(Result, add(27,33,55.6))  

• parallel hop into two given physical locations:               
move(location(x5,y8), location(x1,y3)) 

• creating isolated node Peter in a virtual space: 
create(node(Peter)) 

• extending the previous single-node network with a 
new link-node pair  (father of, Alex):         

    hop(Peter); create(+fatherof, Alex)) 
Traditional abbreviations of operations and delimiters 

can be used too, as in further examples throughout this 
text, to shorten the DSL programs. 
 
 

3  Distributed DSL Interpreter 
 

The DSL interpreter ([6], Fig. 2), with the following 
features, has been prototyped on different platforms.  

O
th

er
 In

te
rp

re
te

rs

. 
Figure 2.  Organization of DSL interpreter. 

 
• It consists of a number of specialized modules 

working in parallel and handling and sharing specific 
data structures supporting persistent virtual worlds 
and temporary hierarchical control mechanisms.  

• The whole network of the interpreters can be mobile 
and open, changing at runtime the number of nodes 
and communication structure between them.  

• The heart of the distributed interpreter is its spatial 
track system, with its parts kept in the Track Forest 
memory of local interpreters; these being logically 
interlinked with such parts in other interpreter copies, 
forming altogether indivisible space coverage. This 
allows for hierarchical command and control and 
remote data and code access, with high integrity of 
parallel distributed solutions. 

• Copies of the interpreter can be concealed, say, in 
hostile systems, allowing us to impact them globally.  

The dynamically crated track trees, spanning the 
systems in which DSL scenarios evolve, are used for 
supporting spatial variables and echoing and merging 
different types of control states and remote data, being 
self-optimized in the echo mode. They also route further 
waves to the positions in physical, virtual, or combined 
spaces reached by the previous waves, uniting them with 
the frontal variables delivered there by preceding waves. 
 
 
4  Operating with Distributed Structures 
 

Network creation. To create the virtual network of Fig. 
3a in a distributed environment, and in a fully distributed 
way, the following DSL program will be sufficient 
(expressing the directed graph template of Fig. 3b based 
on depth-first spanning tree of the network, with all links 
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named r, for simplicity): 
create(hop(a); r#b; r#c; r##a,(r#d; r##b)) 

Starting with node a, it gradually self-evolves in a 
distributed space while creating the network topology 
needed (in the navigation mode shown in Fig. 1b). 

a

c

b

d a b c dStart

a) b)

 
Figure 3. Distributed creation of a network structure. 

 
Network modification. Another DSL scenario can make 

any modification of this network, also in a fully distributed 
and parallel way, say, substituting all existing triangles in 
the network with stars (naming additional central star nodes 
with combination of fringe node names), as in Fig. 4a-b: 
hop(allnodes); F=C; twice(#; P>A; F&=C);  
#; C==F:1; create(hop(unite(F)); r##F);  
remove(##F) 

 

a

c

b

d a

c

b

dabc bcd

a) b)  
Figure 4. Distributed structure modification. 

 
Network self-recovery. Applying another special DSL 

scenario to any network can make it capable of self-
recovery after any indiscriminate damages of nodes and 
links, where missing elements can be restored by remaining 
neighboring nodes. The restored nodes can, in their turn, 
restore the other nodes (including the ones that restored 
them), and so on. A simplified example of such a program 
converting the whole network into a self-regenerating live 
creature may be as follows (the lost nodes a and d and links 
to them are restored by nodes b and c, as in Fig. 5a-b). 
 Fp={repeat(split(diff(Fi,(#; C))); Fn=V; 
  [or((direct#Fn; create(r##P)),  
      (create(r#Fn); Fi=(#; C); run(Fp)))])};       
  hop(allnodes); Fi=(#; C); run(Fp) 

a

c

b

d a

c

b

d

Link-node 
recovery

Link 
recovery

Link-node 
recovery

Link 
recovery

a) b)
 

Figure 5. Distributed network self-recovery. 
 

Distributed topology self-analysis. DSL allows us to 
directly analyze and process distributed topologies in a 
parallel way. For example, to find the weakest nodes in a 
network (like articulation points, Fig. 6a), which when 
removed split the network into disjoint parts, we only need 
the following program (resulting in articulation node d). 
  hop(allnodes); ID=C;  
  and((random(#); repeat(firstcome(#))),  
      (firstcome(#)), out(C)) 

a) b)  
Figure 6. Distributed discovery of topological features.  

 
Cliques (or fully connected sub-graphs of a graph, as 

in Fig. 6b), on the contrary, may be considered as 
strongest parts of a system. They can be found in parallel 
by the following program, resulting for the network in 
Fig. 6b in cliques: (a,b,c,d),(c,d,e),(d,e,f). 
hop(allnodes); Fc=C;  
repeat(#; notbelong(C, Fc);  
 and(done(andparallel(#Fc)), 
     or(done(B>C), Fc&=C))); out(Fc) 

More on distributed topology operations are in [4,5]. 
 
5  Researched Applications 
 

Overlaying the obtained integral virtual solutions onto 
networked hardware, which may be heterogeneous and 
open, allows us to work in the following modes: 
• Simulation mode, where using computer networks 

for parallel simulation of large systems provides 
realistic results, both functional and behavioral. 

• Live control mode, causing and guiding the needed 
hardware behavior in solving complex problems.  

• Combined mode, where distributed simulation 
serves as intelligent look-ahead part of live control. 

Collective Robotics. Installing the interpreter in mobile 
robots of different types (as in Fig. 7) allows us to 
organize effective group solutions (including any 
swarming) in distributed physical spaces.  

 

 
Figure 7. Grouping unmanned vehicles. 

 
A simple example task here may be formulated as:  
Go to physical locations of the disaster zone with 

coordinates (50.433, 30.633), (50.417, 30.490), and 
(50.467, 30.517). Evaluate damage in each location, find 
and transmit the maximum destruction value, together 
with exact coordinates of the corresponding location, to 
a management center.  

The DSL program will be as follows: 
 

transmit(maximum(move((50.433, 30.633),   
 (50.417, 30.490), (50.467, 30.517)); 
 append(evaluate(destruction), WHERE))) 
 

Details of automatic implementation of this scenario, 
as well as of many others, by different numbers of 
mobile robots and at different system levels are 
discussed in details elsewhere [7]. Under the technology 
developed, loose robotic swarming may be combined 
with strong hierarchical control to make quick global 
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solutions and withstand unexpected situations. 

Terrorism and Piracy Fight. No secret that mightiest 
world armies with classical organizations are often 
powerless against poorly armed terrorists and pirates, who 
are using flexible asymmetric tactics (see in Fig. 8 the 2009 
world piracy map with possible information leakages, 
forming altogether a sophisticated distributed network). The 
ideology and technology discussed here can dynamically 
organize the whole world to withstand such activities, 
offering runtime spatial solutions--from global network 
search to managing unmanned swarms for asymmetric 
responses to asymmetric attacks [3].  

 

 
 

Figure 8. Global piracy fight. 
 

Other applications. These are presented, discussed and 
published at numerous world events--from philosophy [8] to 
information technologies [1] to artificial life and robotics [9] 
to sensor networks [10] to crisis management [11] to 
defense [12-14]. Some of these researched applications are 
shown in Fig. 9.  

 

 
Figure 9. Other researched applications. 

 
7  Conclusions 
 

A distributed processing and control model and 
technology has been discussed, allowing us to obtain 
integral albeit fully distributed systems with artificial life 
features. These systems are capable of self-reshaping at 
runtime, changing networked structures, and adapting to 
unknown environments. The approach is based on holistic 
and gestalt philosophical principles, where the whole is first, 
greater than parts, and the parts are treated in the context of 
the whole rather than vice versa, as usual.  

The approach, challenging conventional atomistic and 
agent-based philosophies in the system design and 
management, puts the artificial life concept, empowered 
with advanced distributed robotics, to the forefront of fight 
with numerous world disasters and crises. 

Providing smooth transition from simulated to live 
solutions, with the watershed gradually shifting from the 
former to the latter, it can also support a unified 
conversion from manned to fully unmanned advanced 
systems within the same organizational concept. 
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Abstract 
For the pattern classification problems the 

neuro-pattern recognition which is the pattern 

recognition based on the neural network approach has 

been paid an attention since it can classify various 

patterns like human beings. In this paper, we adopt the 

learning vector quantization (LVQ) method to classify 

the various money. The reasons to use the LVQ are 

that it can process the unsupervised classification and 

treat many input data with small computational 

burdens. We will construct the LVQ network to 

classify the Italian Liras. Compared with a 

conventional pattern matching technique, which has 

been adopted as a classification method, the proposed 

method has shown excellent classification results. 
 

1.  Introduction 
 

Bill money classification by transaction machines 

has been important to make progress the office 

automation [1]. Since sizes of bills are different 

according to kinds of bills, the measurement data of 

bills include various variations. Human being can 

classify the bills correctly even if they are suffered 

from those variations such as rotation and shift. But 

usual pattern recognition using a conventional 

transaction machine cannot give us the correct 

classification result under such cases since the basic 

method is a pattern matching principle. Furthermore, 

the conventional pattern matching method requires 

many template patterns for many kinds of bills, which 

takes much time and needs much experience [1]. 

  Recently, neural networks which are based on the 

biological mechanism of human brain have been 

focussed since they have intelligent pattern recognition 

ability [2]. In this paper, we will apply the neural 

network approach to classify the bill money under 

various conditions by using transaction machines. The 

learning vector quatization (LVQ) has been used to 

classify the bills since it can treat high dimensional 

input and has simple learning structure [3]. The LVQ 

network adopted here has 64x15 units in the input layer 

and many units at the output layer. The bills are Italian 

Liras of 8 kinds, 1,000, 2,000, 5,000, 10,000, 50,000 

(new), 50,000 (old), 100,000 (new), 100,000 (old) 

Liras with four directions A,B,C, and D where A and B 

mean the normal direction and the upside down 

direction and C and D mean the reverse version of A 

and B. The simulation results show that the proposed 

method can produce the excellent classification results.  

 

2.  Competitive Neural Networks 
 

We will explain the competitive neural networks 

that are used to classify the bill money. The structure 

of a LVQ competitive network is shown in Fig. 1. The 

input for the LVQ is bill money data where an original 

image consists of 128x64 pixels and the input data to 

the network is compressed as 64x15 pixels to decrease 

the computational load. The output of the network 

consists of the Italian Liras of 8 kinds, 1,000, 2,000, 

5,000, 10,000, 50,000 (new), 50,000 (old),  100,000 

(new), 100,000 (old) Liras with four directions A,B,C, 

and D where A and B mean the normal direction and 

the upside down direction and C and D mean the 

reverse version of A and B.  

In the input layer the original bill money data are 

applied and all the units at the input layer are 

connected to all the neurons at the output layer with 

connection weight W ij . Wij  denotes the connection 

weight from the unit j in the input layer to unit i in the 

output layer. The output layer will output only one 

neuron which is called winner neuron. The winner 

neuron is selected as the neuron with the minimum 

distance between an input vector and its connection 

weight vector. The connection weights Wij  are set by 

the random number at the beginning. Here, we set the 

mean vector of the cluster plus small random number. 

Then the following learning algorithm of the 

connection weight vector is used.  

LVQ algorithm 

 

Step 1. Find the unit c at the output layer which has the 

minimum distance from the input data x (t) 

 

where     denotes the Euclidean norm and t 

denotes the iteration time. 

i
i

c tt WxWx −=− )(min)(
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Step 2. If the input x (t) belongs to Category c, then 

   ))()()(()()1( ttttt ccc wxww −+=+ α  

   )()1( tt ii ww =+ , i ≠ c  

   and if the input x (t) belongs to the other Category j 

(j ≠ c), then 

   ))()()(()()1( ttttt ccc wxww −−=+ α    )()1( tt ii ww =+ , i ≠ c  

whereα(t )  is a positive function and denotes learning 

rate.  

In the usual LVQ )(tα  is given by 

   )1()( 0
T

t
t −= αα  

where (0<α0 <1) is a positive and T is a total number 

of learning iterations. 

 The above algorithm for selection of new weight 

vector )1( +tWc  can be explained graphically as 

shown in Fig. 2 .  

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

Fig. 1.  Structure of the LVQ networks. 

 

In the above LVQ algorithm, the learning rate )(tα  

plays an important role for convergence. To adjust the 

parameter, Kohonen has proposed an optimization 

method without proof as follows: 

 
)1()1(1

)1(
)(

−−+

−
=

tts

t
t

c

c
c

α

α
α  

where s(t) =1 if x(t) belongs to the same Category c 

and s(t)=-1 if x(t) does not belong to the same 

Category c. Here, αc(t)  denotes the learning rate for 

the pattern of Category C. In what follows, we will 

prove the above relation. From the learning rule of the 

LVQ, we have 

)()()()()())(1(                

))()()(()()()1(

tttsttts

ttttstt

ccc

cccc

xw

wxww

αα

α

+−=

−+=+

 

and 

  w c(t) = wc( t −1) + s(t −1)αc (t −1)             (x(t −1) − wc (t −1))        = (1− s(t −1))α c(t − 1)wc (t − 1)           + s( t −1)αc( t −1)x(t −1)

 

Substituting the latter equation the former one, we have  

 
.1111

)1())1()1(1))(()(1()1(

)(t(t))s(t)α)((t)αs(t(t) (t)s(t)α

tttsttst

ccc

cccc

−−−−++

−−−−−=+

xx

ww αα

  

We assume that the optimal rate adjusts the effect of 

x(t) and x(t-1) equally within the absolute value, that 

is, 

)1())()(1()( −−= tttst ccc ααα . 

Then we have 

   
)1()1(1

)1(
)(

−−+

−

=

tts

t
t

c

c
c

α

α
α . 

From the above equation, we can see that the value of  

)(tcα  become larger than 1 when s(t-1)= - 1, which 

may make the learning algorithm unstable. Thus, we 

must fix the )(tcα  to a boundary value 0α when it 

becomes larger than 1. 

1)1(    if    )1( 0 >+=+ tt cc ααα . 

Using the above OLVQ1 algorithm, we will classify 

the Italian bills in the following section. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2. Principle of the LVQ algorithm where the right 

hand side shows the same category case of x(t) and 

Category c and the left hand side denotes the different 

category case. 
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3.  Preprocessing Algorithm 

 

The images obtained by transaction machine, there 

are variations such as rotation or shift. Therefore, we 

must adjust the images such that the variations may be 

reduced as much as possible by using the 

preprocessing. The flow char of the preprocessing 

procedure is illustrated in Figure 3. In this figure, the 

original image with 128x64 pixels are observed at the 

transaction machine in which rotation and shit are 

included. After correction of these effects, we select a 

suitable aria which show the bill image and 

compressed as the image with 64x15 pixels to the 

neural networks. Although the neural network of the 

LVQ type could process any order of the dimension of 

the input data, the small size is better to achieve the 

fast convergence result. Thus, we have selected the 

above size of the image. 

 
4.  Italian Lira Classification 

 
The bills used here are Italian liras, which have 8 

kinds such as 1,000 Liras, 2,000 Liras, 5,000 Liras, 

10,000 Liras, new 50,000 Liras, old 50,000 Liras, new 

100,000 Liras, and old 100,000 liras. Those Lira bills 

are used at the input of the transaction machine where 

four directions such as A, B, C, and D appear since 

normal direction, reverse direction, and their upside 

down directions occur at the input as shown in Fig.4. 

Thus, thirty-two bill images are one set of the 

classification pattern of the experiment.  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Preprocessing algorithm. 

 
Total number of data sets is 30 and 10 data sets are  

Fig. 4.  Four directions of bill money. 

 

used for training of the network and the remaining 20 

data sets are used to test the network. In order to 

reduce the misclassification, we have set the threshold 

value d
θ

 such that if dc > d
θ

, unit c is not fired. This 

means that if the minimum distance is not less than d
θ

, 

the input data is not classified. The parameters of the 

neural network used here are as follows: 

Number of units in the input layer=960 

Number of units in the output layer in the initial 

state=32 where every 50 iterations the number has 

been adjusted. 

Total learning time T=150, α i (0) = 0.5 , Mi L,1 =  

Initial values of the weight vectors=mean vectors for 

training patterns ( )cc
c

md σ
θ

5.4min +=  

After training the neural network, 20 data sets are 

tested how well the LVQ network could work. Tables 

1 and 2 show those values at t=160. We can see the 

improvement by learning. Table 5 shows the number of 

the neuron units at t=160 which are determined by 

increasing them. 

 

Table 1.  Recognition rate (%) at t=160. 

Directions  Ａ Ｂ Ｃ Ｄ 

1,000 
100 100 100 100 

2,000 
100 100 100 100 

5,000 
100 100 100 100 

10,000 
100 100 100 100 

50,000(new) 
100 100 100 100 

50,000(old) 
100 100 95 95 

100,000(new) 
100 100 90 100 

Italian 

Liras 

100,000(old) 
100 100 95 90 

 
 

From the original image data we can see that the 

difference between 50,000 Lira old and new is slight 

and the difference between old and new100, 000 Liras 

ＮＮ 

Original image 

(64x128 pixels) 

Extraction 

of the 

processing 

part 

Input to NN 

(15x64 pixels) 

Rotation and shift 

correction 

Transfer direction  

A direction 

Ｂ direction 

Ｄ direction Ｃ direction 
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as shown in Figs. 5 and 6. Therefore, it is rather 

difficult to recognize them so perfectly. But in this case 

the misclassification like old and new bills within the 

same values is not serious. Thus, we have regarded this 

misclassification as the correct one. Furthermore, we 

have introduced the threshold value to prevent from 

making the misclassification. Thus, even if the 

minimum distance criterion results in the correct 

classification, we have decided these bells are 

unknown. Without threshold constraints, we could 

obtain 100% classification rate. 

Table 2.  Not fired rate (%) at t=160. 

Directions  Ａ Ｂ Ｃ Ｄ 

1,000 
5 0 5 0 

2,000 
0 10 25 25 

5,000 
15 20 5 0 

10,000 
10 0 0 5 

50,000(new) 
5 0 0 0 

50,000(old) 
0 5 0 0 

100,000(new) 
0 0 0 0 

Italian 

Liras 

100,000(old) 
0 5 0 0 

 

 
5.  Conclusions 
 

We have proposed a new classification method of 

Italian Liras by using the OLVQ1 algorithm. The 

experimental results show the effectiveness of the 

proposed algorithm compared with the conventional 

pattern matching method. 
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Fig. 5.  New and old 50,000 Liras. 

 

 

 

 

 

 

 

 

 

 

Fig.6. New and old 100,000 Liras. 

 

Table 3.  Number of units after learning. 

Directions  Ａ Ｂ Ｃ Ｄ 

1,000 
2 2 2 2 

2,000 
2 1 1 1 

5,000 
1 1 1 1 

10,000 
1 2 2 1 

50,000(new) 
2 1 1 1 

50,000(old) 
2 1 3 1 

100,000(new) 
1 1 1 1 

Italian 

Liras 

100,000(old) 
1 1 1 1 

 

(c) 50,000 Lira(new) D direction (d) 50,000 Lira(old) D direction 
(a) 50,000 Lira(new) A direction (b) 50,000 Lira(old)      A direction 

(e) 100,000 Lira(new) A direction 

(g) 100,000 Lira(new)   D direction 
(f)100,000 Lira(old)  A direction 

(h) 100,000 Lira(old)    D direction 
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Abstract 

    
In this paper, a method of separating the acoustic 

signals of motors and gears of mechanical devices by 

using the independent component analysis (ICA) with 

band-pass filters is proposed. The frequency distribution 

of a recorded acoustic signal of the operating mechanical 

device can be divided into three fields, the low-frequency 

field, which corresponds to the frequency characteristics 

of the gear, the medium-frequency field, which is mixed 

with the frequency characteristics of the gear and the 

motor, and the high-frequency field, which corresponds to 

the frequency characteristics of the motor. Since only the 

medium-frequency components are the mixture of 

acoustic signals of gears and motors, the ICA with 

band-pass filters is expected to separate the acoustic 

signals of motors and gears more accurately than the 

conventional ICA. The simulation and experimental 

results show that the proposed method can separate the 

acoustic signals of motors and gears of mechanical 

devices successfully. 

 

Keywords: ICA, Signal processing, Neural Networks 

 

1 Introduction 

 

In the quality evaluation of mechanical devices, it is 

important to separate the acoustic signals of motors and 

gears in order to identify the causes of failures. The ICA 

method, which is developed to solve the cocktail-party 

problem, can separate two independent acoustic signals 

from their mixtures by using the information measure of 

statistically independent properties [1]-[3]. However, 

many applications in practice denote that the ICA does 

not perform well in separation by using the observed 

acoustic signals directly [4]-[5]. In order to separate the 

independent acoustic signals correctly, additional data 

processing is necessary before applying the ICA. 

By applying the fast fourier transform (FFT) to a 

recorded acoustic signal of the operating mechanical 

device, we observe that its frequency distribution can be 

divided into three fields, the low-frequency field, which 

corresponds to the frequency characteristics of the gear, 

the medium-frequency field, which is mixed with the 

frequency characteristics of the gear and the motor, and 

the high-frequency field, which corresponds to the 

frequency characteristics of the motor. Since the 

frequencies of a motor may be harmonics of the 

fundamental frequencies of a gear, which causes the 

independence assumption of the sources to fail and affects 

the separation accuracy. Therefore, the mixed acoustic 

signals with less frequency components are expected to be 

separated more accurately. In this paper, the ICA with 

band-pass filters is used to separate the acoustic signals of 

gears and motors. We first record the acoustic signals of 

the operating mechanical devices. By applying the 

band-pass filters, the respective components of low- 

frequency, medium-frequency and high-frequency can be 

obtained. Then the medium-frequency components are 

given to the ICA. After separation, the acoustic signals of 

gears and motors are recovered by adding the 

low-frequency and high-frequency components to the 

separated results, respectively. In this paper, the mixtures 

of two independent signals are also designed to simulate 

the separation process of acoustic signals of a gear and a 

motor. Both the simulation results and the experimental 

results show that the better separation results can be 

obtained by using the mixed medium-frequency field than 

using the whole frequency field.  

 

2 Simulation Results 

 

Suppose there are two independent signals 1s  and 2s , 

their frequency characteristics are illustrated in Figs. 1 

and 2, respectively where 1f , 2f  and 4f  are constant 

and 3f  is variable.  

 

 

 

 

 

 

 

Fig. 1. Frequency characteristic of 1s . 

 

 

 

 

 

 

Fig. 2. Frequency characteristic of 2s . 

 

If we use two microphones to record the acoustic 

signals, we have two observed signals 
1111

)( satx =  

,
212

sa+  .)( 2221212 sasatx +=  We use the ICA to 

separate the two independent signals 1s  and 2s  from 

the observed signals. Table I shows the separation results 

where “Y” denotes that the independent signals 1s  and 

2s  can be separated correctly and “N” denotes that they 

cannot be separated correctly. From Table I, it can be seen  

that sometimes we fail in separating the acoustic signals 
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1
s  and 2s  by using the observed signals 1x  and 2x  

directly. 

  

 Table I. Separation results of observed signals (unit: Hz). 

3f  30 40 50 60 70 80 90 100 110 

Y/N Y Y Y N Y Y Y N Y 

3f  120 130 150 160 170 180 190 200 210 

Y/N N Y Y Y Y N Y Y Y 

3f  220 230 

Y/N Y Y 
20

1
=f , 140

2
=f , 240

4
=f  

 

However, after filtering the frequency components 1f  

and 4f  with a band-pass filter, the frequency 

components 2f  and 3f  can be separated successfully 

by using the ICA. Thus, the original acoustic signals 1s  

and 2s  can be obtained by adding the frequency 

components 1f  and 4f  to the separation results of the 

ICA, respectively. As an example, Figs. 3 and 4 show the 

frequency characteristics of separated signals '
1

s  and 

'
2

s  by using the ICA with band-pass filters, respectively 

where Hz100
3

=f . From these figures, it can be seen 

that the two acoustic signals of 1s  and 2s  are separated 

correctly. 
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Fig. 3. Frequency characteristic of separated signal '

1
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with band-pass filters. 
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Fig. 4. Frequency characteristic of separated signal '

2
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with band-pass filters. 

 

Similarly, other unsuccessful separation experiments of 

Table I are redone by using the ICA with band-pass filters. 

The simulation results show that all the signals are 

separated successfully. And the separation experiments of 

mixed acoustic signals with multi-frequencies also show 

that the ICA with band-pass filters performs better than 

the conventional ICA in acoustic signals separation. 

 

3 Experimental Results  

 
According to the above simulation results, we separate 

the acoustic signals of motors and gears of mechanical 

devices by using the ICA with band-pass filters. The 

acoustic signals recording system is shown in Fig.5. Two 

microphones, which are held in different locations, are 

used to record the acoustic signals of operating 

mechanical devices. By applying the band-pass filters, we 

obtain the respective components of low-frequency, 

medium-frequency and high-frequency. Since only the 

medium-frequency components are the mixture of 

acoustic signals of gears and motors, we input the 

medium-frequency components to the ICA. Then the 

acoustic signals of gears and motors can be recovered by 

adding the low-frequency and high-frequency components 

to the separation results of the ICA, respectively.  

 

 

 

 

 

 

 

 

 

 

Fig. 5. The acoustic signals recording system. 

 

An example of acoustic signals recorded by 

microphones L and R are shown in Figs. 6 and 7, 

respectively where the sampling rate is 8,000. Their 

frequency characteristics are shown in Figs. 8 and 9.  
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Fig. 6. Acoustic signal recorded by the left microphone. 
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Fig. 7. Acoustic signal recorded by the right microphone. 

 

Since the rotational speed of the motor is 3600 rpm and 

the rotor has 12 poles, the fundamental frequency of the 

motor is about 360 Hz. Similarly, since the gear ratio is 

Motor 

Gear Box 

50 mm 
30 mm 

100 mm 

Microphone R Microphone L 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 425



30:1, the fundamental frequency of the gear is about 12 

Hz. Thus, it can be considered that the medium-frequency 

is the range of 300 to 2,000 Hz and the relevant band-pass 

filters are designed. 

 

1e-005

0.0001

0.001

0.01

0.1

1

10

1 10 100 1000 10000

A
m

p
lit

u
d
e
 [
d

B
]

Frequency [Hz]  
Fig. 8. Spectrum of acoustic signal of left microphone. 
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Fig. 9. Spectrum of acoustic signal of right microphone. 
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Fig. 10. Spectrum of Fig. 8 with a band-pass filter. 
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Fig. 11. Spectrum of Fig. 9 with a band-pass filter. 

 

In Figs. 10 and 11, the medium-frequency fields of 

acoustic signals of left and right microphones with the 

band-pass filter are given respectively. The filtered signals 

are used as the input of the ICA. The spectra of the 

separated acoustic signals are shown in Figs. 12 and 13. 

Since a peak of amplitude nearby 1,000 Hz, which is 

about 3 times of the fundamental frequency of the motor, 

can be observed in Fig. 12, it is regarded that Figs. 12 and 

13 show the medium-frequency fields of acoustic signals 

of the motor and the gear, respectively.  
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Fig. 12. Spectrum of the separated acoustic signal by 

using the ICA with a band-pass filter (motor). 
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Fig. 13. Spectrum of the separated acoustic signal by 

using the ICA with a band filter-pass (gear). 

 

To verify the effectiveness of our proposed method, we 

also give the separation results by applying the recorded 

acoustic signals of mechanical devices to the ICA directly. 

The frequency characteristics of the separated acoustic 

signal are shown in Figs. 14 (a) and 15 (a), and the 

medium-frequency characteristics are shown in Figs. 14 

(b) and 15 (b). Comparing with Figs. 8 and 9, it can be 

concluded that Figs. 14 and 15 show the frequency 

characteristics of the motor and the gear, respectively. 

From the above figures, it can be seen that the ICA with 

band-pass filters performs better than the conventional 

ICA in acoustic signals separation. The spectrum of Fig. 

14 (b) is similar with the one of Fig. 15 (b), especially the 

peaks of amplitudes appeared in both figures, which are 

located in the multiple of fundamental frequency of the 

motor, denote that the separation results of acoustic 

signals of the motor and the gear are not good. 
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Fig. 14 (a). Frequency characteristics of the separated 

acoustic signal by using the ICA (motor).  
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Fig. 14 (b). Medium-frequency characteristics of the 

separated acoustic signal by using the ICA (motor).  
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Fig. 15 (a). Frequency characteristics of the separated 

acoustic signal by using the ICA (gear).  
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Fig. 15 (b). Medium-frequency characteristics of the 

separated acoustic signal by using the ICA (gear).  

 

The acoustic signals of the gear and the motor are 

recovered by adding the low-frequency and high- 

frequency components to the separation results of Figs. 12 

and 13, respectively. The spectra of recovered acoustic 

signals of the gear and the motor are shown in Figs. 16 

and 17 where the amplitudes of medium-frequency are 

adjusted according to the amplitudes of low-frequency 

and high-frequency, respectively. Comparing with the 

above figures, it can be concluded that the separation 

results are reasonable. The separated acoustic signals of 

the gear and the motor are also checked by a technician, 

the sounds of the motor and the gear denote that the 

acoustic signals of the gear and the motor are separated 

successfully by using the ICA with band-pass filters. 

  

6. Conclusion 

 

In this paper, a method of separating the acoustic 

signals of gears and motors of mechanical devices by 

using the ICA with band-pass filter is proposed. The 

simulation results denote that the mixed acoustic signals 

with less frequency components can achieve better 

separation performance by using the ICA. Therefore, for 

those independent signals which are mixed only in 

medium-frequency field, the ICA with band-pass filters 

can separate the independent original signals more 

accurately than the conventional ICA. Using the proposed 

method, we have solved the acoustic signals separation 

problem of gears and motors of mechanical devices 

successfully.  
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Fig. 16. Spectrum of recovered acoustic signal of the gear. 
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Fig. 17. Spectrum of recovered acoustic signal of the 

motor. 
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Abstract
On May 12th 2008, large earthquake occurred in
Sichuan, China. We analyze this disaster damage by
using satellite images from ALOS, Japanese satellite.
The land cover classification is operated by the image
captured on AVNIR-2. The AVNIR-2 images can not
be monitored frequently because of the cloud and solar
irradiation, so near earthquake center area is covered
by clouds. The goal of this paper is to classify land
cover using PALSAR images. PALSAR can observe in
350km wide area independent on weather. The PAL-
SAR is a single band sensor, and the inputs consist
of many pixels by using nearest pixel values, and the
supervisor signal is the estimated classes by AVNIR-2.
Keywords ALOS, PALSAR, AVNIR-2, the
earthquake in Sichuan

1 INTRODUCTION

The large earthquake occurred on May 12th 2008 in
Sichuan, China. This earthquake caused over 90; 000
deaths, which had a magnitude 8. By the way, the
satellite was launched for the land observation from
Japan on 2006. This disaster damage is analyzed
by using pre- and post-images, sent from PALSAR
mounted on ALOS[1]. The PALSAR images are able
to be observed a wide area ground shape however, it
is difficult to figure out the land utilization with it
because this sensor has only 1 band.

In this paper, we estimate the land cover classifica-
tion with the image captured on AVNIR-2, mounted
on the same satellite. Since AVNIR-2 has four bands
sensor, the classification is easier than PALSAR.

In the cover classification from PALSAR, the classi-
fication result from AVNIR-2 is adopted as supervisor
signal.

Now, there are two purposes of the classification
from AVNIR-2. At first, the raw AVNIR-2 data con-
tains the many information. Therefor, the AVNIR-2 is

classified to 8 classes to reduce it. Second, in the wide
area PALSAR data, more sample data is included to
enhance the classification accuracy.

In the classification with PALSAR, the number of
the input layer has a problem, because the PALSAR
has only one band sensor. We propose that the input
signal employs not only one pixel but also near pixel
values.

2 PALSAR IMAGE SUMMARY

PALSAR (Phased Array type L-band Synthetic Aper-
ture Rader) is the active image sensor independent on
weather. The center frequency is 1,270MHz (L band).
The active sensor has advantages that these can ob-
serve the area covered with cloud in many season, or
midnight, so the capture frequency is higher than pas-
sive e.g., optical sensor.

The ScanSAR mode was bought to need wide area
because the detail position of the earthquake cen-
ter was not able to be checked, though PALSAR is
provided the three modes. The data has the follow-
ing properties: band width is 14MHz, Polarization is
HH, Off-nadir angle is 27.1◦, and spatial resolution
is 100m[2]. The image size is 3; 700 × 3; 900 pixels,
and the swath width is 370km. In an PALSAR image,
the dark pixel depicts flatness surface, e.g. water or
airstrip, because the radar from satellite reflects in the
opposite direction. On the other hand, the bright indi-
cates the backscatter from the architectures in urban
area. The mountain is expressed as contrast.

Figure 1 shows the PALSAR image in earthquake
center. Being compared with Google maps, (1) in Fig-
ure 1 shows the Zipingpu dam, and (2) shows Guan
Xian. Thus, PALSAR is suitable to survey the sur-
face structure. Using this character, pre-image (in
2008/1/3) is compared with post-image (in 5/20) and
checked on the damage refer from the Google maps,
or the book[3].
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(1)

(2)

50 10km

Figure 1: The data of the neighborhood of earthquake
center (2008/5/20)

3 AVNIR-2 IMAGE SUMMARY

AVNIR-2(Advanced Visible and Near Infrared Ra-
diometer type 2) are the passive image sensor because
the sun as light source affects the image. This sensor
can observe at 10m spatial resolution. The bands have
three, and table 1 shows bands specification.

The bought data observes near Chengdu in
2007/3/31; the image size is 7; 128× 7; 000 pixels, and
swath width is 71.28km. Figure 2 shows the AVNIR-2
image and the PALSAR image.

Table 1: The Bands spec on AVNIR-2
Band1 0.42�m� 0.50�m Blue
Band2 0.52�m� 0.60�m Green
Band3 0.61�m� 0.69�m Red
Band4 0.76�m� 0.89�m Infra Red

AVNIR-2 has a shortage: It depends on weather, or
night. Actually, the data near earthquake center can’t
be utilized due to cloud.

3.1 LAND COVER ESTIMATION US-
ING AVNIR-2

The goal of this paper is to achieve the land cover clas-
sification using PALSAR in the area not observed by
AVNIR-2. The land cover classification is estimated by
using AVNIR-2. Then the classification is estimated
with PALSAR. In the classification by using AVNIR-
2, the neural-network, one of the supervised learning,

0 50 100km

Earthquake Center

PALSAR

AVNIR-2

ChengduChengdu

Figure 2: The image of AVNIR-2 and PALSAR. The
square in PALSAR is position of AVNIR-2

is used, and then the supervisor signal is picked up
manually.

Table 2 shows correspondence of class number and
names. In pre-examination, the false classification
exists in the edge of the river, ”Along the river” is
adopted. Figure 3 shows the structure of neural net-
work. The input signals are 4 bands for a pixel. The
raw data of AVNIR-2 have 8-bit wide and the signals
range from 0 to 255, where in fact shows from 35 to
203. A threshold value x0 has the center of the all
bands luminance value: �84. There are 7 neurons in
middle layer. There are 8 output signals as a classi-
fication. The learning coefficient � is 0.003, and α is
�0.85. The supervisor data is set as 1 when it should
be classified data in pixel, and the other are set as
zeros.

Table 2: The classification type
No. Class Name Color
1 Sand
2 Vegetation A
3 Vegetation B
4 Architecture
5 Along the river
6 Mountain
7 Water
8 Red Soil

The learning employs 60 patterns in each class,
summation is 480, and the test apples 40 ∗ 8 = 320
patterns. Table 3 shows the learning result, and Table
6 shows the test result. Any row means the average
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Figure 3: The structure of neural network

of output data for each supervised classes. Figure 4
shows the estimated result. Figure 4(a) is AVNIR-
2 image, and (b) is the result. These tables explain
how the classification has been achieved. For exam-
ple, No.1: ”Sand” and No.6: ”Mountain” achieved.
However No4: ”Architecture” is misclassified as No.5:
”Along the river” or No.7: ”Water”. The result is
estimated by using all samples. However some ar-
eas covered with cloud make false recognition. There-
fore, these areas are performed by the estimation using
PALSAR.

Table 3: Learning result using AVNIR-2

1 2 3 4 5 6 7 8
1 0.99 0.00 0.01 0.00 0.01 0.00 0.01 0.00

2 0.00 0.98 0.02 0.00 0.00 0.01 0.00 0.01

3 0.01 0.01 0.98 0.00 0.00 0.00 0.00 0.01

4 0.00 0.00 0.00 0.86 0.04 0.00 0.06 0.04

5 0.00 0.00 0.00 0.04 0.91 0.01 0.00 0.04

6 0.00 0.01 0.00 0.00 0.00 0.99 0.01 0.01

7 0.00 0.00 0.00 0.05 0.01 0.01 0.93 0.02

8 0.00 0.01 0.01 0.01 0.04 0.01 0.00 0.93

4 LAND COVER ESTIMATION US-
ING PALSAR

The land cover estimation with PALSAR is performed
by neural-network. We estimate it by using one pixel

Table 4: Test result using AVNIR-2

1 2 3 4 5 6 7 8
1 0.97 0.00 0.01 0.00 0.02 0.00 0.01 0.00

2 0.00 0.96 0.02 0.00 0.00 0.01 0.00 0.01

3 0.01 0.02 0.98 0.00 0.00 0.00 0.00 0.01

4 0.00 0.00 0.00 0.83 0.14 0.00 0.05 0.02

5 0.00 0.00 0.00 0.07 0.79 0.01 0.00 0.09

6 0.00 0.01 0.00 0.00 0.00 0.98 0.01 0.01

7 0.00 0.00 0.00 0.08 0.01 0.01 0.90 0.01

8 0.00 0.03 0.00 0.00 0.18 0.00 0.00 0.78

(a) AVNIR-2 Color image (b)Estimated result

Figure 4: The classification result using AVNIR-2

of PALSAR image input. However, the classification
is difficult because of brightness distribution being bi-
ased. We consider to use the many pixels are adopted
as an input of the neural network. The estimated re-
sult with AVNIR-2 is employed as supervisor signal
and the axes and resolution are converted with affine
transform to PALSAR. The characteristic positions
where these are common in PALSAR and AVNIR-
2 were extracted, like river, lake or airport. Then
the affine coefficients are calculated with least-square
method using these positions.

The PALSAR data was corrected with histogram
equalization to reduce the bias. The input layer has
16(4 ∗ 4), and the output is the same as AVNIR-2.
The input value is divided by maximum to [0,1] and
the threshold value x0 is �1. In hidden layer, the
12 neurons are set. The pixel of PALSAR image is
more narrow than it of AVNIR-2. The square of one
pixel of PALSAR is similar to the square of 10 × 10
pixles of AVNIR-2. In these area of AVNIR-2, the
many classes are contained, where maximum is 100,
therefore mixed classes represent ratio. For example,
in 10 × 10 pixels of AVNIR-2, when the 50 pixels is
class No.1, the ratio of class No.1 is 0.5. The 16 pixels

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 430



(a) PALSAR image (b)Estimated result

Figure 5: The classification result using PALSAR

of PALSAR contains 1600 pixels of AVNIR-2, therefor
the ratio 60% correspond to the classes of 960 pixels in
AVNIR-2. The ratio of classes estimated with AVNIR-
2 are applied as the learning data. The output may
not be enhanced near 1.

The sample data is picked over 60% for each class
to get over 20 patterns . The learning data employs
10 ∗ 8 = 80 patterns. Table 5 shows learning result
and Table 6 shows the test result. Some classes has
positive reaction, though the tests have many false
e.g.No4: ”Architecture” and No.7: ”Water” . The
Figure 5 shows the estimated data, (a): PALSAR im-
age and (b): estimated result. The Architecture or
Water exists the same position on AVNIR-2.

Table 5: Learning result using PALSAR

1 2 3 4 5 6 7 8
1 0.66 0.02 0.05 0.00 0.04 0.03 0.03 0.08

2 0.02 0.36 0.03 0.03 0.05 0.02 0.04 0.12

3 0.02 0.01 0.65 0.02 0.03 0.01 0.01 0.17

4 0.02 0.00 0.03 0.72 0.05 0.02 0.00 0.07

5 0.02 0.00 0.03 0.02 0.40 0.04 0.04 0.22

6 0.01 0.02 0.02 0.02 0.05 0.73 0.01 0.14

7 0.02 0.05 0.01 0.05 0.04 0.04 0.54 0.08

8 0.00 0.01 0.07 0.01 0.07 0.01 0.06 0.70

5 CONCLUSION

The PALSAR is single band radar and it is difficult to
estimate land cover. However, the area or number of
times is larger than the other optical sensor. The land
cover estimation using PALSAR has many advantages.
For example, the AVNIR-2 can not be observed from
the cloud or midnight. However, the PALSAR is able

Table 6: Test result using PALSAR

1 2 3 4 5 6 7 8
1 0.14 0.01 0.12 0.08 0.12 0.33 0.10 0.17

2 0.03 0.08 0.06 0.00 0.18 0.13 0.18 0.16

3 0.04 0.02 0.16 0.06 0.11 0.07 0.09 0.28

4 0.10 0.02 0.03 0.45 0.12 0.12 0.01 0.12

5 0.01 0.03 0.03 0.14 0.27 0.21 0.03 0.18

6 0.11 0.01 0.04 0.01 0.17 0.24 0.03 0.38

7 0.01 0.13 0.01 0.04 0.04 0.02 0.53 0.04

8 0.09 0.03 0.08 0.01 0.14 0.14 0.03 0.19

to observe the data independent by on weather. Thus
the PALSAR data is stocked larger than AVNIR-2.
The ScanSAR mode has wide area and the cost per
the area is lower. Actually, the cost of an AVNIR-2
data is the same as the PALSAR.

In this paper, the method to estimate the land cover
with PALSAR is introduced. At first, the classification
with AVNIR-2 is estimated to pick the samples. As a
result, the test data depicted acceptable result. This
data is able to apply the land cover estimation with
PALSAR.

The second, in the estimation with PALSAR, the
many pixels in PALSAR image are employed as input
layer. The estimated results with AVNIR-2 are ap-
plied as the learning data, where the ratio of classes
are learned. As a result, some classes show reaction,
though the many classification error occur.

The challenge for the future is that the number of
input layer has to be adjusted. In PALSAR data, the
single or 4 pixels cannot show the characteristic class.
the many pixels are considered land cover. Then this
result is applied for analyzing the earthquake damage.

COPYRIGHT OF SATELLITE IMAGES
A copyright in AVNIR-2 images are reserved by
JAXA, and it in PALSAR images are reserved by
METI, JAXA. These satellite images are distributed
by RESTEC.
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Abstract 
 
  A voice signal processing requires a real-time 
processing. In consideration of the real-time processing, a 
new method which updates the spectrum by using an 
input data has been proposed. In this method, the analysis 
in time-frequency domain is executed as well as wavelet 
transform. Vowel /i/ and /e/ consist of fundamental, 
harmonics and high frequency waves. These high 
frequency waves determine the sound of /i/ and /e/. These 
high frequency waves might exist also in /a/ and /o/. In 
this paper, we analyze these high frequency waves by 
using new analyzing method, and we show the 
constitution of high frequency waves. Since a waveform 
of consonant does not repeat, the analysis can not be 
performed like the analysis of the high frequency wave of 
vowel. In consonant, we show the fluctuation of the 
spectrum for the time progress. 
 
Keywords: Decomposition wave and reconstruction wave, 
         Time-frequency domain 
 
1 Introduction 
 
   In recent years, wavelet transform has attracted 
attention as an analysis in time-frequency domain. Here 
newly, a new analytical method with the same function as 
wavelet transform was presented by authors [2]-[4]. In 
this method, processing in search of spectrum is 
performed by using one input data. Since all processing 
are perfectly independent, complete parallel processing is 
possible, and so if parallel processing computer will be 
brought to realization, real-time processing is realized. 
We call this analytical method Real-Time Spectral 
Analysis Method. In Japanese, there are five vowels, and 
this is few in comparison with other language. Japanese 
vowel consists of fundamental, harmonics and high 
frequency waves. In Japanese vowel /i/ and /e/ , High 
frequency waves decide the sound /i/ and /e/. In Japanese 
vowel /a/ and /o/, it is not always true that the high 
frequency waves exist and high frequency waves do not 
decide the sound /a/ and /o/. High frequency waves are 
audible in each vowel sound. Here, by applying the 
method of decomposition and reconstruction of 
Real-Time Spectral Analysis to the Japanese vowel sound, 
the sound signal is decomposed to a fundamental, some 
harmonics and high frequency waves. By using these 

waves, we made experiment of hearing and we show how 
the vowel sound consists of these waves. In consonant, 
we show the fluctuation of the spectrum with time. 
 
2 Analysis theory 
 
   The algorithm uses the inner products of multiple 
period sine, cosine waves (below referred to as cutting out 
waves)and a signal. is the sampling interval. Let  
denote the established frequency of the cutting out wave 
(angular frequency 

sT jf

jj fπλ 2= ). Here  is 
number of cutting out wave and  is the number of the 
cutting out waves. There are 

),,1( nj L=

n
T  periods (T  is a natural 

number), here T  is the number of periods. The length of 
the cutting out wave is  and denote the 
number of data included in the cutting out wave. Then the 
cutting out wave can be expressed as follows: 
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Here we consider only sine waves as cutting out wave 
because the expansion for cosine waves is similar to the 
case of sine waves. A signal at time is . By using 
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of cutting out wave and signal at time can be written 
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From Eq.(3), the inner product at time  can be 
obtained by adding the product of the input data at time 

 and the cutting out wave to the inner product at 
time , and subtracting the third term. Since the second 
and third term have already been calculated, the necessary 
calculation in Eq.(3) is a multiplication in the first term. 
If , then third term on the right side of Eq.(3) 

is , but this can be found  by using Eq.(1). 
In the case of a cosine cutting out wave, the inner 
product is found using a similar way. By using 
these inner products, the following is calculated: 

sTk )1( +
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The unit that outputs detects input signal 
components of certain frequency (close to the established 
frequency ), below, this unit is called an auditory cell, 

and is spectrum. Since there are two equations of 
inner product in an auditory cell, the multiplication 
number of times that is necessary for update of an inner 
product is twice. Since number of auditory cells is , total 
multiplication number is . Auditory cells are 
independent each other, and two equations in an auditory 
cell are also independent. If parallel processing computer 
will be brought to realization, calculation number that 
need to calculates spectrums by Eq.(4) is 2 
multiplications and one square root calculation. Even if 
number of auditory cells becomes large, the calculation 
number of times does not change. By using the inner 
products expressed by discrete system, we show below a 
procedure to get decomposition waves. 
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Step4    Changing  into k 1+k , and returns to Step 
1 and repeats below. is the decomposition 
wave that appears on the auditory cell. 
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3 The analysis of Japanese vowel sound 
 
   I acquired the sound data of seven men. Sampling 
frequency is 44.1kHz, 16 bits, monaural. Number of 
periodsT is 16, and constant. Now assume 261 auditory 
cells with the established frequency increasing from 
100Hz to about 17kHz at a rate of about 2%.      

Sp
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(b) Spectrum

 
Fig. 1. Waveform and spectrum of /i/ 
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Fig. 2. Fluctuation of spectrum of high frequency wave 

with time 
 

 
Fig. 3. Decomposition waves and high frequency wave 

 
3.1 High frequency wave constituting a vowel sound  
 
  There are five vowels in Japanese, and the vowel 
generally consists of fundamental, harmonics and some 
high frequency waves. High frequency waves exist in 
higher frequency than 2kHz. The high frequency waves 
exist by all means in vowel /i/ and /e/. In addition, there 
are not the harmonics of higher frequency than 500Hz. A 
waveform and a spectrum of /i/ are showed in Fig.1. In 
Fig.1, there are fundamental, two harmonics and one high 
frequency wave. When the wave made by adding 
fundamental and harmonics is played back, we do not 
hear it with /i/, but the wave produced by adding high 
frequency wave to that wave is heard with /i/. When the 
high frequency wave only is played back, we hear that 
sound with /i/. In /i/, the existence of this wave decides /i/, 
and /e/ is similar to /i/. In /i/, the spectrum fluctuating 
with time is showed in Fig.2. In Fig.2, the spectrum 
repeats itself at fundamental frequency. The 
decomposition waves are calculated by the method shown 
with Section 2, and the decomposition waves is shown in 
Fig.3. In Fig.2 and Fig.3, time indicates until 20ms. 
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 Fig. 4. Waveform and spectrum of high frequency wave 
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Fig. 5. Fluctuation of spectrum with time 
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Fig. 6. Fluctuation of spectrum with time in case that T is 

100 
 
Fig.3(a) shows the decomposition waves of high 
frequency wave. In Fig.3(a), vertical axis is the 
established frequency, and in the upper part, frequency 
becomes high. Fig.3(b) is the wave that are made by 
adding all decomposition waves of high frequency, and 
this is the reconstruction wave of high frequency wave. 
When this wave is reproduced, we hear it with /i/. Fig.4 
shows the spectrum obtained by analyzing this high 
frequency wave again. Fig.4(a) and Fig.3(b) are the same. 
Although fundamental and harmonics are small, they exist 
similarly in Fig.4(b), and high frequency wave exists too. 
Spectrum of this high frequency wave shows in Fig.5. 
Spectrum in Fig.5 is almost the same as spectrum in Fig.2. 
A high frequency wave corresponding to the spectrum in 
Fig.5 is made, and we hear it with /i/. In this way, the high 
frequency wave consists of fundamental, harmonics and 
high frequency wave, and this high frequency wave also  

  
Fig. 7. Elements of high frequency wave and produced 

wave by adding those waves 
 

 
Fig. 8. waveform of /a/ and high frequency wave and that 

spectrums 
 
consists of those waves. 
 
3.2   The separation of the spectrum 
 
   By using number of periods T and the established 
frequency , the length of the cutting out wave is 
shown with . The waves that length for 

f q
fT / 1+T  

periods and 1−T periods become q can not be detected 
by  this auditory cells. The detection width of the 
auditory cell is designated as B . The following 
relationship TfB /2=  or is formed. That is, 
the area made from frequency width 

2/ =TBf
B and time length 

 becomes two and constant. When fT / T  is increased, 
B  that shows the extension of the spectrum becomes 
small, and so it is possible to separate the spectrum that 
has extended in the direction of the frequency axis. In 
Fig.2, the spectrum repeats itself, and so we make T  
large and try separation of spectrum. Fluctuation of 
spectrum against the passage of time in case that T  is 
100 is shown in Fig.6. Fig.6 shows that a spectrum is 
separated into 13 from A to M. The decomposition waves 
from A to M and the wave made by adding all the 
decomposition waves is shown in Fig.7. Fig.7(a) is the 
decomposition waves, and Fig7.(b) is the reconstruction 
wave, and this wave is the high frequency wave. The 
frequency interval of the decomposition waves is 
fundamental frequency. Since this frequency interval is 
very smaller than 3kHz or 4kHz, when these waves are 
added, complicated large beat phenomenon occur. In this  
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Fig.10. Fluctuation of spectrum of /s/of /sa/ with time 
 
way, the high frequency wave becomes the wave which 
fluctuates largely. The spectrum in Fig.2 and in Fig.6 
essentially the same. In /i/, one or more high frequency 
waves exist by all means, and we hear the wave with /i/. 
The existence of this wave determines /i/. Vowel /e/ is 
also similar to /i/. It is not always true that the high 
frequency waves exist in /a/ and /o/. In the case that the 
wave exists, we hear it with each vowel /a/ or /o/. A 
waveform of /a/ and that spectrum and high frequency 
wave and that spectrum are shown in Fig.8. In /a/, a wave 
produced by adding fundamental and harmonics is heard 
with /a/. Fig.8(c) is the spectrum of /a/ and Fig.8(b) is the 
spectrum of the high frequency wave, and in both 
spectrums, there are similar fundamental and harmonics, 
and so we hear high frequency wave with /a/. Vowel /o/ is 
also same as /a/. In Fig.6 and Fig.7, it was shown that the 
spectrum of high frequency wave was separated by 
enlargingT . This is the same also in /a/, /o/, and /e/. In /a/, 
high frequency wave exists in five persons among seven 
persons, and in /o/, high frequency wave exists in three 
persons among seven persons. In /u/, there are 
fundamental, harmonics and high frequency wave, but it 
is not always true that the high frequency waves exist. 
High frequency wave exists in four persons among seven 
persons. When high frequency wave is played pack, we 
do not hear it with /u/. It seems not to be decided how you 
hear it. Here we show the examples of high frequency 
waves in Japanese vowel /a/,/i/,/e/ and /o/ in Fig.9. Next, 
number of periods is 10, and the fluctuation of the 

spectrum of consonant /s/ in /sa/ with time is shown in 
Fig.10. In Fig.10, irregular concavo-convex shape appears 
around 10kHz. This is consonant. At 10kHz, the length of 
one period is 0.1ms. Since number of periods T  is 10, 
the length of the cutting out wave (equivalent to window’s 
width) is 1ms )101.0( ×= ms . The length of the cutting 
out wave changes depending on the frequency. As a result, 
the spectrum which fluctuates with time can be expressed. 
 

4. Conclusion 

 
  The vowel  generally consists of fundamental, 

harmonics and high frequency wave. High frequency 
waves exist in /i/ and /e/ by all means, and the existence 
of this wave determines /i/, and /e/, but it is always true 
that the high frequency waves exist in /a/ and /o/. We hear 
the high frequency wave with each vowel. In /i/./e/,/a/ and 
/o/, since the spectrum of high frequency wave repeats 
itself, The spectrum is able to separate to some spectral 
components by enlarging T . Although the appearance is 
different in spectrum in case of small T  and spectrum in 
case of large T , both of them are essentially same. 
Furthermore, the decomposition waves according to these 
spectral components are obtained, and the frequency 
interval of the decomposition waves is fundamental 
frequency. When these waves are added, complicated 
large beat phenomenon occur. In this way, the high 
frequency wave becomes the wave which fluctuates 
largely. In /u/, although the high frequency wave may 
exist also, it does not decide how you hear it. Since there 
is no repetition at a consonant, separation of a spectrum 
which was performed with the vowel cannot be performed. 
But the fluctuation of the spectrum against the passage of 
time can be shown. Here, we show the Japanese voice 
sound, but in other languages, it is expected that a 
different result will be obtained. For example, there are 5 
vowel in Japanese, but in Korean, there are 10 vowell, 
and in addition, how about the consonant. I am very 
interested in these analysis and comparison 
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Abstract 
 
   A new analytical method with high speed processing 
in time-frequency domain was presented. In this method, 
sine and cosine wave with an established frequency, and 
with multiple periods are used, and we call these waves 
“cutting out wave”. We call the frequency “established 
frequency”, and call the number of periods of the cutting 
out wave “number of periods”. The inner product of the 
cutting out wave and signal are calculated, and signal 
element with a frequency near the established frequency 
is detected. We call the unit that detects the signal element 
“auditory cell”. There are many auditory cells, and those 
auditory cells have the established frequency which 
differs little by little. The design of this method is the 
arrangement of auditory cells. There are three parameters 
in the design, and these parameters are sampling 
frequency, number of periods and increasing rate of the 
established frequencies. In this paper, we show that 
selection of these parameters. 
 
Keywords: Magnitude and phase characteristic, Time- 
         frequency domain 
 
1 Introduction 
 
   A new analytical method in time-frequency domain 
was presented by the authors [2]-[4]. In this method, 
processing in search of spectrum is performed by using 
one input data. Since all processing are perfectly 
independent, complete parallel processing is possible, and 
so if parallel processing computer will be brought to 
realization, real-time processing is realized. We call this 
analytical method Real-Time Spectral Analysis Method. 
In this method, sine and cosine waves for multiple periods 
with a certain frequency are used. We call these waves 
“cutting out wave” and call this frequency “established 
frequency”, and call number of periods of the cutting out 
waves “number of periods”. The inner product of the 
cutting out wave and signal are calculated, and a signal 
element with a frequency near the established frequency 
is detected. We call the unit that detects the signal element 
“auditory cell”. There are many auditory cells, and those 
auditory cells have the established frequency which 
differs little by little. The design of this method is the 
arrangement of auditory cells. There are three parameters 
in the design, and these parameters are sampling 
frequency, number of periods and increasing rate of the 
established frequencies. In this paper, we show that 

selection of these parameters. 
2 Analysis theory 
 
2.1 Calculation of the decomposition wave in discrete 
system 
 
  The algorithm uses the inner products of the cutting out 
waves and signal.  is a sampling frequency and is 
the sampling interval.  is the established frequency of 

the cutting out wave (angular frequency 

sF sT

jf

jj fπλ 2= ). 
Here ),,1( nj L=  is the cutting out wave number and 

 is the number of the cutting out waves. There are n T  
periods (T is natural number) in the cutting out wave, 
here T  is the number of periods. The length of the 
cutting out wave is )/( jj fTq =  and denote the 
number of data included in the cutting out wave. Then the 
cutting out wave can be expressed as follows: 

jN
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  ; natural number  k jNl ,,1L=   
 
Here we consider only sine waves as cutting out wave 
because the expansion for cosine waves is similar to the 
case of sine waves. A signal at time is . By using 
the signal which dated back to the past, the inner product 
of the cutting out wave and the signal at time can be 
written as follows: 
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From Eq.(3), the inner product at time  can be 
obtained by adding the product of the input data at time 

sTk )1( +
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skT  and the cutting out wave to the inner product at 
time , and subtracting the third term. Since the second 
and third term have already been calculated, the necessary 
calculation in Eq.(3) is a multiplication in the first term. 
When it is , third term on the right side of Eq.(3) 

is , but this can be found  by using Eq.(1). 
In the case of a cosine cutting out wave, the inner 
product is found using a similar way. By using 
these inner products, the following is calculated: 

skT

jNk =

)0(js )( jj Ns

)( jY k
c

 
  22 )()()( jYjYjY k

c
k

s
k

out +=            (4) 
 
The unit that outputs detects a signal component of 
certain frequency (close to the established frequency ); 

below, this unit is called an auditory cell, and is 
spectrum. Since there are two equations of inner product 
in the auditory cell, the multiplication number of times 
that is necessary to update of an inner product is twice. 
Since number of auditory cells is n , total multiplication 
number is . Auditory cells are independent each other, 
and two equations are also independent. If parallel 
processing computer will be brought to realization, 
calculation number of times that need to calculates 
spectrums by Eq.(4) is 2 multiplications and one square 
root calculation. Even if number of auditory cells 
becomes large, the calculation number of times does not 
change. By using the inner products expressed by discrete 
system, we show below a procedure to get decomposition 
waves. 

)( jY k
out

jf

)( jY k
out

n2

Step1 Calculate the inner products  and at 
time   

)( jY k
s )( jY k
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skT

Step2    multiply ,  by ,  and  )( jY k
s )( jY k

c )(ks j− jc
the following is calculated: 
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k
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Step3    By using and , the following is 

calculated:  

)( jY k
ss )( jY k

cc

                   (5) )()()( jYjYjY k
cc

k
ss

k
cout +=

Step4     is set to , it returns to Step 1, and 
repeats below. is the decomposition wave, and 
we call it “actual decomposition wave”. The 
reconstruction wave is made by adding those 
decomposition waves, and we call this wave “actual 
reconstruction wave”.  

k 1+k
)( jY k

cout

 
2.2  The signal detection range of the hearing cell 
 
   The established frequency is  and the length of the 
cutting out wave is  (= ). The wave that length for 

f
q fT /

1+T  and 1−T periods becomes can not be detected 
by this auditory cell. The detection width of the auditory 
cell is designated as

q

B . The following relationship 

TfB /2=  or 2/ =TBf is formed. That is, the area made 
from spectrum width B and time length  becomes 
two and constant. 

fT /

 
2.3 Calculation of the decomposition wave in 
continuous system 
 
  Consider a signal that is a wave with angular frequency 
ω , magnitude , and phase A φ . The signal at time  
is shown as follows: 

skT
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Eq.(6) is substituted for Eq.(2), and by using in 
Eq.(1), the inner product is expressed as follow: 
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Writing jjss fTqlTkTt /,, === τ , the following is 

obtained by minimization of : sT
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In the case of a cosine cutting out wave, the inner product 

),(~ tjYc
is obtained by using similar way. The following is 

obtained by multiplying ),(~ tjYs
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Sum of two inner products is following: 
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Furthermore, if we write 
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Fig. 1. Characteristic and increasing rate of the 

established frequency 

 
Fig. 2. Analytical decomposition waves and actual 

decomposition waves 
 
Eq.(9) can be written as 
 
       (10) ))(sin()(),( jtjAtjY out ++

+ Ψ++Γ= φω
 
Eq.(10) is the decomposition wave, and essentially equal 
to Eq.(5). We call  “analytical decomposition 
wave”. 

),( tjYout
+

 
3  Reconstruction of the signal   
 
  We call the wave made by adding decomposition waves 
in Eq.(10) “analytic reconstruction wave”. It is written as 
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Eq.(11) can be represented as 
 
                  (12) )ˆsin(ˆ)(ˆ qtrAtYout ++= φω
 
It should be noted that the frequency is not the established 
frequency but the signal frequencyω . Amplitude has 
changed by r̂  times for amplitude of the signal, and 
Phase  has newly generated. We call q̂ r̂  “analytical 
magnitude characteristic”, and call  “analytical phase q̂

 
Fig. 3. Corrected actual characteristic and increasing rate 

of the established frequency 
 
characteristic”. Each characteristics based on the actual 
reconstruction wave are called “actual magnitude 
characteristic” and “actual phase characteristic”. The 
conditions of reconstruction is as follow: 
Magnitude characteristic; The magnitude ratio r̂  is 
constant regardless of frequency. 
Phase characteristic; The newly generated phases  
are proportional to the frequency. This is linear-phase 
characteristic. 

q̂

 
4 Selection of parameters in design 
 
   The characteristic to decide the precision of the 
reconstruction wave depends on three parameters, and 
those parameters are sampling frequency, the increasing 
rate of the established frequency and number of periodsT . 
Below, selection of these parameters is shown. 
 
4.1 Sampling frequency 
 
  When sampling frequency is 44.1kHz and number of 
periods T is 10, and the increasing rate µ of the 
established frequency is 1.02 (2%), the characteristic 
is shown in Fig.1. A solid line is the analytical 
characteristic and a mark ● is the actual characteristic. 
In Fig.1, there are two problems. First, actual 
reconstruction wave is essentially equal to analytic 
reconstruction wave, but both of them are different. 
Second, in Fig.1(c), the increasing rate µ changes like 
the saw, and according to it, the characteristics are also 
changing like a saw. At the beginning, we consider 
about the first problem. In the established frequency 
5069Hz, number of data in one period of the cutting 
out wave becomes 8.7, and because the number of data 
is too small, the actual decomposition waves do not 
become approximation of the analytical decomposition 
waves. Because the both decomposition waves are 
different, the both reconstruction waves do not become 
the same. Both of the decomposition waves are shown 
in Fig.2. The number of the right side in Fig.2 is the 
number of data in one period of the cutting out wave, 
and at small number, both of the decomposition waves 
is different. When the number of data in one period of 
the cutting out wave is approaching 100, in order to 
increase the number of data in it, we make the sampli- 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 438



Er
ro

r r
at

e

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

1 5 10 20 50 100

A

B

C D
E F

Multiple for the basic sampling frequency(44.1kHz)

 
Fig. 4. Error rate between actual magnitude and analytical 

magnitude characteristic 
 

 
Fig. 5. Fluctuation of gain and phase in case that µ  

is 1.0527 
 

 
Fig. 6. The waveform of Japanese voices sound /i/ and 

reconstruction wave  
 
ing frequency big. Here, at the established frequency 
of 333Hz, we make the sampling frequency 441kHz 
(10times), and the characteristic in that case is shown in 
Fig.3. Because the analytical range is designated until 
17kHz, If auditory cells are set up by 17Hz, as A in 
Fig.3(a) shown, a big distortion will occurs. In order to 
ease this, auditory cells are set up to 25kHz. The actual 
characteristic is in good agreement with the analytical 
characteristic. The second problem is caused by the 
reason that it becomes impossible to maintain µ  
because the number of data in the cutting out wave 
decreases. However, because the number of data 
increases, this problem is improved, too. The error rate 
between actual and analytic magnitude characteristic 
for the increase of sampling frequency is shown in 
Fig.4. It is shown that the error rate decreases as the 
sampling frequency increases.  

4.2 Increasing rate of the established frequency 
 
  Characteristic in case that µ is 1.0527 is shown in 
Fig.5. In the case, there are three auditory cells in B . 
Since number of auditory cell in B  is small, each 
characteristic changes greatly like the wave. It is better 
for about ten auditory cells to exist in B . The number 
of data in B is designated asν . T  and µ are not 
determined independently but are decided by 
relationship of .  νµ≒T/2
 
4.2 Number of periods 
 
  It is impossible to make B  which displays the spread 
of the spectrum and T  which displays following 
characteristic small simultaneously. Although T  should 
be decided by the situation of signal fluctuation, Usually  
it is good to make between 10 and 20. 
 
5 The example of analysis using an voice signal 
 
  By using the auditory cells which become characteristic 
of Fig.3, the reconstruction wave of Japanese voice sound 
/i/ is shown in Fig.6. In Fig.6, the reconstruction wave 
with high approximation accuracy is obtained. 
 

4. Conclusion 

 Approximation accuracy of the reconstruction wave 
when this analytical method is used is largely influenced 
by setting of the auditory cell. In the setting of the 
auditory cells, there are three parameters, a sampling 
frequency and an increasing ratesF µ of the established 
frequency and the number of periodsT . First, we decide 
T that decides follow efficiency. Next, we decide the 
sampling frequency  in consideration of the frequency 
range of the signal processing. Third, we decide 
increasing rate 

sF

µ  by using the relation of . 
Here, it is better to decide that 

νµ≒T/2
ν is about 10.  
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i = 1; 2; ...; ng:

gi = (xi; ρi; σi; γi); (1)
ρi = (ρ1i; ρ2i; ...; ρi�1 i); (2)
σi = (�i+1 i; �i+2 i; ...; �ngi); (3)
γi = (1i; 2i; ...; npi); (4)

where xi(≥ 0) is an amplification coefficient, ji is
a causal coefficient. The amplification coefficient xi
is the strength of influence for the lower gene. the
causal coefficient ji is the Boolean representation of
the causal relation from the gene gi to the phenotype
pj . �ij and ρji are Boolean causal factors to determine
the influence of gene gj to gene gi. For two genes gi and
gj (j < i), we suppose gene gj makes gene gi expressed
only when �ijρji = 1, so that the causal relation be-
tween gi and gj can change depending on the mutation
in either of the two genes. And the expression level yi
of gene gi is defined as follows for i = 1; 2; ...; ng:

yi = xi

i�1∑
j=1

�ijρjiyj ; y1 = 1. (5)

Note that �ij belongs to gj and ρji belongs to gi. g1,
which is the highest gene, is defined as the trigger for
the whole network, which exists only to make some
other genes expressed, and so y1 = 1, i1 = 0(i =
1; 2; ...; np).
pk is the component of phenotype vector p, which

is calculated shown as follows for k = 1; 2; ...; np:

pk =
ng∑
j=2

kjyj . (6)

Gene

Phenotype

gi−2 gi−1 gi gi+1

pj+1pjpj−1pj−2

ρi−1 i σi+1 i

γji

Fig. 1: Conceptual diagram of the model of genetic
networks and phenotype

3 Method of individual’s evolving

We applied genetic algorithm [12] (GA) to simulate
the evolution of the genetic networks. Each genetic
operations is given as follows.

g1 g2 gj gi−1

x1 x2 xj xi−1

gi xi

yj

σij

ρji

yi = xi
i−1∑

j=1
σijρjiyj

Fig. 2: Conceptual diagram of model of genetic net-
works

g1 g2 gj gng

x1 x2 xj xng

yj

pi pi =
ng∑

j=2
vijyj

Fig. 3: Phenotype vector

� Method of crossover
We apply the uniform crossover. Individual genes
in the genotype are compared between two par-
ents. The genes are swapped with a fixed proba-
bility of 0.5.

� Method of mutation
When the mutation of gene gi occurs with a cer-
tain probability, Gaussian mutation occurs in am-
plification coefficient xi, and then, the mutation
in causal factors and coefficient ρji, �ji and ji
occurs in a certain probability.

� Method of selection
We apply the elite preservation strategy.

� The fitness function f of an individual is defined
as follows:

f(t; p) = �||t � p||2; (7)

where p is the phenotype vector of the individual
and t = (t1; t2; ...; tnp) is the best phenotype vec-
tor for a given environment, and we call t target
phenotype vector.

4 Environmental perturbation and hi-
erarchical modular structure

4.1 Environmental perturbation

The environmental perturbation is expressed by chang-
ing the target phenotype vector. For generation s, i-th
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component of the target phenotype vector is given as
follows for i = 1; 2; ...; np:

ti(s) =
m∏
j=1

aj(s)α
i
j (j = 1; ...;m) (8)

where aj(s) is an environmental factor, which varies
depending on generation s. Parameter αij is the Boolean
representation of the influence of aj to ti. Let Tj be the
set of components influenced by environmental factor
aj . We call Tj a functional module. For instance, a
hand is useful only when the fingers are in good pro-
portion. The environmental perturbation may require
larger or smaller hands but the proportion of the fin-
gers will remain the same. In this example, the sizes of
the fingers are considered to form a functional module.
Parameters αij is set, so that the following relations
hold: Tj ⊆ Tk or Tj ⊇ Tk or Tj ∩ Tk = φ.

4.2 Hierarchical modular structure

The functional module in the components of pheno-
type vector p is the set Pj of components corresponding
set Tj of target phenotype vector components. We say
that gene gi regulates functional module Pj , when all
the components in functional module Pj are changed
at the same rate and all the other components stay
unchanged by the mutation in amplification coefficient
xi of gene gi. We say a genetic networks has hierarchi-
cal modular structure when for any functional module
there is one or more genes which regulate it.

5 Method of simulation

Each parameter was set as follows.

Table 1: The value of each parameter

Number of gene ng 7
Dimension of phenotype vector np 5

Max generation 500000
Population size 800
Offspring size 3200

Standard deviation in Gaussian mutation 0.15
Probability of mutation of each gene 0.08

Conditional probability that mutation
of each causal coefficient of the gene 0.03

occurs when mutation occurs in the gene

We prepared three environmental factors of a1(s); a2(s),
and a3(s). The environmental factors change respec-
tively as shown in Fig.4, with the period of 306 gener-
ation.

0.6

0.8

1

1.2

1.4

1.6

0 50 100 150 200 250 300 350 400

a 1
, a

2,
 a

3

Generation

a1
a2
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Fig. 4: Transition of the environmental factors

We put α1
1; α

2
1, α

3
1; α

4
1, α

5
1; α

1
2, α

2
2; α

3
2, α

4
3; α

5
3 equal

to 1 and the other equal to 0 in Eq. (8). Then Eq. (8)
rewritten as:

t1; t2; t3 = a1(s)a2(s) (9)
t4; t5 = a1(s)a3(s) (10)

In this case, there were three function modules, P1 =
fp1; p2; p3; p4; p5g, P2 = fp1; p2; p3g, and P3 = fp4; p5g.

6 Result of simulation

Target vector : ( 1.040, 1.040 )

Generation : 0
Individual ID : 0

1
1.0000

3
1.1695

1
1.1695

2
1.1695

3
1.1695

4
1.1695

5
1.1695

Target vector : ( 0.653, 0.840 )

Generation : 50000
Individual ID : 0

1
1.0000

3
0.2004

4
2.3273

6
3.2605

7
1.8640

1
0.6535

2
0.6535

3
0.6535

4
0.8400

5
0.8400

Target vector : ( 1.042, 1.040 )

Generation : 250000
Individual ID : 0

1
1.0000

2
1.0426

3
0.0000

1
1.0426

2
1.0426

3
1.0426

4
1.0426

5
1.0426

Target vector : ( 1.048, 1.040 )

Generation : 500000
Individual ID : 0

1
1.0000

2
0.0000

3
1.0496

1
1.0496

2
1.0496

3
1.0496

4
1.0496

5
1.0496

Generation = 0 Generation = 50000

Generation = 250000 Generation = 500000

Fig. 5: Evolution of the genetic networks

Fig.5 represents the evolution of genetic networks.
The circles represent genes, the rectangles phenotype
components. The arrows the direction of the regula-
tion of the gene(or phenotype). In each circle (rectan-
gle) the gene (phenotype) number is displayed, under
which the amplification coefficient (phenotype vector
component) is. In this figure all the genes that have
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Fig. 7: The ensemble average of the rate of the indi-
viduals which have the hierarchical modular structure

no influence on phenotype are omitted, for simplicity.
The individual with the highest fitness is displayed.
Fig.6,7 are plots of the rate of individuals which have
the hierarchical modular structure on genetic networks.
Fig.6 is the result of the trial shown in Fig.5, and Fig.7
is an ensemble average of 50 trials.

7 Discussion

According to Fig.5, at generation 0 the fittest in-
dividual doesn’t have hierarchical modular structure,
but at generation 50,000 an individual with such struc-
ture appeared. However, the fittest in the generations
250,000 and 500,000 didn’t show hierarchical modular
structure. According to Fig.6, the genetic networks ob-
tained the hierarchical modular structure at about the
40,000th generation. However, The structure collapsed
after 200,000th generation.

In Fig.7, we can see that the genetic networks evolves
to the hierarchical modular structure at the probability
of about 70% at the 50,000th generation.

Our results indicates that the individual which have
the genetic networks with the hierarchical modular struc-
ture are in an advantageous position in the environ-
mental perturbation. If the genetic networks are with-
out hierarchical modular structure, it needs simulta-
neous adaptive mutation in all genes in one functional
module to follow the environmental perturbation. But
such mutations are extremely rare.

8 Conclusion

We modeled the simplified genetic networks, defined
the hierarchical modular structure, and simulated the
evolution by GA on the environmental perturbation.
The simulation results show that the environmental
perturbation possibly gave rise to the evolution of the
hierarchical modular structure.
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The equation of the motion of the acrobot system
is

M(θ)θ̈ + C(θ, θ̇) +G(θ) = Hu, (1)

where

θ = [ θ1, θ2, θ3 ]T , u = [ u2, u3 ]T ,

M is an inertial matrix, C is a coriolis term, G is a
gravity term and H is constant matrix.

In this study, DC servomotors are applied as the ac-
tuators to drive the second and the third joints. We
assume that the servomotors are provided with inner
feedback loops to control the position angle, therefor,
the actuator can be operated by giving a reference po-
sition angle. We model the actuator dynamics as

u =

[−a2θ̈2 − b2θ̇2 − c2(θ2 − θa2)

−a3θ̈3 − b3θ̇3 − c3(θ3 − θa3)

]
, (2)

where θa = [ θa2, θa3 ]T represents reference of the
position angle of the acrobot system, and ai, bi, ci are
constants including a parameters of the servomotor,
for example a torque constant, a reduction ratio. From
Eqs. 1 and 2, the equation of the motion of this system
is

{
M(θ) + Â

}
θ̈ + C(θ, θ̇) + B̂θ̇

+G(θ)+Ĉθ = ĈHθa, (3)

where

Â = diag(0, a2, a3), B̂ = diag(0, b2, b3),

Ĉ = diag(0, c2, c3).

We regard the reference angle θa as new control input.

3 Control System

Figure 2 shows the block diagram for a closed-loop
system. Suffix r represents the desired values. We
define deviations as e = θr − θ, ė = θ̇r − θ̇. The con-
trol goal is to swing the acrobot up to balancing point
(θr = 0, θ̇r = 0). We propose a control method for the
acrobot where swing-up stage is performed by GP and
balancing stage is controlled by LQR.

Fig. 2: Block diagram for the closed-loop system

3.1 Swing-up control using GP

GP is one of evolutionary approaches, which is the
model of natural selection of genes. As evolution pro-
gresses, the individuals adapt to their given environ-
ment. In this study, GP searches for the optimum con-
trol input (feedback input function θa ( e, ė )) for swing-
up. Each individual in GP represents tree structure
which stands for a function. We operate the tree struc-
ture with genetic crossover and mutation so that the
tree structure adapts to the given environment. The el-
ements for the design of GP include the function nodes,
the terminal nodes, fitness, parameters (crossover rate,
mutation rate, population size), and a termination con-
dition. We will get the desired feedback input function
when the five elements are set effectively.

The calculation procedure is described below. First,
set the number of generation G and the population
size N . Generate an initial population, and evaluate
the fitness of the population as shown below. Next,
performs the crossover and mutation operations to the
population with mutation rate α, and generate a new
population up to N × β, where β is the crossover rate.
Evaluate the population generated, and the individual
with the highest fitness value is taken into the next gen-
eration. Repeat until generation reaches G. We adopt
the most excellent individual as the input function of
the control system.

The fitness function for evaluating the individuals is

E = min
t

[
w1(l1 − h1)2 + w2(l1 + l2 − h2)2

+w3(l1 + l2 + l3 − h3)2 + w4(θ̇r1 − θ̇1)2

+ w5(θ̇r2 − θ̇2)2 + w6(θ̇r3 − θ̇3)2
]
, (4)

where t represents the time of the swing-up motion, tf
represents the finish time of the swing-up motion, and
wi represent the weight coefficients. The lower the fit-
ness value, the closer the acrobot reaches to the desired
position. The “min” in Eq. 4 is the minimum fitness
value of each step from the range 0 < t ≤ tf . Finally,
this minimum fitness value is used for one individual
only. Here, the first three terms in Eq. 4 are functions
relating to the highest marks of each link. To consider
the height of each link, the farthest distance from the
balancing point causes the high fitness value. θ2 and
θ3 are restricted to the range −3π/4 < θ2,3 < 3π/4 to
limit the rotation of links 2 and 3. If θ2 and θ3 exceed
the limited range while searching for the desired input
function using GP, we add 106 to the fitness value of
the individual as a penalty.

3.2 Stabilize control at balancing point

The stabilizing control uses a LQR at the near bal-
ancing point. If θi is sufficiently small (θi ≈ 0), we

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 445



can use the approximations sin θi ≈ θi, cos θi ≈ 1, and
neglect θ̇i

2
. Thus, Eq. 3 is simplified to

{
M̃ + Â

}
θ̈ + B̂θ̇ + G̃θ = ĈHθa, (5)

and we have eliminated C, which is the coriolis term,
from Eq. 3. Here, the state variable defines x =
[ θ1, θ2, θ3, θ̇1, θ̇2, θ̇3 ]T , and Eq. 5 is

ẋ = Ax+Bθa, (6)

A =
[

03×3 I3×3

−{
M̃ + Â

}−1
G̃ −{

M̃ + Â
}−1

B̂

]
,

B =
[

03×2{
M̃ + Â

}−1
ĈH

]
.

4 Simulation

We carried out a simulation with a sampling time of
20[ms] and tf = 3.0[s]. The initial values for the state
variables were [ θ1, θ2, θ3, θ̇1, θ̇2, θ̇3 ] = [ π, 0, 0, 0, 0, 0 ],
which is the hanging position of the acrobot on the
bar. We set the terminal nodes as e, ė and random real
numbers from the range [−10, 10]. The function nodes
are shown in Table 1. It is expected that the term
tanh in the function node would get a better result
by inhibiting the input angle. We searched for the
individual (input function) which minimized E by a
combination of the terminal nodes and the function
nodes. Table 2 shows the parameters of GP, and Table
3 shows the parameters of the acrobot system.

The fitness function is very important for getting
the optimum input angle. In particular, the setting of
the weight coefficients of the fitness function strongly
affects the results, but there is no effective way to de-
termine the weight coefficients; those have to be de-
cided by trial and error. First, we evaluate the posi-
tion of the acrobot by considering the highest marks
of each link. That is, the fitness value becomes lower
near the balancing point and higher far away from the
balancing point. In Eq. 4, the first three terms are
the fitness value with the position of each link. It de-
pends on the length of each link. We set the weight
coefficients of the first three terms so that the fitness
value of the position of each link becomes the value
of the same scale. For this reason, the weight coeffi-
cients of the first three terms are w1 = 40, w2 = 20,
w3 = 10. Next, we evaluate the angular velocity of the
acrobot by considering the reaction forces. Each link
of the acrobot receives reaction forces from the next
link. Thus, if we restrain the angular velocity of link
2, the angular velocities of links 1 and 3 will decrease
with the decline of the angular velocity of link 2. As
a result, the weight coefficients of the fitness function
will be w1 = 40, w2 = 20, w3 = 10, w4 = 1, w5 = 10,
w6 = 1.

We determine a switching time from swing-up con-
trol to stabilizing control as the time with the lowest
fitness value in the simulation.

A criterion function of the LQR in shown as below.
Using GNU Octave, the LQR controller was designed
with weighting matrices

J =
∫ ∞

0

(
xTQ x+ θa

TR θa

)
dt, (7)

Q = diag(1, 1, 1, 1, 1, 1),

R = diag(10, 10).

The state feedback controller is θa = −Kx, where

K = −
[

51.99 30.38 13.86
38.10 22.30 10.11

18.90 11.50 5.458
13.84 8.536 3.853

]
(8)

Table 1: Nodes of function

Function Number of arg. Description
+ 2 arg.1 + arg.2
− 2 arg.1 − arg.2
∗ 2 arg.1 × arg.2

tanh 1 tanh(arg.1)

Table 2: Parameters of GP

Parameter Value
Number of generation G 200

Population N 200
Mutation rate α 0.60
Crossover rate β 0.80

Table 3: Parameters of the acrobot

Parameter Value Parameter Value
m1 [ kg ] 0.5 lc1 [m ] 0.25
m2 [ kg ] 0.5 lc2 [m ] 0.25
m3 [ kg ] 1.0 lc3 [m ] 0.50
l1 [m ] 0.5 I1 [ kgm2 ] 0.010
l2 [m ] 0.5 I2 [ kgm2 ] 0.010
l3 [m ] 1.0 I3 [ kgm2 ] 0.083

5 Result and Discussion

Figure 3 shows the fitness value of the most excel-
lent individual at each generation. As the generation
proceeds, the fitness value decrease gradually.

Figure 4 shows successful simulation results for swing-
up and balancing. θ1, θ2 and θ3 converged on the bal-
ance point in about 5.0[s]. θ̇1, θ̇2, θ̇3, θa2 and θa3 are
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similar results. The switching time from swing-up con-
trol to balance control is 2.88[s]. The acrobot reaches
the balancing point quickly.

We obtained the optimum feedback input function
using GP. The tree structure of θa2 has 167 nodes and
its depth is 45. The tree structure of θa3 has 157 nodes
and its depth is 36. The computer equipment in this
study was Windows XP, Intel(R) Pentium(R) Dual
CPU E2180 2.00GHz, and Java programming language
was used. The computation time for the simulation
was about 15 minutes per trial. The input functions
are very complex because the depth and the number of
nodes are large. Therefore, it is clear that performing
swing-up control for a 3-DOF acrobot is very difficult.

6 Conclusion

We have proposed a control method for the 3-DOF
acrobot.We modeled the acrobot considering the dy-
namics of the DC servomotor, which actuated the sec-
ond and the third joints. GP searchers for a feedback
input function, and we obtained the optimum control
input using GP, but the input function is very complex.
In the simulation results, the acrobot could swing-up to
the desired position, and the proposed method could
control the 3-DOF acrobot effectively. Further stud-
ies are needed in order to reduce the number of nodes,
and real experiment should be carried out to verify the
control method.
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Abstract: In this paper we propose a neurocontroller (NC) for suppression of load swing with disturbance
in a crane system rotating around the vertical axis. As in a nonholonomic system, the classical control
method using a static continuous state feedback law cannot stabilize the load swing. It is necessary to
design a time-varying feedback controller or a discontinuous feedback controller. Previous research had been
successful in constructing the suppression controller of the load swing with a single initial rotation angle
when disturbance occurred. In this paper, the performance of the NC optimized by genetic algorithm will
be examined with three initial rotation angles.

Keyword: rotary crane, genetic algorithm, neurocontroller, disturbance

1 Introduction

Rotary crane systems are generally operated us-
ing both the rotation angle and the lean angle in
order to suppress a load swing. However, by re-
stricting the motion of the jib to the rotation around
the vertical axis alone, the system becomes a non-
holonomic system. This results in a complex control
problem and it is necessary to design time-varying
feedback or discontinuous control methods. When
operating this rotary crane system, the most im-
portant control purpose is to suppress a load swing
on the reference position. Usually, techniques for
suppressing the load swing depends on skillful op-
erator’s experiences [1]. Therefore, it may be nec-
essary to develop automatic control crane systems.

Many control methods for load swing suppression
in a rotary crane system have been presented [1]-
[6]. However, most of these control methods require
knowledge of difficult control theories [1] - [4]. In
contrast, it is easy to apply a neurocontroller which
has simple structure and generalization ability as a
controller [5], [6]. A neurocontroller optimized by
an evolutionary computation technique, such as a
genetic algorithm, is substantially simpler to real-
ize than conventional control methods. In this pa-
per, we propose a neurocontroller (NC) optimized
by a genetic algorithm(GA). In real environment,
the load of the rotary crane system may swing due
to disturbance. For example, there are gust of wind
and constant wind. Therefore, it is necessary to con-
sider the disturbance. We previously reported that
when the rotary crane system starts movement from
single initial rotation angle, it is able to use the NC
to suppress the load swing to the reference position

even if the load swings suddenly [6].
In this paper, we propose the NC which has op-

timal control performance even if rotary crane sys-
tems start movement from several initial rotation
angles with disturbance.

2 Model of rotary crane system

O

L
Rope

Boom

Load

Trajectory of Boom tip

τ

θ

β l
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tp

rp

Fig. 1: Rotary crane system

Figure 1 shows the crane system rotating around
the z axis. L is the jib arm length, m is the load
mass, l is the wire length and r is the radius of
rotation. θ is the rotation angle, α is angle of load
lead, β is angle of load swing and τ is torque.

If the swing of the load is sufficiently small, we
can consider the system in two-dimensional plane.
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Fig. 2: Control system for rotary crane

Table 1: GA parameters

Parameter Value/method

Initial parents NCs 100

Initial children NCs 50

Selection method Ranking selection

Crossover One-point crossover

Mutation rate 20%

Generation number 20000

Therefore, the dynamics and rotation movement of
the system can approximately be described in terms
of the following equations (1), (2) and (3)

ẍ = ω2(r cos θ − x) (1)

ÿ = ω2(r sin θ − y) (2)

θ̈ = Ku (3)

where ω =
√

g/l is natural angular frequency. K is a
constant value including the load mass and moment
of inertia.

3 Control system for the rotary crane

3.1 Neurocontrol of the crane system

The control purposes to suppress the load swing
movement from initial position (x0, y0), which is de-
termined by several initial rotation angles, to the
reference position (xr, yr) by rotating the jib arm.
Figure 2 shows the control system using NC with
GA. The state variable X and reference Xr are de-
fined as follows :

X = [x, y, θ, ẋ, ẏ, θ̇]T (4)

Xr = [xr, yr, θr, ẋr, ẏr, θ̇r]T (5)

The NC consists of three hierarchical layers with 6-
12-1 structure. A linear function is used at the input
layer and a sigmoid function is used for the hidden
and the output layers. The NC receives the position

Table 2: Parameters of disturbance

Parameters Value

tdis [s] 1.0 , 2.0 , 3.0 , 4.0

(∆x, ∆y) [m] (0.05 , 0.05)

Table 3: Parameters and initial condition

Parameter Value

Load mass : m [kg] 0.5

Rotation radius : r [m] 1.0

Length of wire : l [m] 2.0

Reference : Xr (1,0,0,0,0,0)

Coefficient : K 5.0

Control time : T [s] 10.0

Initial rotation angle : θ0 [deg] 90,120,150

error of the load, the velocity error, the rotation
angle error, and the angular velocity error as inputs.
And it outputs the control input u. Torque τ is
calculated as the product of the control input u and
constant value K.

This paper uses a simple GA as an optimization
method for the NC. Table 1 shows the parameters
of the GA. The performance of the NC is evaluated
by a squared error function E which is defined with
respect to the final state Xend and the reference Xr

as following:

E =
P∑

p=1
(Xr −Xend

p )T Q(Xr −Xend
p ) (6)

Here, P is the number of initial rotation angles and
Q is the unit matrix. In the GA evolutionary pro-
cess, the connection weights of the NC are modified
in order to minimize the error function E in Eq. (6)

3.2 Setting of disturbance condition

In general, the load of the system swings due to
disturbance which is a gust of wind and a constant
wind. In this paper, we assume the disturbance to
be a gust of wind and we propose the NC which has
optimal control performance even if the load swings
suddenly. The disturbance is as follows: After tdis

second, the load position (x, y) suddenly moves to
position (x + ∆x, y + ∆y). The distance of distur-
bance ∆x, ∆y are determined by random numbers.
Table 2 shows the parameters of the disturbance
range and the times when it occurs.
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4 Simulation results

Table 3 shows the parameters of the crane sys-
tem and the initial conditions. The performance
of the NC optimized by GA is verified using com-
puter simulations. Runge-Kutta method is used for
the system dynamic model, and sampling interval
is 0.01 [s]. When the initial rotation angles are
θ0 = 90, 120, 150 [deg], the evolutionary processes
providing the best NCs are shown in Figure 3. Here,
the position (x, y) of the load suddenly moves to
(x + ∆x, y + ∆y) at tdis = 1, 2, 3, 4 [s]. The er-
ror function E decreases gradually until generation
20000. The result demonstrates that the GA evolu-
tionary processes of the NCs is successful. Figure 5
shows the trajectory of the load mass in the x − y
plane and the movement of the rotary angle using
the optimized NC with initial angles θ0 = 120 [deg],
tdis = 3 [s]. After tdis second, the load is suddenly
moved by disturbance, afterward, it converged and
suppressed swing movement at the reference posi-
tion. Figure 4 shows the movement of the rotary
angle using the optimized NC with initial angles
θ0 = 90, 120, 150 [deg], tdis = 3 [s].

4.1 The performance of the NC

Next, to verify the performance of the NC, it
is tested with different initial positions (x0, y0) =
(cosθ0 + δx , sinθ0 + δy) which are varied from the
trained position (x0, y0) =(cosθ0 , sinθ0). In this
test, rotary angles are θ0 = 90, 120, 150, and the
changes of the initial position (δx, δy) are set by ran-
dom numbers in the range (δx, δy) = [−0.03, 0.03].
The criterion for success in control is when the squared
error E1 less than 0.0001 which is defined as :

E1 = (Xr −Xend
1 )T Q(Xr −Xend

1 ) (7)

Table 4 shows the successful rate of control perfor-
mance for the system through 1000 trials. Overall,
when the rotary angle θ0 is 90 [deg], good result is
obtained. It shows that the latter time when dis-
turbance occurs, the more difficult to the control
system. Figure 5 shows an example of control re-
sult. Here, even if the control system started from
the initial position, the load is moved with very little
swing oscillation and it is suppressed to the refer-
ence position. It can be seen that the optimized
NC has good control performance and has general-
ization ability．

5 Conclusion

In this paper, we proposed a method to suppress
the load swing movement from the initial positions,

Table 4: Success rate of control [%]

tdis [s] 90[deg] 120[deg] 150[deg]

tdis = 1 74.4 70.2 59.9

tdis = 2 100.0 100.0 100.0

tdis = 3 89.8 100.0 97.2

tdis = 4 47.7 45.5 28.7

which is determined by three initial rotation angles,
to the reference position by rotating the jib arm.
As a result, simulations confirmed that the opti-
mized NC by GA has good control performance.
The NC suppress the load swing even if the load
of the system is suddenly swung by disturbance,
after the system started from several initial rota-
tion angles. Moreover, to verify the performance of
the NC, it is tested with different initial positions
which are varied from the optimized position. We
confirmed that the optimized NC has good control
performance and has generalization ability.
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Abstract

This article presents a hybrid evolutionary algorithm
(HEA) based on particle swarm optimization (PSO) and
real-coded genetic algorithm (GA). In the HEA, PSO is
used to update the solution and a genetic recombina-
tion operator is added to produce offspring individuals
based on the parents that are selected in proportion to
their relative fitness. Through the recombination, new
offspring enter the population and the individuals with
poor fitness are eliminated. The performance of the pro-
posed hybrid algorithm is compared to those of the orig-
inal PSO and GA and the impact of the recombination
probability to the performance of the HEA is also ana-
lyzed. Various simulations of multivariable functions and
neural network optimizations are carried out, showing
that the proposed approach is superior over the canoni-
cal means.

Keywords: Hybrid evolutionary algorithm, Parti-
cle swam optimization, Genetic algorithm, Multivariable
optimization, Neural network.

1 Introduction

Evolutionary algorithms have been emerged in the
growing study and applied pervasively in various areas.
Although their competence have been proved to be su-
perior over the conventional methods, an experienced
combination of operations (either full or partial) from
different approaches may provide a more efficient per-
formance. In fact, the hybridizations of evolutionary al-
gorithms have been the focus of much research recently
and they are considered as effective general-purpose tools
for the goals of exploration and exploitation [1]. The hy-
brids of genetic algorithms (GAs) and particle swarm op-
timization (PSO) have become a popular and interesting
framework with capability of handling several real world
problems.

In general, evolutionary algorithms involve strong
stochastic basic, they therefore require many generations
to obtain good solution. In this article, a hybrid of PSO
an real-coded GA is proposed, called the hybrid evolu-

tionary algorithm (HEA). With the focus on the inves-
tigation of how quick an algorithm can find a solution,
comparison between the proposed HEA and the canon-
ical PSO and GA is carried out with small population
size and generation.

The rest of this article is organized as follows. Sec-
tion 2 is a background on the PSO and real-coded GA
used in this study. In Section 3, the proposed hybrid
algorithm is introduced. Simulations will be shown
in Section 4, where the performance of the proposed
method is investigated and compared to those of the
canonical PSO and real-coded GA. The optimization
problems of multivariable function are first considered.
The neural network optimization for the exclusive-or
(XOR) problem is then examined. Lastly, Section 5 is
the discussion and conclusion of the study.

2 Brief Background on Particle Swarm
Optimization and Genetic Algorithm

2.1 Particle Swarm Optimization

As one of the latest evolutionary optimization meth-
ods, PSO is a population-based stochastic approach
which provides efficient performance with simple opera-
tors [2],[3].

Assume that the search space is D-dimensional, the
n-th particle (solution) of the swarm is represented by
a D-dimensional vector Xn = [xn1, xn2, · · · , xnD]T. The
n-th particle’s velocity is also a D-dimensional vector,
denoted as Vn = [vn1, vn2, · · · , vnD]T. The best position
of the n-th particle is PBn = [pbn1, pbn2, · · · , pbnD]T (the
local best, the smallest objective value that the n-th par-
ticle has obtained so far), and the best position of the
swarm is denoted as gb (the global best, the smallest ob-
jective value achieved by any particle in the population).
After finding the two best values in the k-th iteration,
the particle updates its velocity and position in the next
iteration (k + 1) with following equations:

vk+1
nd = λvk

nd+c1r1

(
pbk

nd − xk
nd

)
+c2r2

(
gbk

d − xk
nd

)
(1)

xk+1
nd = xk

nd + vk+1
nd (2)
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Figure 1: The BLX-α crossover

where d = 1, 2, · · · , D; n = 1, 2, · · · , N (N is the swarm
population size); k = 1, 2, · · · ,K is the iteration (or gen-
eration) number; λ is the inertia weight; c1 and c2 are
positive constants (in this study c1 = c2, which is usually
used); r1 and r2 are random values in the range [0, 1].

2.2 Genetic Algorithms

Genetic Algorithms (GAs) are adaptive heuristic
search techniques based on the ideas of natural selec-
tion and genetics. Generally, the main driving operators
of GAs are selection, recombination via crossover, and
mutation.

In this study, the recombination of a real-coded GA
is used where offspring are produced by the so-called
blend crossover (BLX-α) [4]. The BLX-α generates
offspring by picking values on an interval that contains
two parents and may extend equally on either side of
the interval with a range determined based on a range
parameter α (see Fig. 1).

3 A Hybrid of Particle Swarm Optimiza-
tion and Genetic Algorithm

In this paper, a hybrid of PSO and GA is proposed,
where the BLX-α crossover is used to produce offspring
(M individuals). The operation of the proposed hybrid
evolutionary algorithm (HEA) is shown in Fig. 2. In the
figure, (.)b presents the local best value of an individual
in PSO and x′

n is the new position of the individual
(the updated position by Eqs. (1) and (2)). After being
produced by the BLX-α recombination and being eval-
uated, the offspring xn+m sets itself to be its local best
value. A ranking procedure based on the fitness of each
individual is performed for the pool of all parents and
offspring, from which the individuals with poor fitness
are eliminated to maintain a constant population. The
individual with highest fitness is set to be the global best
of the swarm.

The recombination with selection is the main differ-
ence of the HEA, GA compared to PSO. Suppose that
the probability of offspring production is µ, the GA and
the proposed HEA shall produce M = µ × N offspring
and also eliminate the same amount (the inferiors) to
keep a constant population size of N at each generation.
As a result, the number of individuals that is taken into
the evaluation at each generation is (1 + µ)×N .
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Figure 2: Process of the proposed hybrid algorithm

In the GA recombination, the Roulette wheel tech-
nique is used to select parents for reproduction in pro-
portion to their relative fitness, which is defined as:

Fitness =
1

1 + E
(3)

where E is the error between the obtained cost function
value and the optimal cost function value (the optimal
solution of the problem).

4 Numerical Simulations

4.1 Multivariable Function Optimization

4.1.1 Parameter and test design
In general, a high recombination probability results in a
severe selection of several solutions and thus usually pro-
vides good performance of a competitive-selection based
EA. Thus, in order to make a fair comparison with the
PSO as well as to demonstrate the advantage of the pro-
posed method, a small recombination probability is used,
that is µ = 0.1. Also, the generation number K is set to
be small and the population size is between 10 and 40
(this range is often used in PSO).

Since evolutionary algorithms are highly dependent
on the initial random weights, 100 replications of chang-
ing the initial population will be implemented. Also,
while the algorithms search for optimal solution in hy-
perspace, the initial population are drawn randomly
from a uniform distribution from the range [−10.0, 10.0],
which is intentionally set to be large enough to make
the search problem more difficult. The performances of
the algorithms are evaluated by the success rate and the
mean cost function value. The success rate is the fraction
of optimization runs in which an algorithm can achieve
small enough error (i.e., E < Esuc = 10−4).

While using c1 = c2 = 1.0, which is found to be suit-
able for the problems being considered, we shall show
only the best result (i.e., with highest success rate and/or
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Table 1: Test functions
Function Formula Optimal solution Sketch in 2D

F1: Sphere f(x) =
D∑

i=1

x2
i F ∗ = 0, x∗

i = 0

F2: Rosenbroke f(x) =
D−1∑
i=1

(
100

(
xi+1 − x2

i

)2
+ (xi − 1)2

)
F ∗ = 0, x∗

i = 1

F3: Rastrigin f(x) =
D∑

i=1

(
x2

i − 10 cos (2πxi) + 10
)

F ∗ = 0, x∗
i = 0

F4: Griewank f(x) = 1
4000

D∑
i=1

x2
i −

D∏
i=1

cos
(

xi√
i

)
+ 1 F ∗ = 0, x∗

i = 0

Table 2: Parameters resulting in the best performance
of the algorithms for specific problems

Function GA–α PSO–λ HEA–(α, λ)
F1 α = 1.0 λ = 0.2 α = 0.9, λ = 0.4
F2 α = 1.0 λ = 0.6 α = 1.3, λ = 0.7
F3 α = 1.6 λ = 0.5 α = 1.0, λ = 0.4
F4 α = 0.1 λ = 0.7 α = 1.6, λ = 0.6

smallest mean cost) of each algorithm for specific prob-
lem by tuning for the most suitable values of α in the GA,
λ in the PSO, and (α, λ) in the HEA. Let us denote them
as the BLX–α (or GA–α), PSO–λ, and HEA–(α, λ).

In this section the algorithms are investigated
through the optimizations of four functions as shown
in Table 1 with the dimension number of D = 2. In
these functions optimizations, since the optimal solu-
tion is F ∗ = 0, we define E = F where F is the value
of the cost function obtained after a run of the algorithm.

4.1.2 Simulation result

Using the tuned parameters in Table 2, the results of
optimizing the functions are shown in Table 3 for K = 20
and K = 50. It is clear that the HEA usually obtains
higher success rates and lower averaged cost values.

4.2 Neural Network Optimization

4.2.1 Parameter and test design
This section presents the experiment of an NN optimiza-
tion for the well-known exclusive-or problem (XOR) (see
Table 4), which is known as a highly nonlinear multivari-
able optimization problem.

In the NN, a linear function f(x) = x is kept for the
input and output layers while activation for the hidden
layer is a sigmoid function, which is:

f(x) =
1

1 + e−x
(4)

A 2-5-1 structured NN is utilized which results in a
15-variable optimization problem. The initial connec-
tion weights are drawn randomly from the range [-5.0,
5.0]. Performances of the algorithms are also evaluated
through 100 iterations of changing the initial population.
The error function is defined as

E =
4∑

p=1

(Tp −Op)
2 (5)

where Tp is the desired output or teacher signal, Op is
the obtained output value of NN for pattern p, and P

is the number of patterns (for the XOR problem, P = 4).

4.2.2 Simulation result
Table 5 shows the simulation results of the NN opti-
mization with K = 50 and K = 100 generations, using
the GA–0.1, PSO–0.7, and HEA–(0.6, 0.8). Again, the
proposed HEA outperforms the PSO and GA.

5 Discussion and Conclusion

In this research, we have presented a novel hybrid evo-
lutionary algorithm based on a PSO and a real-coded
GA. The performance of the HEA is compared with
those of the canonical approaches, showing a good per-
formance of the proposed method regardless of the small
values of the generation number, population size and the
recombination probability µ.

In the tests the GA demonstrated a poor performance.
This is due to the small values of generation, population
size and the recombination probability µ as well as the
fact that GAs are very sensitive to the initial population.
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Table 3: Success rate [%] and mean cost value (succ.
rate/mean cost) with D = 2, K = 20, 50

Func. N K GA PSO HEA
F1 10 20 1/10.96269 68/0.16374 100/0.0

50 1/10.96269 68/0.16360 100/0.0
20 20 0/0.75099 99/0.00077 100/0.0

50 2/0.10052 99/0.00076 100/0.0
30 20 1/0.49964 100/0.0 100/0.0

50 3/0.08395 100/0.0 100/0.0
40 20 1/0.21150 100/0.0 100/0.0

50 12/0.01293 100/0.0 100/0.0
F2 10 20 0/3006.9817 1/1.69848 1/1.51888

50 0/3006.9817 10/1.26860 8/0.96206
20 20 0/5.92721 1/0.46515 2/0.56743

50 0/2.92093 33/0.21127 35/0.15171
30 20 0/4.23923 4/0.24810 4/0.35501

50 0/2.74650 53/0.06008 63/0.11816
40 20 0/3.22764 3/0.03547 14/0.04609

50 2/2.45530 73/0.00438 92/0.00057
F3 10 20 1/88.29054 5/1.26160 6/1.81855

50 1/88.29054 36/0.99607 24/1.63858
20 20 0/30.36538 10/0.58992 37/0.81628

50 0/11.55541 54/0.42886 60/0.43778
30 20 1/31.93949 18/0.31230 47/0.49963

50 1/13.60421 81/0.19661 82/0.28853
40 20 0/18.76824 29/0.21593 63/0.39942

50 1/5.64692 90/0.06410 88/0.13929
F4 10 20 1/0.25129 7/0.01322 18/0.01153

50 1/0.25129 26/0.01095 27/0.01047
20 20 0/0.05075 12/0.00932 15/0.01206

50 0/0.02451 22/0.00676 20/0.01193
30 20 1/0.04892 13/0.00965 19/0.01083

50 1/0.02640 26/0.00710 27/0.01070
40 20 0/0.03243 14/0.00801 35/0.00779

50 1/0.01320 33/0.00583 38/0.00649

Table 4: The XOR broblem
Pattern no. Input Desired output
p x1 x2 T

1 0 0 0
2 0 1 1
3 1 0 1
4 1 1 0

At the beginning there is a strongly random and diverse
population and the crossover tends to explore the search
space wildly, therefore resulting in low success rates and
several large-error individuals. The PSO appeared to
rapidly converge during the beginning of the search, but
around global optimum the search process becomes slow.
Without a selection operator, individuals tend to follow
the best one and get into a neighborhood of the opti-
mum. This results in a low error in average but not so
many solutions successfully found. In contrast, the pro-
posed HEA could utilize the widespread search of the
BLX at the beginning and the fine-tuning ability of the
PSO when it gets near to the optimum. With a selection
process to eliminate inferior individuals, the HEA thus
balances between finding solution (successfully) and ob-
taining a low averaged cost, especially when K is small.
There are some situations that the HEA is not much
better or even worse than the PSO. This is apparently

Table 5: Success rate [%] and mean error (succ.
rate/mean error) for the NN training with K = 50, 100

N K GA PSO HEA
10 50 0/51.09702 0/0.72811 0/0.89564

100 0/51.09702 1/0.43889 1/0.38902
20 50 0/4.54599 0/0.41958 0/0.28397

100 0/3.87397 13/0.14848 24/0.05066
30 50 0/4.36849 0/0.34127 1/0.25869

100 0/2.82969 23/0.08107 43/0.03092
40 50 0/2.41389 0/0.21741 2/0.10718

100 0/1.79364 37/0.05251 69/0.00970
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Figure 3: Performance vs. recombination probability µ

in the HEA (in the case of the NN optimization by the
HEA–(0.6, 0.8) with N = 30, K = 100)

due to the low recombination probability µ used. The
performance of the HEA can be improved when using
higher value of µ. The impact of the recombination to
its performance is shown in Fig. 3 for the NN optimiza-
tion, for example. It appears that a high probability µ

usually (but not always) provides better performance.
For a particular problem, an optimal value of µ is able
(and needed) to be determined.

In this study, although the proposed HEA could
obtain good performance, it is necessary to validate the
algorithm with more complex problems in future work.
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Abstract: Talking entails costs of production and time while some of the information sent to hearers will be of
value to them in general. We believe that the matter of why we talk at all is a key question for the origin of
language and the answer will shed some light on the mystery of human identity. This paper focuses on the altruism
in communication and aims to demonstrate evolutionary scenarios based on multilevel selection. We constructed
a computational model to examine these scenarios. The evolutionary experiments showed that in case of an
unstructured population a linguistic system hardly emerged due to the dynamics between interpretable utterance
that imposes a penalty and correct interpretation that yields a reward, which is similar to the prey-predator
dynamics. However, in case of a multi-group population a linguistic system emerged owing to the multilevel
selection among the groups. In addition, the probability of success in conversation was higher in a group with
a severer environmental condition. This result supports the Bickerton’s hypothesis based on the ecological gap
between human ancestors and other ape species.

Keywords: language evolution, altruism, multilevel selection, artificial life.

1 Introduction

When we talk we usually transfer information to
hearers. Talking entails costs of production and time
although some of the information will be of value to
hearers. Therefore, some explanation must be given
if we admit that natural selection has shaped the hu-
man linguistic behavior. We believe that the matter
of why we talk at all is a key question for the origin
of language [1] and the answer will shed some light on
the mystery of human identity.

This paper focuses on the altruism in communica-
tion and aims to demonstrate evolutionary scenarios
based on multilevel selection [2]. Multilevel selection,
a sophisticated version of group selection, refers to
the idea that group-level selection and within-group
individual-level selection are supposed to work simul-
taneously and thus alleles can spread in a population
because of the benefits they bestow on groups regard-
less of the alleles’ effect on the fitness of individuals
within that group.

When considering the altruism in language, we
should not neglect the difference between language
and nonhuman communication systems (NCSs) [3].
Most signals in NCSs are designed not to communi-
cate information but to confer fitness on the sender.
Bickerton attributes this difference between language
and NCSs to the ecological gap between human ances-
tors and other ape species. In short, the food-poor,
predator-infested environments inhabited by proto-
humans placed a premium on cooperation, which
might lead to the emergence of language based on al-

truism.
We construct a computational model to examine

these scenarios. In the model, each agent has a word-
meaning association matrix that explicitly stores the
joint likelihood of the words and meanings. In con-
versation, if the receiver can successfully interpret the
meaning of the sent word, the receiver receives a posi-
tive reward but the sender receives a negative reward.
The matrix is evolved by the selection based on the
total rewards. We conduct evolutionary experiments
with unstructured and structured (multi-group) popu-
lations to investigate the effect of multilevel selection.
Also, in multi-group setting, we examine the Bicker-
ton’s hypothesis by differentiating the penalties among
groups.

2 Model

The population is composed of N agents and is di-
vided into χ patches. The set of agents occupying a
patch constitutes a group. Each agent has its own vo-
cabulary represented as a Word-Meaning Association
Matrix (WMAM), which is a likelihood n × m ma-
trix that explicitly stores the joint likelihood of the n
meanings and m words. The initial values of the el-
ements are randomly set in the range of 0 to 1, and
then normalized so that the sum of all elements is one.

Each agent plays one-to-one language game to send
all meanings with every other member in its group
in the game phase (Fig. 1). For a speaker, pij
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(= aij/
∑m

j=1 aij) denotes the probability of using
word j when sending meaning i, whereas for a hearer,
qij (= aij/

∑n
i=1 aij) denotes the probability of inter-

preting it as meaning i when hearing word j. If con-
versation in the game is successful, in other words,
the hearer can successfully interpret the meaning of
the sent word, the hearer and speaker receive the pay-

off, αi and βi, respectively. The term
∑m

j=1 p
(X)
ij q

(Y )
ij

denotes the probability that speaker X will success-
fully send meaning i to hearer Y , and is then summed
over all meanings, which will be the expected payoff
for the agent X in one-to-one game as follows.

RL(X),L(Y )
= (1/2)

n
∑

i=1

m
∑

j=1

(αip
(X)
ij q

(Y )
ij + βip

(Y )
ij q

(X)
ij ).

(1)
After the game phase, each agent decides whether

to migrate to a randomly-chosen patch or not by using
the migration function depending on its average pay-
off per game. The probability of migration for agent

X, Emig(X)
is defined as ρ × (1 − R(X)−RMin(x)

RMax(x)−RMin(x)
),

where ρ is the parameter of the function, R(X) is the
payoff of the agent X, and RMax(x) and RMin(x) are
the maximum and minimum payoffs in the group x to
which the agent X belongs, respectively.

Next, a new population is generated by the roulette
wheel selection according to the average payoff per
game until the population size reaches N . The selec-
tion is performed on the whole population while the
population structure is maintained during this phase,
in other words, each offspring is generated in the same
patch as their parents. Linear scaling modifies the
payoff of each agent before the selection if the least
one is negative. Then a normal random number (µ,
σ) is added to each element of WMAM with a proba-
bility ω as mutation, after each WMAM is normalized.
Finally, the agents chosen by the migration function
perform migration.

A sequence of these phases is repeated 20000 times.
We will focus on the evolutionary dynamics of the vo-
cabulary by considering the frequency of the utterance
of a word from a meaning or interpretation of a mean-
ing from a word that can be measured quantitatively
as a linguistic trait.

3 Experiments

The parameters common to all experiments were
set as follows. The population size N was 100, and the
numbers of meanings n and words m : were equally
3. The parameters controlling mutation ω = 0.001,
µ = 0 and σ = 0.05. The payoffs of speaker’s (αi)
and hearer’s (βi) for all meanings were -1 and 1.5, re-
spectively. This setting makes the agents with the vo-
cabulary by which to interpret correctly the meanings
of the sent words and to send the words of which the

Hearer's RewardSpeaker's Reward

Figure 1: The language game: shows that speaker X
talk about meaning i by using word j.

meanings the other agents cannot interpret correctly
receive a high payoff. We shall investigate how a com-
munication system evolves on the basis of altruism.

3.1 Unstructured population

First, we conducted the evolutionary experiments
with one patch (χ = 1) to grasp the basic dynam-
ics of the communication system. Fig. 2 (top) shows
the evolution of success rate in conversation. Starting
from 1/3, it increased rapidly to around 0.4 within 30
generations, and then reached a peak of 0.58. After
that, it gradually decreased and converged to approx-
imately 1/3. One word was associated equally with
all meanings in the converged communication system,
in other words one word was used for expressing all
meanings and the word was interpreted as each mean-
ing with a probability 1/3.

Fig. 2 (bottom) shows the evolution of the six lin-
guistic traits (expected frequencies in the population)
concerning meaning 3. The trait responsible for map-
ping from meaning 3 to word 1 (M3W1, hereafter),
M3W2 and M3W3 are expressed as “1”, “2” and “3”,
respectively. Also, the trait responsible for mapping
from word 1 to meaning 3 (W1M3, hereafter), W2M3
and W3M3 are expressed as “1’ ”, “2’ ” and “3’ ”,
respectively. So, for example, if “1” = 1.0 and “1’ ” =
1.0 then success rate = 1.0 concerning meaning 3.

We see the repetition of rapid change in the dom-
inant traits from this figure. There are at least three
mechanisms that shaped this dynamics. 1) M3W1 +
M3W2 + M3W3 = 1 by definition. Therefore, for
example, M3W2 tends to decrease when M3W1 in-
creased. 2) There is some correlation between the
changes in the traits using the same words as they are
based on the same elements in WMAM. 3) As conver-
sation success gives speakers a penalty, increase in the
traits responsible for interpreting a word as a meaning
correctly makes decrease in a trait responsible for us-
ing the word for the meaning. Actually, we see in the
graph a harmonic motion with a trait (e.g. W2M3) fol-
lowing another trait (e.g. M3W2), which can be seen
in the classical Lotka–Volterra prey-predator model.

An increase in speaker’s payoff should make it easier
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Figure 2: The success rate in conversation (top)
and the frequencies of the linguistic traits concerning
meaning 3 (bottom).
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Figure 3: Multilevel selection for an implicit group.

to establish an ideal communication system in which
one-to-one mapping between meanings and words.
Additional experiments confirmed this tendency. It
is worth noting that even the speaker’s payoff was less
than zero (e.g. -0.3), a high success rate (0.85) was
achieved. The reason is, besides the above mechanism
2), supposed to be that agents that are the members of
implicit groups in which successful conversations are
held tend to gain higher payoff than the other agents
who does not establish stable linguistic relations with
other agents. This is a kind of multi-level selection
based on the implicit linguistic groups (Fig. 3).

3.2 Structured population

Next, we examined the case with structured pop-
ulations. We adopted random migration in which all
agents migrate with a constant probability for com-
parison in addition to the method described in the
previous section.

Fig. 4(a) shows the average success rate in conver-
sation from 10000th to 20000th generations over 30
runs when varying the parameter of migration. It is
shown that it was significantly greater than the one
in the case of the unstructured population, especially
when the number of the patch is more than 2. This
suggests an effective linguistic system emerged in the

structured population surely owing to multi-level se-
lection. Also, we see that the weighted selection for
poorer agents in migration works well when compared
with the case with random migration (Fig. 4(b)) [4].
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Figure 4: The success rate in conversation when ρ
changed from 0.0 to 1.0 at intervals of 0.05. Each line
corresponds to the number of patches (1, 2, 5, 10 and
20). The peak values of the lines are: (a) 0.39, 0.40,
0.49, 0.58 and 0.74, and (b) 0.39 0.45, 0.67, 0.74 and
0.70, respectively.

Here, we investigated the evolutionary scenario us-
ing the case in which the number of the patch was
5. The success rate in conversation averaged over the
whole population fluctuated between 0.4 and 0.9. We
found that the rate and the group size in each group
were not converged but rather changing in a cyclic
fashion. The mechanism can be explained as follows.
As a general tendency, groups with a large conver-
sation success rate have agents with high fitness in
average. Therefore, the size of those groups tends to
increase. However, at the same time, there is a ten-
dency that agents who speaks and interprets correctly
(altruists) have lower payoff than the agents who just
interpret correctly (free riders). Therefore, when a
group size becomes larger and larger, the average fit-
ness has a tendency to decrease (Fig. 5).

It was also shown that extinction occurred fre-
quently in a cyclic behavior of the group size. It
is well known that the loss of variation could occur
when a new population is established by a very small
number of individuals (founder effect). This effect
could accelerate the generation of cooperative groups
in empty patches. Furthermore, agents from large
groups tend to be consistent, in other words, speak
a word for a meaning, and at the same time interpret
the word as the meaning especially in the biased mi-
gration, which also facilitates the evolution of cooper-
ation. This explanation based on multilevel selection
and the founder effect is similar to the one we took in
the context using the prisoner’s dilemma model [4].

3.3 Effects of environmental variation

In short, nonhuman communication systems
(NCSs) primarily benefit the speaker, while human
language benefits the hearer. In this sense, the setup
of the payoffs in the model is directed not to NCSs but
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Number of patches 0 2 4 6 8 10
Success rate (biased migration) 0.509 0.518 0.523 0.525 0.525 0.527

Number of agents 41.6 24.3 15.2 10.8 8.3 6.9
Success rate (random migration) 0.437 0.441 0.442 0.445 0.447 0.449

Number of agents 75.9 7.6 4.9 4.4 4.3 4.8

Table 1: The success rate in conversation and the group size in each patch (averaged over generations and over 30
runs) with the parameters ρ=0.2 and θ=0.005 (biased migration) and ρ=0.05 and θ=0.02 (random migration).
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Figure 5: The conversation success rate and the pop-
ulation size in a group with ρ=0.1 (biased migration).

to language. We examined the effect of ecological dif-
ference on the emergence of a reliable communication
system for which altruism is required, according to the
discussion by Bickerton [3]. We represented the eco-
logical gap simply as a difference in the default penalty
for each patch. In this experiment, the average payoff
of each agent in patch x was decreased by x × θ as
environmental severity (0 ≤ x ≤ 10).

From this experiment, we found a tendency that in
severer patches the success rate was higher and the
group size was smaller as the typical case in each set-
ting is shown in Table 1. This tendency was slightly
weaker when using random migration. Table 1 shows
the differences in the success rate between group 0 and
group 10 were 0.0179 (biased migration) and 0.0128
(random migration). The reason for this is supposed
to be that severe environment requires cooperative
communication and produces a larger founder effect
caused by frequent extinction.

4 Conclusion

Altruistic traits that reduce the actors’ fitness but
increase the fitness of recipients of the act are selec-
tively favored under positive assortment between co-
operators and noncooperators [6]. Many researchers
have reported that positive assortment is facilitated
by such mechanisms as kin recognition, limited dis-
persal or behavioral bookkeeping.

This paper focused on the altruism concerning the
traits responsible for speaking in the origin and evo-
lution of vocabulary. Computational experiments
showed that in an unstructured population a stable
communication system hardly emerged and complex
dynamics including prey-predator dynamics was ob-

served. The experiments with a structured population
demonstrated the key role of a realization of limited
dispersal, that is multi-population accompanied with
migration as environmental response, in the evolution
of vocabulary. Also, the results supported Bickerton’s
claim on the significant role of ecological difference.

It should be noted that we observed that altruistic
communication could evolve even in a single popula-
tion. This derives from the fact that speakers tend to
be correctly interpreted by the hearers having similar
genetic information in this model (as both traits re-
sponsible for speaking and hearing share an identical
association matrix and correlate each other) and very
likely in general. We believe that this language-specific
property facilitating positive assortment played a key
role in the evolution of human identity.
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Abstract: Spike-timing-dependent plasticity (STDP) induces competition among inputs, required for the construction of 
functional circuits, while maintaining the basic features of Hebbian plasticity. Here, we examine the competitive functi
ons of STDP incorporating a metaplastic activity-dependent feedback (ADFB) mechanism, wherein higher postsynap-
tic activity suppresses LTP, in cases where a model neuron receives two groups of correlated inputs. We demon-
strate that there are four distinct types of competitive properties depending on the relative input frequency between the 
different groups and the correlation time among the inputs within the same group: (1) competition with a bistable 
synaptic weight distribution (for identical frequency and brief correlation), (2) no competition (for identical frequency 
and prolonged correlation), (3) competition preferring strong input activity (for different frequencies and brief correla-
tion), and (4) competition preferring weak input activity (for different frequencies and prolonged correlation). Our re-
sults suggest that ADFB regulation enables the modification of the Hebbian competition properties associated with 
STDP to increase its abilities to reflect the firing properties of input neurons. 
 
Keywords: Plasticity, STDP, Synaptic competition, Neocortex. 

 

I. INTRODUCTION 

The development of functional neuronal connections 
depends on the competitive interaction between inputs 
[1]. In the presence of competition, the strengthening of 
some inputs causes the weakening of the others, thereby 
producing the input selectivity of neurons while main-
taining the level of postsynaptic activity. A conventional 
view is that the consequence of competition is deter-
mined by the relative strength of input activities such 
that the synapses that are frequently activated are 
strengthened while those that are less frequently acti-
vated are suppressed. Such activity-dependent competi-
tion is consistent with Hebbian rule of plasticity, be-
cause the frequently-activated inputs will tend to pro-
duce strong postsynaptic discharge and therefore can be 
potentiated. However, recent observations suggest that 
some forms of neocortical plasticity cannot be explained 
by Hebbian competitive mechanisms: for example, in 
the adult rat, the active use of single whiskers for ex-
ploring new environment produces the contraction of 
the cortical representation of the inputs from the fre-
quently-used whiskers [2]. The plasticity mechanism 
governing activity-dependent competition may be al-
tered depending on the characteristics of inputs arising 
from the sensory stimuli [3]. 

The Hebbian-based competition has been suggested 
to emerge automatically through spike-timing-
dependent plasticity (STDP) [4]. In STDP, the synapses 
that are activated slightly before and after the postsy-
naptic event is potentiated and depressed, respectively. 
Therefore, a group of temporally correlated inputs, 
which tends to arrive just before the postsynaptic spikes 
and can frequently contribute to evoking them, are se-
lectively potentiated. However, our recent study [5] has 
revealed that when STDP is accompanied by metaplas-
tic activity-dependent feedback (ADFB) modulation, 
wherein LTP is suppressed by the feedback of postsy-
naptic activity, the correlated inputs can be either poten-
tiated or depressed depending on whether the correla-
tion time is shorter or longer than a threshold, respec-
tively. This finding suggests that the ADFB mechanism 
may serve to increase the ability of STDP to encode the 
firing statistics of inputs such that the resulting synaptic 
behavior can exhibit either Hebbian or anti-Hebbian 
property according to the correlation structure of input 
spikes [5]. 

In the present study, to further examine the impact of 
such switching in the plasticity mechanism on the activ-
ity-dependent competition, we examine the dynamics of 
synaptic population emerging through STDP incorpo-
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rated with the ADFB mechanism. We construct a con-
ductance-based pyramidal neuron model that receives 
inputs from two groups of plastic synapses, which are 
correlated within each group, and investigate the distri-
bution of synaptic efficacies obtained by STDP. The 
results show that, depending on both the correlation 
time for the inputs within the same group and the rela-
tive activation frequency between the different groups, 
STDP can exhibit four types of competitive dynamics 
under ADFB modulation. 
 

II. METHODS 

1. Neuron model 
We used a two-compartment neuron model consist-

ing of a soma and a dendrite [5]. Both the compartments 
contain voltage-dependent sodium and potassium cur-
rents. A voltage-gated Ca2+ current and a Ca2+-
dependent potassium current are included in the den-
dritic compartment to reproduce firing rate adaptation 
exhibited in pyramidal neurons.  

The neuron receives random inputs, generated by 
Poisson processes, from 4000 excitatory and 800 inhibi-
tory synapses [5]. The excitatory inputs are comprised 
of AMPA- and NMDA-mediated currents, while the 
inhibitory inputs are mediated by GABA. To examine 
the correlation-based competition, we divided the exci-
tatory synapses into two equally sized groups (2000 
synapses each). We introduced independent correlations 
of equal magnitude to both of them by the method given 
by Song and Abbott [6]. The firing rate of the inputs 
within the same group has a correlation function that 
decays exponentially with a time constant 

c  (correla-

tion time). The inhibitory synapses are activated by un-
correlated homogeneous Poisson processes. The mean 
firing rate for both the excitatory and inhibitory inputs 
are set to 3 Hz, unless otherwise stated. Considering a 
very low success rate (around 10%) of the synaptic 
transmission in central synapses [7], this input rate may 
approximately correspond to 30 Hz of firing frequency, 
which is within the physiological range of the sensory-
evoked response of cortical neurons. 

2. Synaptic weight modification 
The synaptic weight modification by STDP acts on 

all the excitatory (AMPA) synapses. We define t  = 

post pret t  to be the time lag between the pre- and post-

synaptic action potentials. The weight change w  
induced by STDP is described as follows: 

exp( / ), for t >0,
exp( / ), for t 0.

A t
w

A t



 

 

 
     

  (1) 

Here, A  (see below) and A (>0) represent the mag-

nitude of LTP and LTD, respectively [5].  = = 20 

ms are the parameters to decide the length of the tempo-
ral window of STDP. When a pre- or postsynaptic event 
occurs, the synaptic weights w are modified stepwise 
according to the additive rule of STDP. The weight 
changes caused by all the spike pairs are summed line-
arly. The upper bound of synaptic weights (wmax) is im-
posed to stabilize the learning dynamics. 

Experimental findings suggest that LTP and LTD in 
STDP may depend on different signaling pathways: the 
activation of NMDARs for LTP and that of other signal-
ing receptors (e.g., metabotropic glutamate receptors 
(mGluRs)) for LTD [8]. This may suggest that when 
higher postsynaptic activity facilitates Ca2+ entry 
through the voltage-gated Ca2+ channels, the Ca2+-
dependent desensitization of NMDARs will suppress 
LTP without affecting LTD. Additionally, functional 
NMDARs consist of obligatory NR1 subunits and 
modulatory NR2 subunits. The fact that Ca2+-dependent 
desensitization occurs in NR2A- but not NR2B-
containing NMDARs [9] implies that the expression 
pattern of NR2 subunits may regulate Ca2+-dependent 
desensitization. To examine the effects of the subunit- 
and activity-dependent desensitization of NMDARs, we 
introduced the ADFB modulation of the magnitude of 
LTP proposed by ref. [5]: 

0
max( ) ( )postA t A k f t   .   (2) 

Here, 0A
 and 

maxk  are positive parameters. ( )postf t  

denotes the postsynaptic firing rate at time t. The pa-
rameter   is used to represent the expression pattern 

of distinct NMDAR subunits:   = 0 corresponds to 
the state where NMDARs are comprised of NR1 and 
NR2B subunits, whereas   = 1 denotes the state 
where the NMDARs contain many NR2A subunits. 
Therefore, in Eq. 2, the feedback effect is strengthened 
by the increased value of  , which corresponds to the 
enhanced expression of NR1/NR2A NMDARs exhibit-
ing activity-dependent desensitization. The postsynaptic 
frequency was estimated by the equation ( )postf t = 

0
exp( ) ( )postS t d   


   by using the postsynaptic 

spike train ( )postS t = ( )
post

postt
t t  . 
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III. RESULTS 
To examine how the competition by STDP depends 

on the input correlation properties, we examined the 
synaptic distribution at the equilibrium state by chang-

ing the correlation time c , when the neuron receives 

two groups of correlated inputs (Figs. 1A and 1D). The 
figures show that when the correlation time is suffi-
ciently short, the synaptic weights segregate into the 
two input groups with the one winning the competition 
suppressing the other. However, when the correlation 

time becomes prolonged ( c > 20 ms), the synaptic 

weights of both the groups converge to the same aver-
age strength, implying the absence of competitive inter-
action. This result is clarified by the steady-state weight 
distribution (Fig. 2A). The figure shows that for smaller 

c , the final weight distribution is bimodal and the two 

groups converge to distinct distributions [6] (Fig. 2A, 

left). In contrast, for larger 
c , the weight distributions 

of the two groups have the identical characteristic form 
that contains local peaks at the positions slightly apart 
from the boundaries (Fig. 2A, right). The competitive 

state obtained for smaller c  is bistable because the 

inputs are symmetric under exchange of the two groups, 
and therefore, which group becomes dominant at the 
present time can be determined by the past input activi-
ties [10]. The results here appear to be consistent with 
the previous result [5] that STDP exhibits Hebbian or 
anti-Hebbian property for smaller or larger 

c  values, 

respectively. For smaller 
c , the Hebbian property of 

STDP can drive correlation-based competition as in the 
previous study [6]. In the presence of prolonged correla-
tion, if either one group is potentiated more than the 

Fig.1. (A–C) The weight averages of the two input
 groups as function of 

c  at the equilibrium state. 

The mean input frequency of the two groups is th
e same (3Hz) in (A), whereas that of either one g
roup is decreased by 25% in (B) or by 50% in 
(C). The input frequency for each group of synaps
es is shown in the labels. (D) The difference in  
the weight averages of two groups at the equilibri
um state is plotted as function of 

c  for the three
 input cases corresponding to (A)-(C) by using the
 same line style.  

 
Fig.2. The steady-state weight distributions of the
 two synaptic groups are shown by the solid an
d dashed lines. Left and right columns show the
 cases for 

c  = 5 ms and 
c  = 1280 ms, respe

ctively. The mean input frequencies for the two 
groups are the same in (A), whereas they are di
fferent in (B) and (C). The input rate for each 
group is shown in the legends. Since the weight
 distribution fluctuates even at the equilibrium, 
we have taken their temporal average over a suf
ficiently long period. 
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other, the potentiated group will tend to control the tim-
ing of the postsynaptic spiking. However, the activation 
of inputs with longer correlation time produces many 
post-pre timing spike pairs that cause LTD [4]. Thus, it 
would be difficult for the correlated group to be con-
tinuously potentiated in the presence of anti-Hebbian 
mechanism, in which a group of inputs having pro-
longed correlation tends to be strongly weakened [5].  

Furthermore, when the mean input frequency for one 
group was decreased, the dominant group at the equilib-
rium state was reversed with changes in the correlation 
time (Figs. 1B–1D): the group activated by higher fre-
quency inputs suppresses the other group at smaller 

c , 

whereas the group activated by lower frequency inputs 
becomes dominant at larger 

c . These changes are ac-

companied by the significant modification in the pro-
portion of synapses within each group that accumulates 
near either the upper or lower boundary (Figs. 2B and 
2C). These results imply that STDP functions to 
strengthen frequently and less-frequently activated in-
puts in the case of brief and prolonged correlation time, 
respectively, which may also be in line with the predic-
tion by the switching from the Hebbian to anti-Hebbian 
plasticity through the increased correlation time [5].  

 
IV. CONCLUSION 

In this study, we have examined how an STDP model 
incorporated with the ADFB mechanism regulates com-
petition between two groups of correlated inputs. The 
results have demonstrated that four distinct types of 
competitive properties emerge from STDP, depending 
on the relative difference in the frequencies with which 
the two groups generate inputs and the correlation time 
of the input activity within each group: (1) competition 
producing bistable synaptic pattern (for the same input 
frequencies and small correlation time); (2) no competi-
tion (for the same input frequencies and large correla-
tion time); (3) the competition with a bias towards 
stronger input activity (for different input frequencies 
and small correlation time); and (4) the competition 
with a bias towards weaker input activity (for different 
input frequencies and large correlation time). Cases (1) 
and (3) can be expected from Hebbian plasticity, 
whereas (2) and (4) may result from anti-Hebbian plas-
ticity, as mentioned above. A strong Hebbian learning 
has a non-democratic aspect since it will permit only a 
small number of frequently-activated inputs to acquire 
control of many postsynaptic neurons. Therefore, in 
biological systems, it would be useful to regulate the 

strength of Hebbian effects. The present findings sug-
gest that ADFB regulation enables the modification of 
the Hebbian properties associated with STDP, which 
may be required for efficient central processing. 
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Abstract: Short nap is a good relaxation way when people feel sleepy and tired during the day time. An automatic light 
sleep level estimation technique was presented for short nap sleep evaluation. Parameters were extracted from the 
polysommnographic sleep record. Sleep stages of open eyes awake, close eyes awake, and stage 1 were determined 
automatically based on the conditional probability. The conditional probability indicated the possibility of occurrence 
of sleep stages during short nap. The light sleep level was estimated based on the continuous change of conditional 
probability of awake. The developed technique can be usable for comfortable short nap sleep control. 
 
Keywords: light sleep level, short nap, conditional probability. 

 
 

I. INTRODUCTION 

Sleep is essential for the normal functioning of all 
the systems of our body. Sleep is fundamental for 
healthy, which is related to the circadian rhythms. 
Usually, sleep time or sleep/wake cycle is controlled by 
environmental factors and internal factors. Comfortable 
environment control has significant affect to ensure 
good sleep for human health. 

Daytime prophylactic nap is an effective relaxation 
way which can avoid the decline of working efficiency 
and attention level [1]. This kind of short nap sleep has 
positive effects on performance level, while it also has 
negative effects as sleep inertia. The suitable latency of 
a short nap is suggested about 20 minutes to maintain 
the daytime arousal level [2]. However, the proper time 
of short nap is uncertain by various factors. The 
environment factors included the temperature, sound, 
etc. The internal factors were mainly the individual 
difference on mental and physical functions. Therefore, 
automatic control of short nap sleep time which can be 
adaptive to persons is necessary to be developed. 

In this study, an automatic estimation technique for 
light sleep level during short nap was developed. The 
ultimate purpose is to control the sleep time for an 
effective short nap. The sleep stages of open eyes stage 
awake O(W), close eyes stage awake C(W) and stage 1 
(S1) during short nap were determined automatically. 
The main method for sleep stage determination was 
based on the expert knowledge-based multi-valued 

decision making, which had been developed in our 
previous study [3]. The algorithm was modified in order 
to obtain the changing of conditional probability for 
sleep stages. The changing of conditional probability 
was adopted to estimate the light sleep level during 
short nap sleep.  

 

II. METHOD 

1. Data acquisition 
The sleep data of five subjects were adopted for 

light sleep level analysis. The overnight sleep recording 
of two subjects was selected for training to obtain the 
parameter distribution for sleep stage discrimination. 
Another three were for testing to calculate the 
conditional probability which representing the possible 
occurrence of each sleep stage.  

All of the sleep data were recorded based on the 
polysommnographic (PSG) measurement including four 
electroencephalogram (EEG), two electrooculargram 
(EOG) and one electromyogram (EMG). EEGs were 
recorded by using cup electrodes fixed to the scalp at 
points C3, C4, O1, and O2 with the reference of earlobe 
A1 and A2 according to the International 10-20 System 
[4]. EOG was recorded by using three cup electrodes 
which were pasted near the eyes to record the vertical 
and horizontal eye movements. Two cup electrodes 
were attached near chin to record the muscle activity of 
EMG. 
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2. Visual inspection 
The continuous sleep data was divided into 

consecutive 30-second epoch. Sleep stages were 
inspected visually for each epoch by a qualified 
clinician (F. Kawana) in Toronomon Hospital.  

The light sleep states were inspected mainly 
according to EEG characteristics [5]. SW was scored to 
open eyes awake O(W) and close eyes awake C(W) 
according to the alpha activity (8-13 Hz) in O1/A2 and 
O2/A1 channels. S1 was scored with low voltage slow 
wave activity of 2-7 Hz in C3/A2 and C4/A1. Eye 
movements were disappeared and muscle activities 
were depressed when vigilance level was gradually 
declined.  

 

3. PSG parameters 
The parameters for sleep stage determination were 

extracted from the periodograms of neurological signals 
of EEG, EOG and EMG. Table 1 showed the definition 
of three parameters. Dα was calculated in EEG channels 
as the ratio of the amount of alpha components (8-13Hz) 
to the amount of total frequency components (0.5-25Hz). 
AHF was calculated in EEG channels as six times of the 
square root of the amount of high frequency 
components (25-35 Hz). SL-R was calculated in EOG 
channels as the amount of eye movement. Those 
parameters were selected which can discriminate the 
parameter distribution among the sleep stages of O(W), 
C(W) and S1. 

The parameter distributions were constructed for 
sleep stages. Cauchy distribution was adopted to 
estimate the parameter distribution, as 

2 2( | ) ,
(( ) )

bf y
y a b





   

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1. Parameter definition 
 Definition 

Duration [%] 100%
T

SD
S


    

Amplitude [μV] 6HF HFA S  

Amount [μV2] L RS 
 

*α: 8-13 Hz, T: 0.5-25 Hz, HF: 25-35Hz, L-R: 2-10 Hz 
 

where y is parameter, ξ is sleep state, a and b are 
location and scale parameters of Cauchy distribution. a 
and b were determined by least square method applying 
to the histogram of parameters. 

 

4. Conditional probability 
The conditional probability was calculated based on 

the Bayes rule as,  
 
 

 
 
where Pk|k-1(ζi) is the predicted probability, yk is a 
parameter vector and f(yk|ζi) is the joint probability 
density function of parameters in yk for stage ζi .  

The conditional probability of O(W), C(W) and S1 
were calculated for every 5-second segment. The 
average value of each conditional probability among the 
six 5-second segments was adopted as the conditional 
probability for one 30-second epoch. The higher value 
between the conditional probabilities of stage O(W) and 
C(W) was adopted as the conditional probability of 
awake PW. PW was adopted to estimate the light sleep 
level during short nap sleep. 
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Fig.1. Probability density function of parameter for each sleep stage 
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III. RESULTS 

1. Parameter distribution 
The overnight sleep recordings of two subjects were 

utilized to obtain the parameter distribution. The 
probability density functions of Cauchy distribution for 
three parameters were given in Fig.1. The horizontal 
axis was stages and vertical axis was probability. The 
empty circle indicated the location parameter of Cauchy 
distribution while full circle the scale parameter of 
Cauchy distribution.  

Since the training data were overnight sleep recording, 
the parameter distributions for all the sleep stages were 
illustrated, where W was stage awake, R was rapid eye 
movement stage, S1, S2, S3 and S4 were non-rapid eye 
movement of sleep stage 1, 2, 3 and 4, M was body 
movement. The darken parts represented the parameter 
distribution for O(W), C(W), and S1. The duration of 
alpha activity showed higher values for stage C(W). The 
amplitude of HF activity indicated C(W) and O(W) 
were separated from S1. The amount of eye movement 
of S1 was higher. The combination of those three 
parameters was utilized to calculate the conditional 
probability of each sleep stage for test subjects. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2. Light sleep level estimation 
Another three subjects were utilized for testing. In 

Fig.2, the conditional probability of awake PW was 
shown comparing with the visual inspection.  

Fig.2 (a) showed the visual inspection by clinician. 
Fig.2 (b) showed the conditional probability of awake 
obtained by expert knowledge-based multi-valued 
decision making method. The horizontal axis was time. 
The vertical axis was sleep stages. The beginning 30 
minutes of sleep data before falling to deep sleep were 
extracted from the whole recording. The conditional 
probability PW was rather high when visual inspection 
was stage awake. PW was decreased when stage awake 
changed to stage 1 and stage 2. When the body 
movement was inspected by clinician, the 
corresponding conditional probability PW also has 
higher value. The darken parts showed that the changing 
of conditional probability was consistent with visual 
inspection. At the beginning of recording, the 
conditional probability slightly varied when visual 
inspection was kept to be stage awake.  
  The result of another two test subjects were shown in 
Fig.3 and Fig.4. The continuous changing of conditional 
probabilities PW was given respectively.  
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Fig.2. Light sleep level estimation based on conditional probability by expert knowledge-based 
 multi-valued decision making method for subject A. 

(a) Visual inspection by clinician 

(b) Conditional probability of stage awake 
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Although the visual inspections were not given for 
these two subjects, the sleep stage changing can be 
estimated according to the continuous changing of 
conditional probability of stage awake PW. The higher 
value indicated higher vigilance level which might be 
stage awake. The lower value indicated lower vigilance 
level where sleep was transited to stage 1 and stage 2. 
 
 
 
 
 

Fig.3. Light sleep level estimation for subject B. 
 
 
 
 
 
 

Fig.4. Light sleep level estimation for subject C. 
 
 

IV. DISCUSSION 

1. Light sleep level estimation 
Adequate regulation of the sleep state is significant 

to ensure an effective short nap. During the short nap 
sleep, it is better to wake up from light sleep stage. The 
automatic sleep stage determination by expert 
knowledge-based multi-valued decision making method 
was effective for overnight sleep stage determination.  
It was also usable to obtain the continuous change of 
conditional probability.  

In this study, the conditional probability of sleep 
stage was calculated continuously to indicate the light 
sleep level during short nap. The result showed that the 
conditional probability of awake is useful for light sleep 
level estimation. For further study, the relationship 
between light sleep level and conditional probability of 
all the sleep stages needs to be considered together to 
construct an effective parameter for light sleep level 
estimation in order to improve the accuracy. 
 

2. Comfortable sleep circumstance control 
The developed technique can be usable for 

comfortable sleep circumstance control especially to 
ensure an effective short nap. When conditional 

probability of awake was decreased, the sleep stage may 
be transited to light sleep stage 1 and stage 2.  

Based on the light sleep level estimation result, 
subject can be waked gradually from light sleep by 
using proper environment controlling technique. 
Therefore, comfortable short nap sleep control can be 
realized.  
 

V. CONCLUSION 

Short nap sleep data was analyzed based on the 
expert knowledge-based multi-valued decision making 
method. The conditional probability of awake was 
utilized for light sleep level estimation during short nap. 
The developed technique can be usable for effective 
short nap control.  
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Abstract: One of the most important issues in developing entertainment robot is human-robot interaction, in which the
robot is expected to learn new behaviors specified by the user. In this paper we present an imitation-based mechanism
to support robot learning and use evolutionary computing to learn new behavior sequences. We also propose several
advanced techniques at the task level and the computational level to evolve complex sequences. To evaluate our
approach, we use it to evolve different behaviors for a humanoid robot. The results show the promise of our approach.

Keywords: Entertainment Robot, Humanoid Robot, programming-by- demonstration, Genetic Algorithm

I. INTRODUCTION

In recent years, entertainment robots have been
considered the main trend of the next-generation
electronic toys, and this type of robots has become an
important application of intelligent autonomous robot
[1][2]. Building fully autonomous artificial creatures
with human-like intelligence is a long-term goal and it
has not yet achieved at the present stage. However, with
current technologies in computing and electronics, and
new knowledge in ethology, neuroscience and cognition,
it is now possible to create embodied prototypes of
artificial living toys acting in this physical world.

One of the most important issues in developing
entertainment robot is human-robot interaction, in
which the robot is expected to learn new behaviors
specified by the user. Entertainment robots are service
robots to live with people, therefore we need to
furthermore apply knowledge of biology and ethology
to derive design principles for interaction and learning.
Imitation is a powerful mechanism in social animals for
learning and delivering new knowledge [3][4], and
some researchers have proposed to endow a robot with
such social-cognitive skills [5][6][7]. In this work, we
choose to implement such a mechanism to provide a
special kind of human-robot interaction.

In this paper we present an evolution-based
approach to realize the imitation-based learning. In our
work, the robot is shown how to perform the desired
behavior first, and during the period of human
demonstration, the behavior sequences are recorded and
analyzed. Then the Genetic Algorithm is employed to
evolve the behavior sequences: to determine how to
rotate different motors on the robot’s body parts to
produce the same behaviors. To evaluate our approach,
we use it to evolve different behaviors for a humanoid
robot. As for complex behavior sequences, we propose

some advanced techniques for performance
enhancement, including the division of the overall
behavior at the task level, and the exploitation of priori
information and exploration of search space with an
adaptive mutation at the computational level. The
preliminary results and analyses show that our approach
can successfully and effectively evolve behavior
sequences for the robot.

II. EVOLVING BEHAVIOR SEQUENCES

1. System Overview

As mentioned above, this work aims to establish an
imitation-based learning framework to evolve behavior
sequences for a humanoid robot. Fig. 1 illustrates such a
framework that mainly includes two parts for active
learning and passive learning, respectively. The active
part involves a gesture recognition procedure, which is
to capture and record images of the demonstrator, and
then extract the curve for further interpretation. If a
match is found, the corresponding behavior module is
retrieved and activated from the behavior library. The
control code for generating the sequence is then sent to
the robot. The library can be pre-constructed to include
some behavior primitives as basic components, and is
gradually expanded by the user during the human-robot
interaction procedure.

The passive part is to build a new behavior that does
not exist in the behavior library. Here the new behavior
means a completely new sequence (if no sequences in
the library matched any part of the newly demonstrated
one) or a sub-sequence obtained from the demonstrated
sequence (after the partially matched parts have been
removed). Because this work focuses on the passive part
of the demonstration-based learning framework,
therefore we will concentrate on describing the
development of our learning mechanism, in which a
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modified genetic algorithm is employed to evolve
behavior sequences.

Fig. 1. The system overview.

2. Evolving Behavior Sequences

The first important step in evolutionary computation
is to choose a proper representation for the individual.
The goal here is to drive the motors of a humanoid robot
to produce the same behavior sequences as that of the
human demonstrator. We thus use a direct encoding
scheme that takes the motors to be considered and their
corresponding activities as gene pairs to constitute a
chromosome. That is, a chromosome is a fixed length
string that records a sequence of motor activities along
time domain. The odd genes indicate the motor
identifiers and the even genes are the motor rotating
angles. To provide the robot a reasonable number of
time steps to produce the target behavior sequence, the
length of the chromosome is defined as the ratio of the
estimated displacement of the behavior trajectory to the
minimal motor speed.

As the behavior shown by the demonstrator may
involve different body parts (for example, both hands in
this work), the motors drive these parts can thus rotate
independently at the same time. In such situations, the
behavior trajectories of different parts can be built
separately, in which only the motors driving the same
part are used in the corresponding chromosome.
However, in the above situations the synchronization
problem between different body parts needs to be
considered. For example, in Fig. 2, the demonstrator
moved his right hand but halted the left hand (the x, y, z

coordinates remain the same) in two short periods T1

and T2. Therefore, when the behavior sequences for the
two hands are evolved separately, some motor genes
with zero rotating angles (i.e., halting the motors) need
to be inserted to the solution for the left hand to keep it
synchronized with the right hand.

From the computational point of view, using motor
genes with zero rotating angles will generate some

redundant gene pairs and introduce extra difficulty in
the evolutionary process, so we employ an alternative
way to deal with the synchronization problem instead.
In our method, sequences for different body parts are
aligned and the halting periods are used to divide these
sequences. For example, in Fig. 2 the two sequences for
the right and the left hands are divided into four
independent sub-sequences. Then the solutions are
evolved separately for each sub-sequence and combined
as the overall solution.

Fig. 2. An example of behavior sequence in which the upper
(lower) part shows the x, y, and z coordinates of a tracking
mark on the demonstrator’s right (left) hand.

After the genetic representation has been defined,
the next step is to evaluate individuals to determine their
fitness for the creation of a new population. Here, the
goal is to measure how the behavior sequence produced
by the individual is close to the original sequence shown
by the demonstrator. It is to accumulate the deviations
derived from the motion effect of the motor activities
described in a chromosome. If the target and actual
positions for a tracking mark at time step t are p(t) and
p′(t), respectively, the closeness of the target and actual
sequences can be measured as:

and

c(t) = 1 if d(t)＜dthread ; c(t) = 0 otherwise

In the above equation, T is the number of time steps of
the robot’s performing the task; d(t) means the distance
between the target and actual positions at time t; and c(t)
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indicates whether the actual sequence can approximate
the target sequence at time t.

As the closeness measures the position difference of
two sequences at discrete time points, it is thus possible
to obtain two sequences with very similar closeness but
have different motion trajectories. To distinguish among
sequences precisely, a penalty term is introduced to
estimate the differences of motion trajectories of the
target and actual sequences as:

in which v is the velocity of the tracking mark (i.e., vp =
|p(t)－p(t+1)| and vp′= |p′(t)－p′(t+1)|). With the above
two kinds of measurement, we then define the fitness
function as their weighted sum:

penaltyclosenessfitness  

Based on the above fitness function, the individuals
can be evaluated and their performance can be
determined. Then a certain selection scheme is used to
choose parent individuals. In our implementation, the
tournament selection scheme is employed to choose
parents. Then, three genetic operators, reproduction,
crossover, and mutation, are applied to create a new
population for the next generation. As our
representation includes two types of data (motor
identifier and rotating angle), two kinds of crossover are
used for the recombination of individuals: uniform
crossover for motor genes and arithmetical crossover for
rotating angles.

3 Evolving complex behavior sequences

After describing how an evolutionary framework is
developed to learn new behavior sequences, this section
presents how it is furthermore extended to evolve
complex sequences from different points of view. Here
the complex sequence means a sequence that needs
specific skills to achieve; it is not necessarily a long
sequence. The first way to evolve complex sequences is
to reduce the complexity from the task level. That is, to
take a divide-and-conquer technique to decompose a
complex behavior sequence into several sub-sequences,
evolve solutions for the sub-sequences and then
combine them together for the complete sequence.
Though this method provides a direct way to reduce
task complexity by the division of original sequence,
however, its corresponding disadvantages need to be
seriously considered. For example, it is tedious for the
user to deal with the large amount of tiny subsequences.

Also it becomes difficult to attach suitable semantic
interpretations for the tiny sequences and this is
important to many service robot applications.

The other direction to encounter the complexity
problem is to take a computational perspective to
enhance the searching performance. Two methods have
been developed in this work. The first method involves
the exploitation of the priori knowledge in searching
solution space. It is to retrieve some behaviors
sequences, which are similar to but different from the
target behavior, from the behavior library to the initial
population. It is expected that with the guidance of these
relatively good solutions, the evolutionary search can
become more efficient and the target behavior can thus
be obtained.

The other method is to develop an adaptive mutation
scheme to maintain population diversity during the
evolutionary process. It is to calculate the standard
deviation of the fitness of all individuals at each
generation (i.e., sdi), and to record the maximum of the
standard deviation from the first generation (i.e., max-

sd-so-far). Then the ratio of current standard deviation
to the maximum value is used to determine the mutation
rate, which is the default mutation rate multiplies a
factor of (1－ sdi/max-sd-so-far). In this way, the
population is guaranteed to include certain new
individuals to main its diversity.

III. EXPERIMENT RESULTS

To assess the proposed methods, we used them to
evolve different complex behavior sequences. In this
work, we developed a simulator to generate the
behavior sequences to be achieved and record the
coordinates accordingly, to save the effort of human
demonstration. In addition, to fit the hardware
restrictions of the real robot used in this work, three
motors, on the shoulder (pitching), elbow (rolling), and
twist (rolling) joints, were used to drive each hand. Here,
each motor was allowed to rotate within the range of
+90 to –90 degrees. The behaviors evolved from
simulation were transferred to a real humanoid robot for
verification.

In the experiments, we pre-compiled three complex
behavior sequences, as illustrated in Fig. 3 (due to the
space limitation, only one behavior is shown), to
evaluate the methods mentioned in section II.3 in
evolving complex sequences. We also conducted a set of
experiments that took the original framework to evolve

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 470



0

2

4

6

8

10

1 2 4

num of (sub)-sequence

nu
m

of
su

cc
es

s

behavior 1

behavior 2

behavior 3

the same tasks for performance comparison. The results
without advanced techniques are shown in Fig. 4, in
which no successful runs can be obtained.

Fig. 3. One of the target behaviors.

Fig. 4. The results for evolving behaviors with different
population size (The y-axis means fitness value, and the
indices 1, 2, and 3 in the x-axis represent experiments for three
different behaviors, respectively).

1. Task decomposition

As described in section II.3, we can adopt the
divide-and-conquer method to reduce task complexity,
evolve partial solutions for subsequences, and then
combine the partial solutions to obtain the final solution.
To evaluate the performance of task decomposition, we
divided the each of the tasks into two behavior
subsequences, and then four subsequences (with
approximately the same length), to examine the
corresponding effect. In the experiments, ten
independent runs were conducted for each of the
divided subsequences. The population size is 1000, the
crossover rate is 0.7 and the mutation is 0.003.

Fig. 5 lists the results of dividing the original tasks
into different number of subsequences. As can be seen,
initially all of the three complex behavior sequences
cannot be evolved correctly. After each of the sequences
was divided into two subsequences, the first behavior
can be evolved successfully four times in the ten runs,
and the third behavior, one time. We then furthermore
divided them again into four subsequences and repeated
the evolutionary runs again. As can be expected, the
target tasks became more achievable after the division
was performed again. But it should be noted that more

and more tedious experimental runs will be needed if
the task are divided iteratively. Also it will become
difficult to attach semantic labels for the tiny sub-
behaviors to be reused in other applications.

Fig. 5. The number of successful runs in evolving complex
sequences by task decomposition.

2. Advanced evolutionary techniques

In addition to reducing complexity from the task
level to evolve complex behaviors, we also investigate
whether the priori information of a specific problem can
be used to derive solutions in a more efficient manner.
Here, the priori information means the similar behavior
sequences already recorded previously in the behavior
library. In this work, ten simple behaviors are pre-
defined as primitive robot behaviors. To exploit the
information already obtained, we measured the
similarity between the target behavior and the ones
recorded in the library, and then chose and inserted three
most similar behaviors to the initial population in the
evolutionary process.

Ten independent runs have been conducted for each
of the tree tasks. In each run, a population of 1000
individuals was used, in which three of them were taken
from the library as described above. Fig. 6(a) presents
the results. It shows that in average the experiments
with priori information have better performance than
those without using information. However, we also
noticed that with the guidance of priori information, the
runs converged more quickly than those without using
information. This feature caused evolutionary runs to
lose population diversity and became premature.
Consequently, we cannot obtain successful solutions.

To prevent the above premature situation, we have
developed an operator of adaptive mutation to maintain
population diversity. It is to introduce randomness of the
population based on the standard deviation of the fitness
of all individuals. In this set of experiments, the
mutation rate of each generation was determined by the
criteria described in section II.3. To observe the effect of
adaptive mutation alone, we conducted ten runs for each
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of the three complex behaviors in which all other
parameters were the same as the abovementioned
methods. Fig. 6(b) summarizes the results. As can be
seen, better results can be obtained, though there is no
successful run obtained.

(a) (b)

Fig. 6. The results of using priori information (a) and adaptive
mutation (b) to evolve robot behaviors.

From the above two sets of experiments, it can be
seen that using priori information or adaptive mutation
can both improve search performance and evolve better
solutions, but no perfect solutions can be obtained from
all of the runs. Therefore, following the above
experiments, we combine both strategies to conduct
evolutionary runs (with the same parameter settings as
before) in evolving complex behaviors. Fig. 7
summarizes the results, in which the numbers of
successful runs for the three behaviors are now 5, 2, and
3, respectively. Fig. 8 shows how the fitness curves
converged during the typical runs (for the behavior
illustrated in Fig. 3). As can be seen clearly, by
integrating two useful strategies to exploit all their
advantages, perfect solutions can be evolved. It shows
the success of our approach.

Fig. 7. The results of using both priori information and
adaptive mutation.

IV. CONCLUSIONS

In this paper, we have indicated the importance of
developing entertainment robots as an intelligent robot
application. To realize the development of adaptive
entertainment robot, an imitation-based learning

mechanism has been constructed with which the user
can teach the robot how to perform the expected
behavior through demonstration. Here we use an
evolutionary approach to support the imitation-based
robot learning, and implement several advanced
techniques at the task level and the computational level
to evolve complex behavior sequences. The
experimental results show that by the exploitation of
priori information and the exploration of solution space
with an adaptive mutation, the complex behavior
sequences can be evolved successfully.

Based on the presented work, we are currently
extending our approach to evolve robot behaviors with
coordination of both hands and legs. Since this type of
behaviors involves the balance of robot body, it
becomes more difficult to achieve. We are investigating
more advanced computational techniques to deal with
the relevant problems. In addition, we plan to integrate
an efficient vision system into the robot to acquire and
analyze the demonstrator’s behavior sequences in real
time.

Fig. 8. The fitness curves of the typical run in evolving
behaviors by both priori information and adaptive mutation.

REFERENCES

[1] Veloso MM (2002), Entertainment robotics.
Communication of the ACM, 45, 59-63
[2] Fujita M (2004), On activating human
communications with pet-type robot AIBO.
Proceedings of the IEEE, 92, 1804-1813
[3] Rizzolatti G and Craighero L (2004), The mirror-
neuron system. Annual Review of Neuroscience 27, 169-
192
[4] Zentall TR (2006), Imitation: definitions, evidence,
and mechanisms. Animal Cognition 9, 335-353
[5] Dantenhahn K (2007), Socially intelligent robots:
dimensions of human-robot interaction. Philosophical
Trans. of the Royal Society B, 362, 679-704
[6] Breazeal C (2002), Designing Sociable Robots, MIT
Press, Bradford Book.

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 472



A guess for natural neural activity and a modification suggestion on the ANN 
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ABSTRACT  Based on the knowledge of brain and 
neural science, the author has a guess on the basic 
brain neural activity, that every stimulation from 
vision or other sensitive organs forms a 
micro-lighting in brain. The activity in brain neural 
organ, in fact, is a successive micro-lighting process. 
Also, the author suggest to modify the structure of 
Artificial Neural network(ANN), based on the guess 
above. 
 
Key words: ANN, micro-lighting, brain neuralology 
 
I. Introduction 

In recent years, as the growing of interests on the 
research about artificial brain, people try to find some 
new type of model to describe the real activity in our 
brain, and aimed to lead a engineering model to 
develop artificial intelligent technology, in which the 
intelligence is more close the real process in our 
human brain. The authors think of that so far any 
intelligence appeared in the so-called “intelligent 
equivements” is not the true intelligence because they 
were given but not obtained. That means those 
intelligence are not evolutionary or not recognative 
by some sensing organs. So, trying to propose a mode 
to get information and then to transfer to knowledge 
is a valuable research direction. In addition, the 
present ANN model has some drawback, in fact, in 
every ANN all nodes in the same layer are connected 
to the all nodes in the next layer is not reasonable, in 
that case any ANN will can do only one job. 

 
II. The guess----A micro--lighting for stimulate 

We analyzed the real brain neural process, the 
fact is that the stimulate make the brain face have 
response only on some specific area, not the whole 

brain face. Also, it located the different area for the 
different type of stimulating, such as vision and 
listening. We could think of a neural network should 
be responded like the following: there are several 
coding type for the different stimulates, the coding 
form not very complicated as we thought; the coding 
form lead a micro-lighting which only active an area 
of the neural network.  
Based on the knowledge and analysis above we try to 
guess a model for the real neural activity like that 
when a stimulate comes and active the network, a 
micro-lighting appear, it is stochastic and directed to 
a specific area of brain face, just like the real 
lightning in sky. (see fig.1) 

 
Simulation to the natural brain 

 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 473



Fig.1   
 
This micro—lighting is a process in very short 

time. A primitive recognition process is a series of 
this kind of micro—lighting processes.  

The micro—lighting is stochastic, but for a same 
recognition scheme has only small change and it will 
be fixed after repeating and training.   

 
III. The suggestion on the ANN’s modification 
    If you are interested in the guess and agree with 
us, we will propose a modification idea on the known 
Artificial Neural Network (ANN). There we suppose 
that some nodes which are located in several layers 
and the nodes in the same layer are connected to the 
all nodes in the next layer. See the Fig.2 
 

 
FIG.2 

 
No doubt, the ANN is a very good model to simulate 
a learning process and have had many very successful 
researches. However, the assumption is not very 
natural. The problem is that what does the node 
means? In fact, the original thinking is to represent 
the contacted parts between the neural cells. These 
connections are the linkage between synapses and 
axons, these connections are only appeared in the 
neighbors of neural cells. These connections are 
nonlinear parts and can be simulated as a sigmoid or 
some other nonlinear function. It cannot be extended 
to the far neural cells. So, we suggest that these 
connections should restrict in the near nodes in a cells. 
So, we suggest that to change the connection type to 
that in Fig.3. (see Fig.3) 
In fact, the fig.3 is a complicated electrical circket 
network. At the output terminal every end is a  

 
   FIG.3 
thermal unit and they are controlled by a threshold, if 
the voltage is high then the threshold it will be 
reactive and temperature get higher. We could define 
a state of the network by the set of all weights on the 
connections. In addition, the state of the network is 
essential, because it really storages information in the 
state.  
 
IV. The open problems  
While we proposed the model and the modification 
suggestion on ANN, it still has many questions to 
answer and more research works are needed.  
1） How to define the input for this new type of 

ANN? 
In another words, this question can be mentioned as 
that we need to give different coding form for vision, 
listening, and so on. 
2) How to store the network state and to identify it? 
This will essential for recognition and to form a 
knowledge. 
3) How to rebuild up the state? That means memory 
and recall function.  
After resolve these problems this network will be 
really useful for building up an artificial brain. And it 
will be an intelligent chips.  
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Abstract: Automatic summarization is a common–concerned topic of computational linguistics and information science, 
the computer system of text summarization is considered as an effective means of processing information resources. In 
this paper, we propose an method of text summarization based on latent semantic indexing, which uses semantic 
indexing to calculate the sentence similarity. It improves the accuracy of sentence similarity calculation and subject 
delineation, and helps the generated abstracts universally cover the documents as well as reducing its redundancy. The 
effectiveness of the method is proved in the experimental results , compared to the traditional VSM-based method of 
automatic text summarization, the quality of generating abstracts was significantly improved. 
 
Keywords : Latent Semantic Indexing ;vector space model; analysis of text structure; automatic text summary 

 
 

I. INTRODUCTION 

With the development of computer and information 
technology, especially the widely use of Internet, the 
amount of information available to the people increases 
rapidly. Facing such abundant information resources, it 
becomes more and more important for people to obtain 
useful information from them. Automatic Summarization 
is an effective tool to solve the above problem. It can 
significantly accelerate the speed of information filtering, 
and help readers get a basic understanding of the 
contents in related documents and find their necessary 
materials quickly and accurately [1]. 

In the traditional keyword-based Vector Space Model 
(VSM) [2], a document vector composed of m keywords 

}……= dm,d2,{d1, Di  represents a document in 
the document set and it is the basis of text processing. 
The unstructured text can be represented in a form of 
vector, which makes a variety of mathematical 
processing be possible [3][4]. Its main advantage lies in 
that the process logic is simple and quick. However, 
VSM assumes that the relationship between words is 
independent (orthogonal assumption), which is difficult 
to be satisfied in the real environment. Generally, the 
words that appear in the text have a certain degree of 
correlation, which will impact the calculation results to 
some extent. Meanwhile, such kind of keyword-based 
text processing method is mainly based on word 
frequency information. The similarity between two texts 

is determined by the number of common words between 
them, thus making it hard to distinguish the semantic 
ambiguity of natural language. There exist a large 
number of synonyms and polysemant in the natural 
languages. The accurate representation of semantics not 
only depends on the proper use of vocabulary itself, but 
also on the contextual constraints on the meaning of the 
words. If ignoring the contextual constraints and only 
using isolated keywords to represent the content, it will 
surely impact the accuracy and completeness of text 
processing. 

Latent Semantic Indexing (LSI) is a method used to 
achieve automatic knowledge extraction and 
representation. By performing statistical analysis of a 
large text set, it can extract the meaning of a word in the 
context. Technically, LSI is similar to VSM, as both of 
them use space vectors to represent texts. However, by 
using SVD decomposition to eliminate the impact of 
synonyms and polysemant, LSI improves the accuracy of 
post-processing. The basis of LSI is that, there exists a 
certain link between the words in the text, i.e., latent 
semantic structure. Such latent semantic structure is 
implicit in the pattern of word usage in the context. 
Therefore, when using statistical calculation method to 
analyze a large amount of texts to find such kind of latent 
semantic structure, we don't need deterministic semantic 
encoding. Simply by using the links of things in the 
context and representing words and texts with semantic 
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structure, we can eliminate the correlation between 
words and simplify the text vector. 

In view of the above reasons, this paper will focus on 
the basic idea and features of LSI method, and propose 
LSI-based automatic text summarization method.  

 

II. LSI Model 

In the field of text processing, unstructured text can 
be formalized with the VSM model, thus making all 
kinds of mathematical processing be possible. However, 
the orthogonal assumption of mutual independence 
between words in the VSM model has obviously ignored 
the correlation between words in the natural languages. 
The text vector space composed of raw words will 
inevitably lead to the expansion of high-dimensional 
space and the inundation of text features. 

To solve this problem, S. Deerwester proposed Latent 
Semantic Indexing (LSI) model [5] in 1990. Then, this 
model was widely used in many fields, such as 
information retrieval, text clustering, text filtering and 
others, and also has been improved continuously [6-9]. 
In this paper, we propose a method of text summarization 
based on LSI model. 

LSI model first assumes that there exists certain 
latent semantic structure in the text, and then uses 
statistical methods to estimate such latent structure and 
project the text from the observed high-dimensional 
surface space (composed of raw words) to the low-
dimensional latent semantic space (composed of 
concepts). In the way, it eliminates the impact of 
orthogonal independence assumption in the VSM, and 
determines the position of the text in the vector space 
more properly. In addition, while reducing the 
dimensionality of the text vector space, it still retains the 
semantic information of the original text to a large extent. 

LSI uses the matrix Single Value Decomposition 
(SVD) method [10] in Linear Algebra to estimate the 
latent text vector matrix X̂ from the text vector matrix X 
composed of original "word - document". 

Mathematically, any t×d matrix with rank m can be 
decomposed as follows: 

TDSTX 000=                    (1) 

In the above expression, 0T and TD0  are called the 
left singular vector and right singular vector respectively, 
which have orthogonal columns 

IDDITT TT == 0000 , ； 0S is a diagonal matrix. 
),,,,( 210 mdiagS λλλ …= 021 ≥≥≥ mλλλ … 。 

By choosing proper value for k, we can satisfy the 
following inequality: 

θλλ ≥∑∑
==

m

j
j

k

i
i

11

                (2) 

In the inequality, θ  is the threshold that contains 
the original information. By deleting the relevant rows 

and columns in 0S , we can obtain S; by deleting the 

relevant rows and columns in 0T and 0D , we can have T 

and D. Then we perform multiplication operations over 

three matrixes, and obtain a new matrix X̂ . Using 

Similarity matrix X̂ to replace the original matrix X, 

the new matrix with rank k is closest to the original 
matrix in the sense of least squares. 

TTSDXX =≈ ˆ                     (3)                  
Fig.1 is the illustration of the singular value 

decomposition of the "word - document" matrix. The 

new "word - text" similarity matrix X̂ obtained by SVD 

has the following two features compared with the 

original matrix X: (1) X̂ ignores the smaller singular 

value, which is equivalent to the exclusion of the noise in 
the original matrix X. (2) Since the element in the 
original matrix X is the word's eigenvalue in the 
document and there exists sparse data problem in the 
matrix, the removal of items with smaller singular values 
is equivalent to smoothing X. 
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Fig.1. The illustration of SVD process

III. LSI-based Text Structure Analysis Method 

The goal of text structure analysis is to automatically 
identify the boundary of paragraphs with independent 
meaning (meaning paragraphs) [11-12]. Generally, the 
meaning paragraph is greater than or equal to the natural 
paragraph and there is no clear boundary of meaning 
paragraphs as that of natural paragraphs. They are formed 
during the description of the article topic. 

Note that, in fact, a meaning paragraph is composed of 
several successive text units (natural paragraphs or 
sentences). To support the ideas expressed in a meaning 
paragraph, the natural paragraphs (or sentences) contained in 
the same meaning paragraph often have great similarity in 
the choice of vocabulary as well as the term frequency. At 
the same time, considering that there exist "transform" 
sentences in the natural paragraphs of the article, we should 
select "sentences" as the text units to split the article from the 
perspective of subject delineation. Namely, we can process 
"sentences" as the above described "document" and construct 
the "word - sentence" matrix. 

In view of these facts, we propose a LSI-based text 
structure analysis method in this section. By exploiting the 
similarity of adjacent text units in the LSI measure, we can 
determine the interval points with the lowest compact degree 
and thus complete the delineation of the document structure. 

1. Calculation of Various Similarities  
By using SVD, we can obtain the best 

approximation X̂ of the "word - sentence" matrix of all the 
documents. With X̂ , it is easy to obtain the semantic 
relationship between words and sentences. In the latent 
semantic analysis, we mainly discuss three relationships, i.e., 
the relationship between words and sentences, the 
relationship between words and words, the relationship 
between sentences and sentences. Next, we will introduce 
the calculation method of these three relationships: 

1) Distance between words and sentences 

The similarity between sentences and words is X̂ itself. 
The i-th row and the j-th column in X̂ indicate the 
similarity degree between word i and sentence j.  

2) Distance between words and words 
When calculating the similarity degree between words, 

we need to perform "forward" multiplication on X̂ . 
TTTT TSDDSTXX *****ˆ*ˆ = ， 

S∵  is a diagonal matrix, ,TSS =∴  
D∵ is an orthogonal matrix, IDD T =∴ *  

Thus, 
TTT TSTTSISTXX ******ˆ*ˆ 2==     (4)               

The i-th row and the j-th column in the matrix 
TXX ˆ*ˆ indicates the similarity between word i and word j.  

3) Distance between sentences and sentences. 
To calculate the similarity degree between sentences, we 

need to perform “reverse” multiplication on X̂ . 
TTTT DSTTSDXX *****ˆ*ˆ =  

 Same as above, ITTSS TT == *,  
Thus： 

TTTT DSDDSISDXX ******ˆ*ˆ 2== (5)              
The i-th row and the j-th column in the matrix 

XX T ˆ*ˆ indicates the similarity between sentence i and 
sentence j.  

2.Calculation of Compact Degree 
Suppose that the text D contains n sentences, k meaning 

paragraphs. Let H be the text meaning paragraph and s be the 
sentence. We have the following relationship:  

}{}}{{}{ 11121 13221 −−− +
==

kk iiiiiik ssssssHHHD """"" ,in 
which niiii kk =−≤≤≤≤= + 11 121 " . To facilitate the 
writing, the notations are simplified as is 、 1+is .  

If taking the similarity degree between adjacent sentences 
in the text (i.e., ),( 1+ii sssim ) as the measure of compact 
degree, we can still reflect the consistency of the subject by 
using the similarity between adjacent sentences. Obviously, 
the splitting points of the text structure are naturally the 
interval points with a low similarity degree, which implies 
poor continuity in the context and can be taken as the 
candidates of delineation.  Therefore, the interval points 
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with low similarity are the objects that deserve more 
attention [14]. 

If regarding a text as a complete text vector space, we 
can use the sentences in the text as the basic processing unit 
and formalize it as a text vector. Assume that variable pair <s, 
w> means that the word w appears in 

The sentences, },,,{ 21 nsssSs "=∈  
},,,{ 21 mwwwWw "=∈ . We can use LSI model to 

construct the best approximation matrix X̂ of the "word - 
sentence" matrix and calculate the similarity matrix between 
sentences and sentences (i.e., XX T ˆ*ˆ ). When extracting the 
related element in the similarity matrix, its value can be 
taken as the similarity degree between adjacent sentences 
(i.e., ),( 1+ii sssim ),  as shown in Fig.2 A higher similarity 
degree means a higher compact degree in the context; 
otherwise, it means a lower compact degree in the context 
and implies the end of a subject. 

 
Fig.2.  the illustration of the calculation of similarity degree 

between adjacent sentences.  

3. Methods of Boundary Recognition 
The objective of boundary recognition is to determine the 

candidate points of text delineation according to the compact 
degree between interval points. There are the following 
policies of boundary recognition [15]:  
1) Threshold Method 

Set a constant θ . If the similarity value between 
sentences satisfies θ<),( ji sssim , we can think that is  
and 1+is  belong to different segments. The method is easy 
to implement and has a lower error ratio if choosing a 
properθ .  
2) Dynamic Constant Method 

Although the threshold method is simple, the constant θ  
should be set manually and it is hard to provide the best 
value. Therefore, we can consider changing the value of θ  
dynamically according to the similarity degree between 
adjacent sentences. Suppose that the text to be split has n 
sentences, and then the similarity degree between adjacent 
sentences can be represented as:  

},,,,,{ 121 −= ni SimSimSimSimSimTable ""  
in which 11),,( 1 −≤≤= + nisssimSim iii , Let, 

)1/()( 121 −+++++= − nSimSimSimSimavgSim ni ""    (6)                                
)2/())(...)(( 1112 −−++−= −− nSimSimSimSimavgmSim nn
    (7) 

If avgSimsssimavgmSim ii ≤≤ + ),( 1 , we can think 
that is 、 1+is  belong to different pieces.  
3) Local Minimum Method 

Select the local minimum value ),( jisim sssim  in the 
similarity table SimTable. Start from each local minimum 
value and move towards the left and the right to search the 
closet larger value lSim 、 rSim , and then use Equation (8) 
to calculate the relative depth:  

1)),(2/()(),( min1 −×+=+ jirliirel sssimSimSimssd      (8)            
Set a threshold value α . If the relative depth 

α>+ ),( 1iirel ssd , is 、 1+is  belong to different 
paragraphs. Our paper proposes to use the local minimum 
method to find the interval points of splitting text structure.  

To summarize, our proposed LSI-based text structure 
analysis algorithm can be described as follows:  

Step1： Construct the “word-sentence” matrix in the 
original text;  

Step2：  Use LSI model to decompose the original 
matrix and obtain the best approximation matrix X̂  of the 
“word-sentence” matrix;  

Step3： Calculate the similarity degree matrix between 
sentences and sentences, i.e., XX T ˆ*ˆ . Extract the 
corresponding elements in the similarity degree matrix. The 
value can be taken as the similarity degree between adjacent 
sentences ),( 1+ii sssim ; 

Step4： Use the boundary recognition method to find 
the interval points of splitting text structure and achieve the 
goal of text structure analysis. 

IV. GENERATING SUMMARY 

1.Calculation of Sentence Weight 
The sentence weight is calculated after determining the 

subject. The equation to calculate the j-th sentence in the 
subject )(iH  (i.e., ijS ) is as follows:  

    
∑
=

××=
n

k
ikijposhij SSsimSI

1
),()( λλ

       
in which n is the number of sentences contained in the 

subject )(iH . It is the sum of similarity degree between 
this sentence and other sentences in the same subject and 
reflects the representation degree of the sentence for the 
belonging subject. The higher the value is, the more 
information of the subject the sentence contains, which 
implies a higher representation degree.  

hλ  is the score determined by the number of prompting 
words contained in the sentence. Prompting words can be 
categorized into two types: ①  Weight-added prompting 
words, which prompt that the sentence contains important 
contents, such as "in summary", "the main purpose of 
research", "this paper explores", "overall", "experiments 
show", etc. The sentences guided by such kinds of words 
should be given a positive weight to improve the sentence's 

(9) 
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importance; ②  Weight-reduced prompting words, which 
indicate that the sentence doesn't contain important 
substantive content, such as "for example", "for instance", 
"take an example", "in other words", etc. For the sentences 
started with such words, we should reduce their weight to 
decrease its importance. This paper adopts the following 
empirical values: 

 wordsreduced-Weight
Others

 wordsadded-Weight

5.0
0

5.0
)(

⎪
⎩

⎪
⎨

⎧

−
=isC

�

  

posλ is the score determined by the location of the 
sentence. The sentences that appear in the first paragraph or 
the last paragraph have a higher score. In the application of 
automatic text summarization system, the location feature is 

still very effective heuristic information. Our paper provides 
extra weights for the sentences in the special locations, such 
as the beginning paragraph, the ending paragraph, the 
paragraph after each sub-heading, the sentence at the 
beginning of a paragraph, the sentence at the end of a 
paragraph, to exhibit their importance. The location weight  

posλ  of sentence is  is defined as:  
)()( ipispos slsl ×=λ ,                (11)              

in which )( is sl  is the weight tuning parameter of the 
location of is  and )( ip sl  is the weight tuning parameter 
of the paragraph location of is .  

Our proposed automatic text summarization method can 
use the following weight parameters, as shown in Table 1. 

Table 1. Weight tuning parameters of paragraph location and sentence location 

 

2. Extracting Sentences to Generate the Summary 
In Summary, the LSI-based automatic text 

summarization algorithm proposed in this paper is as 
follows: 

Step1: nmwsnN ×= )],([ ；Construct the “word – 
sentence” matrix nmwsnN ×= )],([  in the original text;  

Step2:Use LSI model to decompose the original 
matrix and obtain the best approximation matrix X̂ of 
the “word – sentence” matrix;  

Step3: ),( 1+ii sssim ；Calculate the similarity degree 
matrix between sentences and sentences XX T ˆ*ˆ . Extract 
the related elements in the similarity degree matrix and 
the value is taken as the similarity degree between 
adjacent sentences ),( 1+ii sssim ; 

Step4: Use the boundary recognition method to find 
the interval points of splitting text structure and achieve 
the goal of text structure analysis and subject splitting. 

Step5:Calculate the weight )( ijSI of each sentence 
in the text;  

Step6:First allocate the required summary length 
proportionally to each subject; then extract a comparable 
amount of summary sentences from each subject based 
on the ranking of sentence weights and generate the 
summary.  

IV. EXPERIMENTAL RASULTS 
 

To validate the effectiveness of our proposed 

Chinese automatic text summarization method, we build 
two Chinese automatic text summarization systems to 
conduct comparison experiments.  

System I: the system uses our proposed automatic 
text summarization method;  

System II: calculate the sentence similarity by 
constructing word-based VSM and then cluster the 
sentences with hierarchical clustering method. The 
sentence extraction method is the same as our proposed 
method. 

Here, we use three measures – recall, precision, F-
measure – to evaluate the text summarization system. 
Among them, recall refers to the ratio of correct 
recognition, and precision refers to the ratio of precise 
recognition. Their detailed expressions are as follows:  

Recall = the number of sentences extracted by both 
the text summarization system and the expert / the 
number of sentences extracted by the expert 

Precision = the number of sentences extracted by 
both the text summarization system and the expert / the 
number of sentences extracted by the text summarization 
system 

To comprehensively evaluate the summary quality, 
we adopt a combined evaluation measure, i.e., F-measure.  

    RP
RPmeasureF

+
××

=
2_

 
 For example, in a given document, the summary 

length accounts for 15% of the whole document. If the 
number of sentences extracted by the system is 8, the 
number of sentences extracted by the expert is 12 and the 
number of common sentences is 5, we have:  

   Recall =5/12=0.417 

 First 

paragraph 

First 

sentence 

First 

paragraph 

Other 

sentences 

First 

paragraph 

Last 

sentence 

Other 

paragraphs 

First 

sentence 

Other  

paragraphs 

Other  

sentences 

Other  

paragraphs 

Last 

sentence 

Last 

paragraph 

First 

sentence 

Last 

paragraph 

Other  

sentences 

Last 

paragraph 

Last 

sentence 

sl  1.4 1.0 1.3 1.4 1.0 1.3 1.4 1.0 1.3 

pl  1.5 1.5 1.5 1.0 1.0 1.0 1.2 1.2 1.2 

(10) 
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   Precision = 5/8=0.625 
5.0)625.0417.0/()2*625.0*417.0( =+=−measureF   

In this paper, we randomly select 50 articles from the cor
pus. We first obtain their standard summary by asking th
e experts to manually label them, and then we use Syste
m I and System II to conduct tests on them. We extract th
e summary with a percentage of 10%、20%、25%、
30% respectively and get the average precision, the avera
ge recall, the average F-measure, as shown in Table 2. 

It can be observed that, System I, which is built based 
on our method, has a higher value of recall, precision and 
F-measure than that of System II under different 
percentages of summary length. It implies that the 
summary generated by our method well balances the 
requirements of coverage and precision, and has a better 
quality. 

 
Table 2.Comparison of precision, recall,  

F-measure of different systems (%) 
Average Precision Average Recall Average F-

measure 
Summary 

Percentage 

System 
I 

System 
II 

System 
I 

System 
II 

System 
I 

System 
II 

10% 41.81 41.40 22.94 21.33 27.50 25.60 

20% 60.31 58.96 32.98 26.41 40.79 35.40 

25% 61.56 58.49 40.96 29.91 46.87 37.61 

30% 62.14 60.59 50.58 38.54 53.25 45.38 

 
 

V. CONCLUSION 

 
This paper proposed a LSI-based text summarization 

method. It exploits LSI to obtain the semantic structure 
of sentences and calculate the sentence similarity in the 
semantic space, and thus avoids the “bias” phenomenon 
caused by the word-based VSM. The experimental 
results show that the summary generated by our proposed 
method has better quality than that generated by the 
traditional VSM-based approach, and thus validate the 
effectiveness of our method.  

The problems observed in the current experiments lie 
in the process of referencing relationship. Due to the use 
of statistical methods, it is hard to determine the 
referencing relationship in the context. It will affect the 
coherence and understandability of the sentences. This is 
also what we should improve in the next step when using 
semantic analysis method. 
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Abstract: In this paper, we develop an automatic detection method of non-isolated pulmonary nodules as a part of 
computer-aided diagnosis (CAD) system for lung cancers in chest X-ray CT images. An essential core of the method is 
to separate non-isolated nodules from connecting structures like chest wall and blood vessels. The isolated nodules can 
be detected more easily by CAD syetems developed previously. To this end, we propose a binarization technique by 
using two thresholds as a preprocessing for nodule candidates. We evaluate the performance using the receiver 
operating characteristic (ROC) analysis in clinical chest CT images. The results suggest that detection ability of non-
isolated nodules by the proposed method is superior to that by the conventional preprocessing methods.  
 
Keywords: computer-aided diagnosis, lung nodule, X-ray CT, lung cancer, multiple thresholds. 

 
 

I. INTRODUCTION 
It is very important to detect cancers at an early 

stage. To this end, the X-ray computed tomography 
(CT) should be used because pulmonary nodules that 
are typical shadows of pathological changes of lung 
cancers and can be depicted more clearly compared to 
use of the chest X-ray examination [1-3]. This is true 
even the nodules are at early stages. A problem to use 
the CT is that radiologists have to diagnose at least more 
than 30 image slices per patient. Thus, some computer-
aided diagnosis (CAD) systems have been proposed to 
help their diagnosis work. Some excellent results have 
been reported for isolated pulmonary nodules [4-6]. The 
previous methods are however inaccurate for non-
isolated nodules connected to the chest walls and blood 
vessels, etc.  

In this paper, as a preprocessing, we propose a novel 
binarization method for detection of non-isolated 
nodules. The core of this method is to use two 
thresholds in order to convert such non-isolated nodules 
into isolated ones. The effectiveness of the proposed 
method is verified by using to some clinical cases of 
lung cancer CT images. 

 

II. AUTOMATIC NODULES DETECTION 

1. Variable N-Quoit filter 
The CAD system needs to detect suspicious lesions. 

It is used the variable N-Quoit filter for pulmonary 
nodules detection [4] in many CAD systems. Variable 
N-Quoit filter is based on mathematical morphological 
technique and formulated as  
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where (x,y) is the coordinate. f and q are pixel values of 
input and output images, respectively. R(x1,y1) is a ring 
filter function at the target point (x,y). Then the ring 
filter R is defined by 
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The ring area KR is defined by a set of coordinates (x,y) 
satisfying the condition R(x1,y1) = 0. r1 and r2 are 
internal ring radius and external ring radius, respectively. 
Here r2 is set r2 = r1 + 1. Note that both r1 and r2 are as 
functions of the coordinate. The internal ring radius r1 
can be changed depended on the target nodule size, and 
this is a reason why the filter is called “variable” N-
Quoit filter. To realize this adaptation, the following 
distance transformation may be used. 
 

2. Distance transformation 
   Distance transformation is a process to acquire the 
minimum distance from background pixels (where any 
pixel value is 0) to each pixel that forms arbitrary target 
shape. This transformation is defined as  
 

|)||(|min),(
,

lnkmnmd
lk

−+−=            (4) 

where d(m,n) is output of distance transformation, (m,n) 
is the coordinate of the arbitrary shape, and (k,l) is of 
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background pixels. We compute this distance by four 
neighbors in this paper.  

In this transformation, the target area must be 
distinguished from its background. This distinction can 
be generally done by a thresholding. It is, however, very 
difficult to determine the appropriate threshold because 
it is depended on individual and local properties of each 
image. In other words, optimal thresholds over a set of 
images are different from each other. In conventional 
method, due to this difficulty, detection ability of the 
filter may be affected badly, especially for non-isolated 
nodules. Indeed, non-isolated nodules are hardly 
detected by the N-Quoit filter because of the connecting 
structures. To overcome this problem, we will propose a 
new thresholding method in next section. 
 

III. PROPOSED THRESHOLDING METHOD 
Fig. 1(a) shows an example of a non-isolated nodule 

that cannot be detected by the conventional N-Quoit 
filter with the single thresholding technique. The 
fundamental idea of the proposed thresholding 
technique is to eliminate the effect of the connecting 

structures, the chest wall in this case, on the detection 
ability of the N-Quoit filter. To achieve this, we first 
consider the distribution property of the pixel value 
along the cross line A-A’ over the undetectable nodule 
as shown in Fig. 1(a). Fig. 1(b) shows changes of pixel 
intensity as a function of the coordinates along the cross 
line A-A’ shown in (a). From this figure, we can see that 
if we use double thresholdings instead of the 
conventional single one, we can separate the nodule 
area from both the lung and chest wall area. This 
process is defined as follows 
 

⎩
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where Ibi(x,y) is output image, Tlow and Thigh are lower 
and higher thresholds, respectively. I(x,y) is the pixel 
value of intput at the coordinate (x,y). The image 
acquired by this process is shown in Fig. 2(b), and the 
input image in Fig. 2(a). Two thresholds were set as 
following Tlow = 100 and Thigh = 200 in this study. 

 
 

           
(a)                                (b) 

Fig. 1. (a) Example of a non-isolated nodule. (b) Changes of pixel intensity as a function of the coordinates 
along the cross line A-A’ shown in (a). 

 

         
(a)                                     (b) 

Fig. 2. (a) Original image has a non-isolated nodule in the white circle. (b) Binary image of the condition  
Tlow = 100 and Thigh = 200. 

nodule lung chest 
wall 

A A’

A A’ 

Pixel value 

Thigh 

Tlow 
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Fig. 3. Average of histogram of 169 chest CT images. 
       Nodules may be included in gray area. 

IV. RESULTS 
We evaluated the performance of CAD system using 

receiver operating characteristic (ROC) analysis by 
changing the parameter of binarizing thresholds 

Fig. 3 shows a histogram of 169 chest CT images, 
and pixel values of nodules are included in the gray area. 
Here, we need to discriminate nodules from lung and 
chest wall. We then choose thresholds so that intensities 
of nodules are greater than the lower threshold Tlow and 
less than the higher one Thigh. If Tlow is chosen around 
100, the lung and other structures will be divided. 
However, it is difficult to choose an appropriate value of 
Thigh for discriminating chest wall from other structures 
as shown in Fig. 3. We thus evaluated the detection 
performance by using a range of Thigh that cover the gray 
area: Thigh = {190, 200, 210, 220}. 

Conventional ROC curves were written as 
parameter of a threshold (corresponding Tlow of our 
method). Then, for comparison, we used a set of 
parameter values of Tlow = {90, 100, 110, 120, 130, 140, 
150, 160, 170, 180, 190}.  

Fig. 4(a) shows the ROC curve using the 
conventional single thresholding technique. While Figs. 
4(b) and (c) show the ROC curves using proposed 
thresholding technique with Thigh = 200, and 210, 
respectively. From the results, the best of true positive 
(TP) is approximately 0.6 in Fig. 4(a) while it is 
approximately 0.9 in Figs. 4(b) and (c). This result 
suggests that the proposed technique can be effective for 
improving the sensitivity of the detection.  

There are, however, a larger number of false 
positive (FP) in Fig. 4(c) than in Fig. 4(b). This would 
be caused by isolated areas newly generated in the case 
that binarizing threshold Thigh becomes approximately 
equal to pixel values of the chest wall. In other words, 
as Thigh enlarges, the number of pseudo-isolated areas in 
chest wall increased. Note that the isolated areas in 
chest wall are not nodules but noises, and thus such 
areas make FP increase. Fig. 5 as expected from the  
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(a) Conventional method. 
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(b) ROC when Thigh = 200. 
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(c) ROC when Thigh = 210. 

 
Fig. 4. ROC curves 
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Fig. 5. Many pseudo-isolated areas have generated by   
    an extra large threshold Thigh. ( Tlow = 100 and  

Thigh = 210).  
 
 
result in Fig. 4(c), shows the binary image in case of 
Tlow = 100 and Thigh = 210. We can see that the number 
of noise points in Fig. 5 increase compared to Fig. 2(b). 
we used a smaller threshold than 200, such as Thigh = 
190, TP is getting worse. On the other hand, a larger 
threshold than 210, such as Thigh = 220, the detection 
performance are almost same as for Thigh = 210. (results 
area omitted.) From the results, The double thresholding 
method with Tlow = 90 or 100 and Thigh = 200 
demonstrates the best performance in our date set. 

 

V. CONCLUSION 
In this paper, we proposed a novel preprocessing 

technique to improve detection sensitivity in CAD 
system. The technique is able to divide non-isolated 
nodules and connecting structures by using two 
thresholds. We have not conducted to decrease FP yet, 
but conventional effective methods [5] to do so can be 
incorporated into the proposed technique. 
 

VI. ACKNOWLEDGMENTS 
This work was partially supported by The Ministry 

of Education, Culture, Sports, Science and Technology 
under Grant-in-Aid for Scientific Research #19500413. 
 

REFERENCES 
[1] Takashi Iinuma, Yukio Tateno, Toru Matsumoto, et 
al. (1992), Preliminary Specification of X-ray CT for 
Lung Cancer Screening (LSCT) and its Evaluation on 
Risk-Cost-Effectiveness (in Japanese). Radiation 
Medicine 52(2): 182-190 
[2] Yukio Tateno, Takashi Iinuma, Toru Matsumoto, et 
al. (1990), Development of the X-ray CT for lung 
cancer examination (in Japanese). New Medicine in 
Japan 17 (10):28-32  

[3] Shinji Yamamoto, Ippei Tanaka and Masahiro Senda 
(1993), Image Processing for Computer Aided 
Diagnosis in the Lung Cancer Screening System by CT 
(LSCT) (in Japanese). IEICE TRANSACTIONS on 
Information and Systems J76-D2 (2): 250-260 
[4] Tomoko Miwa, Junichi Kako, Shinji Yamamoto, et 
al. (1999), Automatic Detection of Lung Cancers in 
Chest CT images by the variable N-Quoit Filter. The 
transactions of the Institute of Electronics, Information 
and Communication Engineers J82-D-Ⅱ(2):178-187 
[5] Noriyasu Homma, Kazunori Takei, and Tadashi 
Ishibashi (2008), Combinatorial Effect of Various 
Features Extraction on Computer Aided Detection of 
Pulmonary Nodules in X-ray CT Images. WSEAS Trans. 
Information Science and Applications 5(7):1127-1136  
[6] Kazunori Takei, Noriyasu Homma, Tadashi Ishibashi, 
et al. (2008), Computer aided diagnosis for pulmonary 
nodules by extracting new shape features from X-ray 
CT images (in Japan). Japan Society for Fuzzy theory 
and Intelligent Informatics 20(1):108-116 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 484



A Time Variant Seasonal ARIMA Model for Lung Tumor Motion Prediction 
 

K. Ichiji
1
, M. Sakai

2
, N. Homma

3
, Y. Takai

4
 and M. Yoshizawa

3
 

1 
Graduate School of Engineering, Tohoku University, 6-6-05 Aoba, Aoba-ku, Sendai 980-8579 JAPAN 

2 
Center of Inform. Tech. Edu., Tohoku University, 41 Kawauchi, Aoba-ku, Sendai 980-8576 JAPAN 

3 
Cyberscience Center, Tohoku University, 6-6-05 Aoba, Aoba-ku, Sendai 980-8579 JAPAN 

 
4 

Tohoku University Graduate School of Medicine, 2-1 Seiryo-machi, Aoba-ku, Sendai 980-8575 JAPAN 
1
(Tel : 81-022-795-7130; Fax : 81-022-263-9163) 

1
(ichiji@yoshizawa.ecei.tohoku.ac.jp) 

 

 

Abstract: We propose a prediction method of lung tumor motion for real-time tumor following radiation therapy. An 

essential core of the method is a model building of time variant nature of the lung tumor motion. The method is based 

on a seasonal ARIMA model with an estimator of the time variant nature. The estimator provides the time variant period 

of the lung tumor motion by using a correlation analysis. The time variant SARIMA model can then predict complex 

lung motion by using the estimated period. The proposed method achieved highly accurate prediction of the average 

error 0.820±0.669[mm] at 0.5[sec] ahead prediction. This result is superior to other conventional methods at short- or 

mid-term prediction. 

 

Keywords: Time series prediction, seasonal ARIMA, real time following radiation therapy, and lung tumor motion. 

 

 

I. INTRODUCTION 

To realize an effective radiation therapy, high power 

radiation dose must be given accurately to a limited area 

to enhance the effect of treatment and avoid irradiating 

to normal tissues to decrease adverse effects. Extra-

cranial stereotactic radiation therapy (ESRT) is one of 

such advanced radiation therapy, and can irradiate accu-

rate and sufficient dose to motionless tumor such as 

vesical tumor case [1]. However, lung tumor for exam-

ple is not applicable target of the current ESRT because 

of its intra-fraction dynamic motion mainly due to the 

respiration. 

One ideal way to give accurate and sufficient thera-

peutic dose to such dynamic tumor is real-time tumor-

following radiation therapy (RTFT) [2]. RTFT can de-

liver dose to dynamic tumor continuously by moving 

the radiation sources or changing the shape of radiation 

area. For clinical use of RTFT, we need two technolo-

gies, i.e. real-time measurement technique of the tumor 

position and prediction technique of the tumor motion. 

X-ray fluoroscopy system will measure the position of 

the target in real-time. However, still we need to predict 

the position to compensate some time delays which is 

included in the radiotherapy instruments, such as control 

delay of radiation source and computational time for 

measurement of position and processing of time series. 

Lung tumor moves mainly with patient’s respiration 

and this motion is observed as a seasonal (i.e. cyclic) 

time series. There are many prediction methods for sea-

sonal time series such as seasonal autoregressive inte-

grated moving-average (SARIMA). However, the pe-

riod of the lung tumor motion is time variant. Therefore, 

conventional SARIMA model is not applicable to this 

time series, because the SARIMA model assumes com-

plete periodicity of the time series. 

Homma et al developed a prediction system for lung 

tumor motion by using the SARIMA model [2,3]. This 

system converts the time variant period of target time 

series into a new time series with time invariant period, 

and achieved long-term prediction of the average error 

1.05±0.99[mm] at 1[sec] ahead prediction [2]. 

In clinical use, we often need to predict short- or 

mid-term prediction at 0.1~0.5[sec] ahead. The desira-

ble average error of short- or mid-term prediction is less 

than sub-millimeters. The prediction accuracy must then 

be more improved in such prediction. 

In this paper, we propose a new prediction method 

of lung tumor motion for further improvement of the 

prediction accuracy. The basic idea of the method is to 

search more directly for reference points that are crucial 

for the prediction accuracy of the SARIMA model for 

the time variant seasonal time series. Simulation result 

by using clinical data will show that the accuracy of the 
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short- or mid-term prediction is improved by the pro-

posed method. 

II. TARGET TIME SERIES 

In this study, we used a real data of lung tumor motion 

as target time series. We will show the time variant na-

ture of the tumor motion. 

1. Lung tumor motion 

Three-dimensional time series of the motion of the 

marker implanted into the lung tumor was observed by a 

fluoroscopy system at Hokkaido University Hospital [4]. 

The sampling rate of time series was 30[Hz]. The time 

series was smoothed by using statistical filter and the 

Kalman filter for reduction of noise. In addition, the 

average value of the time series was removed. 

The time series of lung tumor motion is expressed as 

follows. 

𝒀 𝑡 = [ 𝒚1 𝑡 ,  𝒚2 𝑡 ,𝒚3 𝑡  ]. (1) 

where 𝒚𝑖(𝑡), 𝑖 = 1,2,3, are lateral, cephalocaudal, and 

anteroposterior coordinates of the target tumor at time 

𝑡[step] (1[step] = 0.033[sec]), respectively. For simplify, 

we use a one dimensional time series as 𝒚 𝑡 =

{𝑦 𝑡 , 𝑦 𝑡 − 1 , 𝑦 𝑡 − 2 ,… , 𝑦 2 , 𝑦(1)}  for explana-

tion of prediction methods. 

Fig.1 shows the time series of the lung tumor mo-

tion. The lung tumor motion is quasi cyclic due to pa-

tient's respiration and cardiac motion. Period of the cyc-

lic motion is approximately 90[steps] (=3[sec]). 

2. Period of the tumor motion 

Period of the lung tumor motion changes with time evo-

lution. For example, time intervals between peak and 

peak are time variant as shown in Fig.2 Peak to peak 

periods are 87[steps] at time 𝑡=711[step] and 82[steps] 

at time 𝑡=793[step] respectively. 

There are many prediction methods for seasonal 

time series such as SARIMA model and Holt-Winters 

Seasonal [5]. However, they assume that cyclic period 

of their target time series is constant. Therefore, we 

need to modify those seasonal methods for accurate 

prediction of the lung tumor motion. 

III. PREDICTION METHOD 

The prediction method proposed in this paper is com-

posed of a prediction model and a period estimator as 

shown in Fig.3. The period estimator provides the cyclic 

period of the tumor motion estimated at each time. Then 

the prediction model will generate predicted values by 

using the estimated periods. 

1. Prediction model: Seasonal ARIMA model 

The general SARIMA model can be given as follows. 

𝜙 𝐵 𝛷(𝐵𝑠)(1 − 𝐵)𝑑 1 − 𝐵𝑠 𝐷𝑦(𝑡)
= 𝜃 𝐵 𝛩 𝐵𝑠 𝑒(𝑡) 

(2) 

𝜙 𝑧 = 1 − 𝜙1𝑧 − 𝜙2𝑧
2 −⋯− 𝜙𝑝𝑧

𝑝  (3) 

𝛷 𝑧 = 1 − 𝛷1𝑧 − 𝛷2𝑧
2 −⋯− 𝛷𝑃𝑧

𝑃  (4) 

𝜃 𝑧 = 1 + 𝜃1𝑧 + 𝜃2𝑧
2 + ⋯+ 𝜃𝑞𝑧

𝑞  (5) 

𝛩 𝑧 = 1 + 𝛩1𝑧 + 𝛩2𝑧
2 + ⋯+ 𝛩𝑄𝑧

𝑄  (6) 

 

Fig.2. Two example of time variant periods as inter-

val between peak and peak. 
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Fig.3. Schematic diagram of the proposed prediction 

system. 
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Fig.1. Three dimensional time series 𝒀(𝑡)  of the 

lung tumor motion. 
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𝐵𝑘𝑥 𝑡 = 𝑥(𝑡 − 𝑘) (7) 

where 𝑒(𝑡)  is a Gaussian noise. Parameters 

𝑑,𝐷, 𝑝,𝑃, 𝑞 and 𝑄 imply differences, seasonal differ-

ences, autoregressive, seasonal autoregressive (SAR), 

moving average and seasonal moving average of the 

SARIMA model, respectively. 

The SARIMA can express a wide range of time se-

ries by designing the parameters. In this study, we sim-

plify the SARIMA model to avoid the over-fitting prob-

lem as 𝑑 = 𝐷 = 𝑞 = 𝑄 = 𝑝 = 0. The designed model 

is thus composed by SAR component only. 

Then the prediction equation of the model can be 

expressed as follows. 

𝑦 (𝑡 + ℎ) =  𝛷𝜌

𝑃

𝜌=1

∙ 𝑦(𝑡 − 𝜌 ∙ 𝑠 + ℎ) (8) 

where 𝑦 (𝑡 + ℎ) is the prediction value at time 𝑡 + ℎ 

of ℎ[steps] forward. 𝛷𝜌 ,𝜌 = 1,2,… ,𝑃 are weight coef-

ficients of SAR model, 𝑃 is the order of SAR model 

and 𝑠 is a constant period (time invariant). In this case, 

the prediction value is a function of the past values at 

the corresponding phase. 

2. Period estimator by using correlation analysis 

To predict a quasi cyclic time series using by SARIMA 

model, we need to know a period of the lung tumor mo-

tion. In the followings, we will show how to estimate 

the time variant period. 

A. Correlation function 

We used a kind of correlation analysis to estimate the 

period of the lung tumor motion. 

The pseudo correlation function we used is calcu-

lated by using two subsets of time series, e.g.𝒚𝑡 =

{𝑦 𝑡 , 𝑦 𝑡 − 1 , 𝑦 𝑡 − 2 ,… , 𝑦 𝑡 − 𝑤 − 1 } and 𝒚𝑡−𝑘 =

{𝑦 𝑡 − 𝑘 , 𝑦 𝑡 − 𝑘 − 1 , 𝑦 𝑡 − 𝑘 − 2 ,… , 𝑦 𝑡 − 𝑘 −

𝑤 + 1 }. Subset 𝒚𝑡  is a time series within a window 

width 𝑤[steps] from past time 𝑡 − 𝑤 − 1 to current 

time 𝑡  and 𝒚𝑡−𝑘  is a 𝑘 [steps] delayed subset time 

series. We used window length 𝑤=90[steps] in this 

study. 

Then the pseudo correlation function as a function of 

time 𝑡 and lag 𝑘 will be given as follows. 

𝛾 𝑡, 𝑘 =
1

𝑤
 𝑦 𝑡 − 𝑗 ∙ 𝑦(𝑡 − 𝑘 − 𝑗)

𝑤−1

𝑗=0

 (9) 

An example of the calculated correlation function at 

time 𝑡=793[step] is shown in Fig.4. 

B. Estimation of time variant period 

To estimate a period, we first search reference points as 

peak points of the correlation function as follows. 

𝑟𝜌 𝑡 = arg max
𝑟𝜌  𝑡−1 −𝑙≤𝑘≤𝑟𝜌  𝑡−1 +𝑙

𝛾(𝑡, 𝑘) (10) 

where 𝑙 is the parameter to define the search area for 

the peak point. 

The estimated period 𝑠 𝜌(𝑡) will then be able to cal-

culate from the reference point 𝑟𝜌 𝑡  by using the fol-

lowing equation (Fig.4). 

𝑠 𝜌 𝑡 =  
 𝑟𝜌 𝑡 − 𝑟𝜌−1 𝑡 ,  if 𝜌 > 1

𝑟𝜌  𝑡 , otherwise
  (11) 

The initial value of the reference point is initialized 

by 

𝑟𝜌 1 = 𝜌 × 𝑠  (12) 

where 𝑠  is the average value of the pre-estimated pe-

riods and is set 𝑠 =90[steps] in this study. 

Fig.5 shows an example of the estimated period 

from the time series of the lung tumor motion. 

 

Fig.5. Time series of estimated period 𝑠 𝜌 𝑡  on each 

dimension 𝑖. 
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Fig.4. Pseudo correlation function 𝛾 𝑡, 𝑘  at time 

𝑡=793[step] and relationship between reference point 

𝑟𝜌 𝑡  and estimated period 𝑠 𝜌 𝑡 . 
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3. Prediction model: Time variant Seasonal ARI-

MA model 

We now propose a modified SARIMA model for time 

variant periodic time series by using the estimated pe-

riod. 

Modifying the equation (8), the prediction equation 

of the proposed SARIMA model can be given as fol-

lows. 

𝑦  𝑡 + ℎ =  𝛷𝜌 ∙ 𝑦(𝑡 − 𝑟𝜌 𝑡 + ℎ)

𝑃

𝜌=1

 (13) 

Note that there is no estimated period 𝑠 𝜌(𝑡) in equ-

ation (13). We can use reference point 𝑟𝜌 𝑡  instead of 

estimated period as 𝑟𝜌 𝑡 =  𝑠 𝜌(𝑡)𝑃
𝜌=1 . 

IV. RESULTS and DISCUSSIONS 

We have evaluated prediction performance of the pro-

posed method by comparing with these of conventional 

SARIMA and our previous SARIMA model [2]. For this 

evaluation, we used the clinical data of the lung tumor 

motion introduced in section 2 as test data. The parame-

ters of the proposed method and the conventional me-

thods were designed as 𝑃=2 and 𝛷𝜌=1/𝑃. 

We calculated a prediction error as the Euclidean 

distance between real and predicted positions as follows. 

𝑒 𝑡 + ℎ, ℎ =   (𝑦 𝑖 𝑡 + ℎ − 𝑦𝑖(𝑡 + ℎ))2

3

𝑖=1

 (14) 

Note that the prediction error 𝑒(𝑡 + ℎ, ℎ) is a function 

of the prediction interval ℎ. 

Then mean absolute error (MAE) is calculated as 

prediction performance with the prediction interval ℎ 

as follows. 

MAE(ℎ) =
1

𝑁
 𝑒(𝑛, ℎ)

𝑁

𝑛=1

 (15) 

where 𝑁 = 𝑡end − 𝑡start =2500[steps] is time interval 

for this evaluation. 

The evaluation results of the MAE and standard dev-

iation (SD) of the error at ℎ=15[steps] (0.5[sec]) are 

shown in Table 1. The proposed method demonstrated 

the least MAE and the least SD in comparison another 

methods. There is a difference of about 0.1[mm] against 

other methods on MAE. Fig.6 shows MAE as functions 

of the prediction interval ℎ. As is clear from this figure, 

the prediction error of the proposed method is smaller 

than these of the other two SARIMA methods at any 

intervals ℎ ≤30. 

V. CONCLUSION 

In this paper, we have developed a prediction method of 

time series for lung tumor motion. The proposed method 

is composed of the period estimator and the time variant 

SARIMA model. Simulation results showed the pro-

posed method can achieve highly accurate prediction 

and has superiority against conventional methods in 

short- or mid-term prediction. 
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Fig.6. Comparison among three methods of mean ab-

solute errors (MAE) as functions of the prediction in-

terval ℎ. 
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Prediction interval h [step]

Conventional SARIMA[2]
Modified SARIMA[2]
Proposed SARIMA

Table 1. The prediction performances of each pre

diction methods at 0.5[sec](ℎ=15[step]) ahead. 

Prediction method MAE±SD[mm] 

Conventional SARIMA[2] 0.9603±0.8775 

Modified SARIMA[2] 0.9408±0.8239 

Proposed SARIMA 0.8204±0.6693 
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Abstract: Analysis of the baroreflex characteristics is useful for the earlier detection of diseases such as hypertension. 
However, a continuous blood pressure signal must be measured with a comparatively-expensive device for this analysis. 
If information which has high correlation with the Mayer wave (0.05-0.15Hz) component of blood pressure can be 
obtained by an easy method, it will be possible to estimate the baroreflex characteristics in equipment for home 
healthcare and telemedicine systems. In this study, pulse transmission time (PTT), which is known to be correlated 
with blood pressure, was calculated by using not only a traditional method but also a new algorithm based on the 
temporal difference in the instantaneous phase between electrocardiogram and photoplethysmogram signals. Analysis 
of 94 healthy subjects’ data showed that information which has a relatively high correlation with the Mayer wave 
component of blood pressure could be obtained from the two PTTs by selecting one of them on the basis of their 
powers in the Mayer wave-related band. 
 
Keywords: blood pressure, pulse transmission time, instantaneous phase, photoplethysmogram, telemedicine 

 
 

I. INTRODUCTION 

Recently, not only the escalation of medical costs 
caused by rapid aging of the population, but also health 
disparities caused by a shortage of physicians are big 
problems in Japan. The utilization of information and 
communication technology (ICT) for medicine is one of 
methods to solve these problems because the number of 
Internet users reached 90.91 million, with a 75.3% 
diffusion rate in Japan [1]. In particular, telemedicine 
systems using ICT enable people living in small 
provincial towns to get advanced medical treatments. 
Furthermore, the telemedicine system may lead to the 
early detection of diseases if people can have clinical 
examinations frequently by using it. Using this system, 
a medical doctor can hear symptoms of diseases, check 
appearance of affected parts of the body and see data of 
electrocardiogram (ECG) and/or blood pressure of 
patients being somewhere away from him. However, 
more physiological information of the patient should be 
provided for accurate diagnosis. 

In this study, we pay attention to the characteristics 
of the baroreflex system as new information used in the 
telemedicine system. The baroreflex system is the 
feedback control mechanism to attenuate the effect of 

perturbation in arterial blood pressure by changing heart 
rate and/or vascular resistance, and it is known that 
cardiovascular diseases such as hypertension are 
associated with malfunctions of this system [2]-[5]. 

However, to estimate the baroreflex characteristic 
(BRC), a continuous blood pressure signal must be 
measured with a comparatively-expensive device. This 
is making it difficult to use BRC-related indices in the 
telemedicine system. To solve this problem, we are 
trying to develop a method to estimate BRC without the 
measurement of the continuous blood pressure signal. In 
concrete terms, we calculate a physiological index 
reflecting BRC using pulse transmission time (PTT) 
which correlates with blood pressure [6] and can be 
measured with a compact and low-cost device. PTT is 
defined as the time interval between the time when a R-
wave of ECG appeared and that when a pulse wave 
arrived at a peripheral point. Therefore, the accuracy of 
PTT depends on the method to detect the time when the 
pulse wave arrived at the position of a sensor. In most 
conventional methods, the time when the pulse wave 
begins to rise in photoplethysmogram (PPG) was used 
as the hitting time. However, these points observed in 
PPG are easily disturbed by noise and artifacts. In 
addition to this, the most appropriate method to detect 
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the point of the hitting time has not been clear. So there 
are some methods to find the position of the arriving 
point [7]. Compared with this, we proposed a new 
method of calculating PTT based on the temporal 
difference in the instantaneous phase between ECG and 
PPG waves, and compared the proposed parameter with 
PTT obtained from the traditional method. 
 

II. METHODS 

1. Measurement 
Ninety four healthy adults (69 males and 25 

females; 23.4 ± 2.61 years) participated in this study. 
None of them was on cardiovascular medication. 
Informed consent was obtained from all the subjects 
before the experiment. They were instructed to sit on a 
chair and biological signals were measured for 5 
minutes in the way hereinafter described. 

ECG and PPG signals were measured from 
electrodes placed on the subject’s chest and a 
photoplethysmographic sensor attached on the subject’s 
finger, respectively. The continuous arterial blood 
pressure was measured non-invasively using a finger 
plethysmography (PORTAPRES Model-2; Finapres) or 
a tonometoric pressure sensor (Nihon Corin; JENTOW 
7700). These signals were amplified and converted to 
digital data by a 16-bit A/D converter (MP100; BIOPAC 
System Inc.). The sampling frequency was 1 kHz. 
 

2. Analysis 
A. PTT obtained from the conventional method 
 

 
 
Fig.1. Definition of the pulse transmission time, PTTb, 
between ECG R-wave and the point at which PPG 
begins to rise 

 
Figure 1 shows the definition of the pulse 

transmission time PTTb which is the time interval 
between the peak of ECG R-wave and the point at 
which PPG begins to rise. 

 
B. PTT based on the temporal difference in the 
instantaneous phase between ECG and PPG signals 

A biological signal s(t) is given by 
 

)(cos)( tCts k
k

k θ∑=                  (1)  

)()( 0 ttkt kkk φψωθ ++=                (2)  
 
where ω0 is a base angular frequency, Ck is a Fourier 
coefficient, ψk is an initial phase, and φk(t) is an 
instantaneous phase of the k-th harmonic wave. If k =1 
and t = tm which is the time when a feature point (e.g. 
top point of ECG R-wave) appears at the m-th beat, eq. 
(2) is 
 

)()( 1101 mmm ttt φψωθ ++=                   
πm2=                          (3)  

 
The time interval between two consecutive feature 
points at the m-th beat is given by 
 

( ) ( ){ πθπθ 122 1
1

1
1 −−= −− mmTIm }      (4)  

 
where θ1

-1(n) is the inverse function of θ1(t). Here, 
suppose that s(t) is an ECG signal, TIm means the R-R 
interval at the m-th beat. In a similar way, if s(t) is a 
PPG signal, TIm is the heartbeat interval at the m-th beat 
obtained from the PPG signal. 

Next, PTT is considered as the time interval 
between a feature point of ECG and that of PPG at the 
same beat. So we defined the same phase temporal 
difference (SPTD) at the m-th beat as follows: 
 

( ) ( πθπθ mmSPTDm 22 1
PPG

1
ECG

−− −= )      (5)  

 
where θECG

-1(n) and θPPG
-1(n) are the inverse function of 

θ1(t) when s(t) is ECG and that when s(t) is PPG, 
respectively. 

Figure 2 shows the flowchart of the calculation of 
SPTD. The base angular frequency ω0 is obtained as the 
center frequency in the short-time Fourier transform of 
PPG signal. The time series of the instantaneous phase 
θECG(t) and θPPG(t) are calculated using the Hilbert 
transform. The initial phase of θPPG(t), ψ, is set to 
minimize the difference in the value of time average 
between SPTD and PTTb. Finally, the time series of 
SPTD is given by 
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Fig.2. Flowchart of the calculation of SPTD 
 
 

( )[ ] tttSPTD −= −
ECG

1
PPG)( θθ              (6)  

 
In this study, the maximum cross-correlation 

coefficient Rmax between PTT and the mean blood 
pressure (MBP) is defined as shown in Fig.3 to check 
the correlation between them in consideration of their 
lags. The values of Rmax were calculated between -PTTb 
and MBP (RPTTb-MBP), and between -SPTD and MBP 
(RSPTD-MBP) whose frequency components were limited 
to the Mayer wave-related band (0.05-0.15Hz). 
 

 
 

Fig.3. Definition of the maximum cross-correlation 
coefficient Rmax between two parameters 
 

III. RESULTS 

Figure 4 shows changes in the Mayer wave 
component of PTTb and SPTD of a subject. As shown in 
this figure, the change in SPTD was roughly similar to 
that in PTTb. Fig.5 shows the scatter diagram for RPTTb-

MBP and RSPTD-MBP. In this figure, points above a diagonal 
line (dotted line) show data of subjects whose SPTD had 
a higher correlation with MBP than PTTb. This result 
indicates that it is possible to obtain the information 
which has higher correlation with blood pressure by 
using SPTD in addition to PTTb. 
 

 
 

Fig.4. Changes in the Mayer wave component of PTTb 
and SPTD of a subject 

 

 
 

Fig.5. Scatter diagram for RPTTb-MBP and RSPTD-MBP 
 

Next, the power ratio (PR) of SPTD to PTTb in the 
Mayer wave-related band is defined as a criterion to 
determine whether SPTD should be used as the 
information of blood pressure instead of PTTb or not 
without the measurement of MBP. PR is given by 
 

PTTb

SPTD

P
PPR =                         (7)  

 
where PSPTD and PPTTb are the power of SPTD and that 
of PTTb in the Mayer wave-related band, respectively. 
Fig. 6 shows the scatter diagram for PR and the 
difference value of RSPTD-MBP and RPTTb-MBP. This figure 
indicates that RSPTD-MBP was higher than RPTTb-MBP in 
most data whose PR is higher than 3. So we defined 
PTTx as follows: 
 

⎩
⎨
⎧ ≥

=
otherwise        

3 if        
PTTb

PRSPTD
PTTx           (8)  
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IV. CONCLUSION 

 

In this study, we focused on the pulse transmission 
time as a parameter which has information of blood 
pressure variability to estimate the baroreflex 
characteristics without the measurement of a continuous 
blood pressure signal. We proposed a parameter based 
on the temporal difference in the instantaneous phase 
between ECG and PPG signals. Analysis of the 
proposed parameter and the traditional pulse 
transmission time for 94 healthy subjects revealed that 
information which has a relatively high correlation with 
the Mayer wave component of blood pressure could be 
obtained by selecting one from the proposed or the 
conventional parameter based on the power of their 
Mayer wave components. 

 
Fig.6. Scatter diagram for PR and the difference value 
of RSPTD-MBP and RPTTb-MBP. PR is the power ratio of 
SPTD to PTTb in the Mayer wave-related band (0.05-
0.15Hz) In future studies, an evaluation of baroreflex 

characteristic using the proposed parameter is needed. 
And a method to obtain the information which has 
higher relationship with the blood pressure variability 
should be developed by combining parameters other 
than PTTb and SPTD. 
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Abstract: Peripheral arterial disease (PAD) is characterized by lower extremities arterial obstruction due to athe
rosclerosis and manifests in lower extremities as intermittent claudicating, limb ischemia, or gangrene. The dia
gnosis of the PAD using magnetic resonance imaging (MRI) equipment without contrast medium is available 
as a useful visual screening in clinical practice. In this paper, we propose a new method for segmentation of 
arterial images, which are obtained from non-contrast enhanced magnetic resonance angiography (MRA) based 
on dot enhancement filter and 3-D region growing methods, and satisfactory experimental results are obtained. 
 
Keywords: PAD, non-enhanced MRA, dot enhancement filter, 3-D region growing methods 

 
 

I. INTRODUCTION 
Vascular diseases are among the most important 

public health problems and one of the leading causes of 
death in the worldwide. Furthermore peripheral arterial 
disease (PAD), one of the vascular diseases can result 
from atherosclerosis, inflammatory processes leading to 
stenosis, an embolism or thrombus formation, which 
causes either acute or chronic ischemia (lack of blood 
supply) in lower extremities, and the resulting PAD 
requires angioplasty or surgical bypass and may require 
amputation. Recently, because patients having the 
arteriosclerosis increase along with increasing patients 
of life-style related diseases, early detection and 
treatment for the PAD are vitally important [1]. 

In the diagnosis of the PAD, it is useful for detection 
of arteries to use computed tomography angiography 
(CTA) and magnetic resonance angiography (MRA). As 
for CTA, it can be acquired direct imaging of the 
arteries as an alternative to digital subtraction 
angiography (DSA). However, because of necessitating 
injecting contrast agent for diagnosing the arteries by 
multi-slice computed tomography (MSCT), it may be 
not necessarily safe examination. On the other hand, 
MRA is a very useful imaging technique which is 
obtained by magnetic resonance imaging (MRI), which 
has various advantages, for example, the ability to 
provide images blood flow signals without the need for 
contrast agent. In addition, a consideration for radiation 
exposure is not necessary for all patients. Especially, 
fresh blood imaging (FBI) method developed to image 
arteries in recent years may be useful to detect a variety 
of vascular diseases causes of the PAD [2-4]. The FBI is 
a non-enhanced MRA technique, which employs arterial 
signal difference between systole and diastole during a 
cardiac cycle, i.e., subtraction of the diastolic bright-
blood arteries from the systolic black-blood arteries 
allowed visualization of the arteries by cancelling the 

veins. However, due to peristaltic movement of organs 
such as the intestine or the bladder, unnecessary 
background area may frequently develop on these MR 
images, and diagnoses of the vascular disease may be 
affected. Nevertheless, image processing techniques to 
resolve these issues have not been established. 

The medical image processing and analysis technique 
to segment of vascular structures is one of the important 
tasks in computer vision and image processing field. 
Many researchers introduced 3-D and/or 2-D image 
processing techniques for visual screening not only in 
the medical field but also in the computer vision. 
Especially, in the field of handling a high resolution 
medical image, including CT, ultrasound image, and 
MRI, the 3-D image reconstruction process make 
burden to radiologists. Therefore, manual analysis for 
routine clinical use is impractical. In that point, they 
require a method for displaying the 3-D image and 
supporting a computer aided diagnosis (CAD) [5, 6]. 
Many CAD systems have been developed on the 
medical field to analyze the internal organs based on CT, 
and MRI etc [7, 8]. Unfortunately, most clinical routines 
still rely on manual operations. Automatic image 
processing techniques to detect the vessels on MR 
imaging are necessary. 

A new development of a CAD system to visualize 
the results of extracted blood vessel area on non-
enhanced fresh blood MR imaging based on a 3D-
region growing method of tree structure theory and 
using feature value by selective enhancement filter will 
be presented in this paper. 

 

II. MATERIALS AND METHODS 
This section presents our proposed image 

preprocessing method for detecting the blood vessel 
region on MR images. These MR images, used in this 
paper are provided as DICOM (Digital Imaging and 
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Communication in Medicine) images, are achieved as 
the images which removed the vein region with use of 
FBI method . Fig. 1 gives an example of the original 
MR image obtained by the FBI method. A white area in 
Fig. 1 shows the blood vessel area. The outline of some 
image analyzing technique is shown below. 

Moreover, the overall scheme of the image 
processing technique for extracting the region of blood 
vessels is illustrated in Fig. 2. The method consists of 
three main steps; extracting the initial enhanced points, 
acquisition of 3-D coordinate on the blood vessel 
regions, and displaying the blood vessel. 

To segment the artery areas on MR imaging which is 
obtained non-enhanced FBI technique, some image 
processing techniques are introduced. In the first step, 
pre-processing technique such as smoothing and 
 

  
(a)                    (b) 

Fig. 1 Examples of a successive MR image which is 
obtained by the FBI method. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Flow of procedure 

binarization are performed to reduce image noise. In the 
second step, we make a maximum intensity projection 
(MIP) image from coronal plane to detect the initial 
artery areas on the FBI images. In the third step, we 
perform the thinning algorithms and selective 
enhancement filter (dot and line enhancement filter) on 
volume of interest (VOI) before adopting the 3-D region 
growing technique, finally a MIP image for diagnosis is 
made from these images extracted. 
 
2.1 MIP 

MIP is a method of adopting the maximum signal 
(pixel value) on the projective direction as a projection 
value. Fig. 3 shows the notion of MIP technique, which 
is introduced in our technique. In Fig. 3, (a) illustrates a 
coronal view, and (b) shows an axial view. In this study, 
first of all, the MR images obtained by using of FBI 
method are inputted as original image. Next, MIP image 
is reconstructed from the original image. At this time, 
three dimensional coordinates value of the area where 
have maximum pixel value on the viewpoint are saved. 

 
2.2 Extracting the initial blood vessel regions 
To extract the blood vessels area, binary mask 

processing (same threshold which has CT value of 3000 
in all the cases) is done to all volume data in the first 
step of extracting a region of interest. Next, to decide 
starting point of region growing method, thinning 
algorithm is performed. The thinning algorithm is 
operation for extracting a central line of one pixel in 
width by making thinning the line width in a given 
figure. When a figure is used the thinning algorithm, 
because it is easy to analyze the shape and the 
relation of combination, the thinning algorithm is 
widely used. 
The image including the noise obtained by thinning 

algorithm is also performed the thinning processing. In 
this study, to obtain only the blood vessel area, eight 
neighbor pixels are searched from the point of the blood 
vessels area, and by tracking the point which have these 
thinning pixel values, all of thinning parts except these 
points are reduced, we can obtain thinning images 
which are only the blood vessels parts. At this time, the 
highest point is made as the starting point, and this point 
has three dimensional coordinates which comes from 
the MIP image. As a result, the starting point of region 
growing method can be decided automatically. 
 
2.3 3D-region growing method and tree structure 
The region growing method is one of the important 

methods for segmentation on computer vision, medical 
imaging, and analyzing a video image field [9, 10]. It is 
applied to specify an accurate position of the blood 
vessel area, by performing the area expansion 
processing. When a good performance could not 
achieved for detecting the line segment, the successive 
blood vessel area appears as a discontinuous point of the 
line element on the MR image. It is because it could not 
correctly extract the peripheral vessel when it was  

START  

Create a MIP image 

Thinning algorithm 

Binary mask processing 

END 

Acquisition of slice number 
of branch tip 

Set a VOI 
for final extraction 

Acquisition of initial enhancing 
point 

Region extraction of  
each branch 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 494



 
 

(a) 

 
 

(b) 
Fig. 3 MIP image which is obtained coronal plane from 

the MRI image 
 

 
Fig.4 Tree structure 

 
applied to binary imaging threshold processing. The 
resulting the extraction of the peripheral blood vessel 
area becomes difficult. To avoid this problem, in the 
first stage, we introduce a region growing method. 
Moreover, we assume that these blood vessels are exist 
some direction on the FBI images which having the tree 
structure shown in Fig. 4. These blood vessels are 
extracted in a slice of the images from the starting point 
on the region growing method. Next, three dimensional 
enhancement is done by extracting between successive 
slices. After enhancing process, labeling is done at a 
slice of the image, and divergence is understood A to B 
and C in Fig. 4. At this time, the threshold is changed by 
the labeled area of a blood vessel section. The blood 
vessel area is extracted by changing the threshold at 
each divergence B to D in Fig. 4. It returns to the 
previous divergence and the process is done to the 
branch that did not do the extraction process (D to B). 
At this time, the slice of branch tip (section of the 
peripheral blood vessel) can be obtained. The entire 
blood vessel area is extracted by repeating this 
processing (B to E, E to C and C to F).  
 
2.4 Extracting the peripheral vessel 

The thick blood vessel area can be extracted by the 
above mentioned technique. However, it is difficult to 

do the extracting process with a parameter when the top 
and bottom of the blood vessel are extracted. It is 
because the pixel value is resembled in the peripheral 
blood vessel area. To overcome this problem, we 
propose to set VOI in the second stage and to perform 
the 3D-region growing processing as the feature value 
which is applied dot and selective enhancement filter 
with selective enhancement filter to the thick blood 
vessel area [10]. As a result, when the over extraction is 
occurred, the influence can be decreased. Moreover, the 
processing time can be reduced by setting the area of 
interest, and limiting the range of processing. Thus the 
slice number of the peripheral blood vessel section is 
obtained in the first stage, and in the second stage, the 
range setting of VOI is specified from the slice and the 
center of gravity of the blood vessel section. 

  

III. EXPERIMENTAL RESULTS 
To detect blood vessel area, we applied automatically 

proposed method to MR image obtained by FBI method. 
Image size is 256 x 256 [pixels] and the image set 
consists of 50 to 100 slices images per case. Automatic 
extracting of the blood vessel area is performed by the 
discrimination analysis using the 3D-region growing 
method and the tree structure. The experimental results 
on processing for source images for 11 cases were 
shown with a good performance of extraction of blood 
vessel area. A result of the extraction processing is 
shown in Fig. 5. A MIP image from the coronal view is 
created from the original image as shown in Fig. 5 (a). 
In this Figure, the image noise of the bladder and the 
area where a high density value is indicated in other 
organs appear in the image beside the artery area to be 
extracted. A MIP image of detection result on initial 
artery area and final detection result are shown in Fig. 5 
(b) and 5(c), respectively.  

Overall the performance for these extraction results 
are evaluated by comparing some center lines on the 
original MIP image from the coronal and sagittal view 
which acquired by our proposed method with the 
correct data of blood vessel area indicated visually by a 
medical doctor. In particular, we assume that the true 
positive (TP) is the rate of crossover the extracted blood 
vessel area automatically to the correct data, and also 
the false positive (FP) is the rate of the over extraction 
area to the correct data. Moreover, the average 
recognition rate is acquired by the results applied to the 
true non-enhanced MR images of 11 cases with the 
proposed method. The result of the average recognition 
rate is shown in Table 1. Next, the result of the 
correspondence ratio for the assessment of performance 
is shown Table 2. Each equation of the TP, the FP and 
the correspondence ratio (CR) are shown in equation (1), 
(2) and (3), respectively. 

( ) * 100 [%]
( )

n A BTP
n A

∩
=         (1) 

 

A 

B C 

D F E 
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(a)             (b)            (c) 
Fig.5 Extraction result 

 
( ) * 100[%]
( )

n CFP
n B

=       (2) 

( ) * 100[%]
( )

n A BCR
n A B

∩
=

∪
   (3) 

 
A, B, C and n in these parameters of each equations are 
shows the gold stand by radiologist, the extracted result, 
the over extraction and the number of pixels, 
respectively. In this study, the TP from the coronal view 
and the sagittal view are 82.95% and 92.1% in the 
average recognition rate are achieved, respectively. 
 
Table 1 Result of average recognition rate of 11 cases  
 TP (%) FP (%) 
Coronal 82.95 27.44 
Sagittal 92.17 49.18 

 
Table 2 Result of correspondence ratio of 11 cases  
 Agreement rate (%) 
Coronal 61.94 
Sagittal 66.59 

 
 

IV. DISCUSSION AND CONCLUSIONS 
In this paper, we have developed a CAD system as an 

automatic extraction of blood vessel region to analyze 
non-enhanced MR image employing a FBI method in 
lower limbs area. In the extraction of the blood vessel 
area, a good performance was obtained by use of a 3-D 
coordinate value as the starting point from the MIP 
image with the thinning algorithm, the region growing 
method based on tree structure. In the assessment result 
of the precision of detecting in Table 1, a good 
performance has been obtained both the TP and the FP 
in the MIP image from the coronal view. On the other 
hand in the MIP image from the sagittal view, though 
the FP was slightly higher the value than one from the 
coronal view, a good performance was obtained with the 
TP was over 90%.  

However, some cases including venous area on the 
original image may have mis-detections that the venous 
area as well as the arterial area is extracted, and for this 
reason, some improvements for extracting algorithm in 
the blood vessel area are required. 
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1. Introduction 
 
Technologies that can accurately perform minute work 

are now being sought for both medical treatment and in 

the field of manufacturing semiconductors. Such minute 

work is improved by using micromanipulators, but their 

operation is difficult because the operator has no sense of 

force; he relies only on sight through a microscope. As a 

result, a person skilled in the use of this technology is 

needed for all minute work. It is thought that the 

efficiency of minute work would be improved if the 

operator were able to have a sense of force while using a 

manipulator. 

This study describes the development of a more 

efficient system for minute operations. Our aim was to 

develop a system using not only the sense of sight 

through a microscope, but also a sense of force from the 

manipulator. For this fundamental research, a system was 

created to assess the reaction force when a minute 

sample was touched. A cantilever was used to touch the 

sample, and the reaction force was obtained from the 

degree to which the sample bent. In addition, we used a 

haptic device and amplified the force feedback from a 

minute sample of a virtual object.  

 

2. System Structure 
 

2-1. System Summary 

 

The structure of the system is shown in Fig. 1a, and a 

schematic view is shown in Fig. 1b. This system consists 

of a microscope with an automatic x-y stage, a piezo 

stage, a feedback stage controller to control the x-y stage, 

a piezo stage controller, a haptic device for transmitting 

force feedback (Fig. 2), a cantilever (Fig. 3), and a PC 

via which the user can control and operate these 

components. The sample was fixed on the x-y stage by 

an injector (Fig. 4) and a holding pipette (Fig. 5). When 

the cantilever, which was fixed to the piezo stage, 

touched the sample, the operator could feel a force as if 

he had touched the sample using the haptic device. The 

resolution of the piezo stage is 1 nm. Table 1 gives the 

specifications of the injector, and Table 2 gives the 

specifications of the holding pipette.  

 

 

 

 

 

 

 

 

 

 

 

Fig. 1a. Photograph of the structure of the system. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1b. A schematic view of the system’s structure.
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Abstract. The purpose of this research was to develop a combined sense system that uses both force feedback and 

visual feedback to determine the shape of the microscopic features of a microsample. It is thought that the efficiency 

of minute procedures would be improved if the operator were able to have a sense of force while using a manipulator. 

We used a cantilever to touch a minute object and obtain a reaction force from the degree of bending. We constructed 

a haptic device that gives a sense of that force to the operator, who can feel the force when a user touches the sample 

with a cantilever. In addition, when the haptic device is used in simulations, the user can feel a force as if he had 

touched the sample.  
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Fig. 2. Haptic device.     Fig. 3. Cantilever. 

 

 

 

 

 

    

 

              

       

Fig. 4. Injector.            Fig. 5. Tip of holding pipette. 

 

Table 1. Specifics of the injector. 

Drive distance 40 mm 

Braking distance 800 μ|| 

Size 200×80×30 mm 

Weight 2 kg 

 

 

Table 2. Specifics of the holding pipette. 

Length 60 mm 

Inside diameter 13 μm 

 

 

2-2. Haptic device 

 

Figure 6 is a diagram of the haptic device. It consists 

primarily of a rotor, a laser, and a position-sensitive device 

(PSD). We installed a coil on the rotor with a polarity magnet, 

which generated electromagnetic induction by an electric 

current and a magnetic force. The angle of the rotor can be 

measured by the laser and the PSD. The rotor was able to 

follow any input waveform. 

 

 

 

 

 

 

 

 

 

Fig. 6. Diagram of the haptic device. 

 

It was necessary to control the actuator with a 

servomechanism on the actuator. Therefore, the system 

driving the actuator consisted of four actuators: a 

microcomputer, an inputting AD/DA port, an outputting 

microcomputer, and a PC outputting order value. The system 

controls the actuator during each part of the process. Figure 7 

shows the structure of the haptic device.  

 

 

 

 

 

 

 

 

Fig. 7. Structure of the haptic device. 

 

The actuator, which is structured by the PD control, is 

operated through a digital differential calculus device. A 

transfer function for the quadratic function system shown in 

Fig. 8 is provided for the actuator servo system. The role of 

each parameter of the control system is to adjust the total 

offset to a master in Gi/Gif, to regulate the item 

viscosity/resonance point in Gp/Gv, and to regulate the total 

gain in Gm. Table 3 is a list of the control parameters of the 

servomechanism system. 

 

 

 

 

 

 
Fig. 8. Block diagram of the servomechanism system. 

 

 

Table 3 Control parameters of the servomechanism system 

 
 
 
 
 
 
 
 
 
 
 

3. Measuring the antipower 
 

The reaction force is used to calculate the force that is 

applied by the minute object. In this experiment, we touched 

the minute object with the cantilever shown in Fig. 3, and the 

reaction force was obtained from the degree of bend of the 

cantilever. The layout of the experiment is shown in Figs. 7 
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and 8, and the environment of the experiment is shown in 

Figs. 9 and 10. As a result of this experiment, we obtained the 

reaction force applied by the minute object. 

 

 

 

 

   

 

 

 

 

Fig. 9. Environment of the experiment. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 10. Environment of the experiment. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11. Cantilever touching the tip of the holding pipette. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. The cantilever detection program. 

 

Figure 11 shows the cantilever touching the tip of the 

holding pipette. The image processing speed of the cantilever 

was improved by the tracking process (Fig. 12). The bend of 

the cantilever is assumed to be linear-elastic so that Hooke’s 

law may be applied. Then the restoring force F of the bend of 

the cantilever is given by 

kxF =     (1) 

where x is the compression distance from the equilibrium 

position, and k is the spring constant. 

 

4. Deforming the simulation of the sample 
 

In this study, we aimed to build a working system using a 

microscope, a haptic device and a simulation. A fundamental 

element was the simulation of the deformation of a minute 

object. Figure 13 shows the graphical user interface (GUI) of 

the simulator. A graphic tool is created using OpenGL to 

draw the object and to choose the shape of the sample, for 

instance, a cube or sphere. A dynamic model of the sample 

consists of a spring-mass array of mass points in both the 

vertical and horizontal directions. An example of the 

arrangement of mass points is shown in Fig. 14. When a 

force was applied at a mass point, the simulation calculated 

the speed of all mass points that had been affected. The image 

is renewed after every ten calculations. 

A spring is defined as having a size but no weight, and a 

mass point is defined as having a size, a weight and a rigid 

body. An arbitrary mass object can be placed on a spring on a 

bitmap (Fig. 15). In addition, a sample can be seen from 

various viewpoints, and the deformation of the sample, which 

is impossible to observe by microscope, can be checked. The 

shape of this object can be either a cube or a sphere, and any 

point may be selected as a fixed point or an operating point. 

 

 

 

 

 

 

 

 

 

    Fig. 13. Simulator.         Fig. 14. Arrangement of 

mass points 

 

 

 

 

 

 

 

 

 

Fig. 15. Placing an arbitrary object on a bitmap. 

 

The calculation method for the displacement of each mass 

point is based on Newton’s equation of motion (Eq. 1) using 

the Euler method. A mass point is linked to an adjacent mass 
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point at both ends of a spring. When the spring between the 

mass points is in the equilibrium position, the restoring force 

F is the sum of the elastic force of the construction spring and 

the shear spring, and the viscous force is given by 

 

Fma Σ=            (2) 

 

where m  is mass and a  is acceleration. 

 

 

 

 

 

 

 

 

 

Fig. 16. Elasticity. 

 

FΣ  is sum of the elastic force of the construction spring 

and shear spring, the viscous force and the damping force. To 

obtain the restoring force F , the restoring force was 

divided into F damping, F spring and F viscous. Equation 2 

gives the following equations using the model shown in Fig. 

16. 

 

ijspring FF Σ=           (3) 

iddamping vCF −=           (4) 

)( jivviscous vvCF −−=         (5) 

viscousdampingspring FFFF ++=Σ    (6) 

 

where C d is the damping factor, C v is viscosity, and v i 

and v j are the velocities. 

 

5. Conclusion 
 

The present study evaluated whether the force feedback is 

amplified by touching a virtual object with a haptic device in 

a PC. We found that it is possible to amplify the reaction 

force, but were unable to create a large enough reaction force 

for a worker to feel its elasticity. 

Future research should focus on building a system that 

allows a reaction force to be detected and shown more 

precisely. Such a system would make it possible to test 

smaller samples. 
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Abstract: The research presented in the paper focuses on a real-time face detection and recognition system applied to 
biped robot in the complex background. In the visual system, a multi-information method consisted of Adaboost 
algorithm and color information for face detection part is proposed and Embedded Hidden Markov Model (EHMM) is 
employed to recognize the detected faces. The system introduced in the paper improves the processing speed of 
detecting and recognizing faces in a frame with a suitable accuracy by integrating three rapid algorithms. 
 
Keywords: face recognition, biped robot, complex background 

 
 

I. INTRODUCTION 

In the recent decades, the scope of applying mobile 
robots has been broadening with the development of 
robot technologies. The mobile robots can not only get 
used to the variety of terrestrial environments, but also 
are required to have more effective capability of 
interaction with users, for example, following the 
people’s actions or communicating with people [1], 
which makes the ability of acquiring information by 
vision be more and more important to robots. 
Department of Automation, Tsinghua University has 
developed a biped robot used to research and integrate 
different robot technologies. The face recognition 
system introduced in the paper is developed for the 
robot to make it detect and recognize faces in the 
complex background. 

The character of the system is real-time processing 
and adapting to uncontrolled indoor environments. For 
the purpose, a multi-information method consisted of 
Adaboost algorithm and color information, which are 
the fast face detection methods at present, for face 
detection part is proposed. In addition, Embedded 
Hidden Markov Model (EHMM) is presented using 2-
DCT feature vector as the observation vector to 
recognize the detected faces. By setting the factors of 
EHMM, the processing speed and recognition rate of 
the system can be changed. Fig.1 illustrates the main 
procedure of the face recognition system. 

In this paper, Section 2 presents the face detection 
algorithm, and EHMM algorithm for face recognition is 
explained in Section 3. In Section 4 the testing results of 
the whole system are explained in the uncontrolled 
indoor conditions. Finally, conclusions and future work 
are drawn in Section 5. 

Fig.1. Flow of face detection and recognition 
 

II. FACE DETECTION 

The face detection section is integrated by Adaboost 
algorithm and skin color model method. Both 
approaches can process the images and video extremely 
rapidly. 

1. Adaboost Algorithm 
Adaboost algorithm was first proposed by Freund Y. 

and Schapire R.E. in 1996, which was an iterative and 
very important machine learning method [2]. On the 
basis, Viola, P. and Jones, M. proposed an improved 
machine learning approach, which could process the 
images extremely efficiently and achieve high detection 
rates, for visual objects detection [3][4].  
   Adaboost detector employs the extended set of 
Haar-like features which is proposed by Lienhart et al. 
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[5][6] to classify. Each feature is consisted of 2~3 
rectangles to detect edge features, center-surround 
features and line features. Fig.2 describes the set of 
features. In order to compute the features rapidly, Viola 
P. introduced the integral image representation for 
images. The integral image at location ( , )x y  means the 
sum of the pixels above and to the left of ( , )x y , 
inclusive:  

' '

' '

,

( , ) ( , )
x x y y

ii x y i x y
≤ ≤

= ∑            (1) 

where is the integral image and is the 
original image. 

( , )ii x y ( , )i x y

 
 
 
 
 
 

Fig.2. Haar-like features 
With the feature set and a training set of positive and 

negative images, Adaboost algorithm is used to train 
strong classifiers and a cascade of classifiers is 
constructed to achieve increased detection performance 
while reducing computation time. The main procedure 
is below: 
(1) Given example images 1 2( , ), , ( , )n nx y x y , and 

for negative and positive example 
respectively. 

1,0iy =

(2) Initialize weights for 1, 1/ 2 ,1/ 2iw m= l  1,0iy =  
respectively, where m and l are number of negatives 
and positives respectively. 

(3) For : 1, ,t T=
a) Normalize the weights , so 

that is a probability distribution. 

, , 1
/ n

t i t i t ij
w w w

=
← ∑ ,

tw
    b) For each feature j train a classifier jh which is 

restricted to using a single feature. The error is 
( )j i j i ii

w h x yζ = −∑ . 

    c) Choose the classifier with the lowest error. th
    d) Update the weights: 1

1, ,
ie

t i t i tw w β −
+ = , where 

i if example0e = ix is classified correctly, 
otherwise 1, /(1 )i t t te β ζ ζ= = −

t

. 
(4) The final strong classifier is: 

1 1
1 ( ) ( ) / 2

( ) , log(1/ )
0

T T
t t tt t

t
h x

h x where
otherwise

α α
α β= =

⎧ ≥⎪= ⎨
⎪⎩

∑ ∑ =

)

 
(5) Constructed the cascade of strong classifiers. 

2. Skin Color Model 
   Human skin color has been used and proven to be an 
effective feature in face detection [7][8]. Several color 
spaces have been utilized to label pixels as skin 
including RGB, normalized RGB, HSV, YCrCb, YIQ, 
CIE XYZ and CIE LUV. The simplest and most 
effective model is YCrCb model, in which Y means 
luminance or gray value and Cr, Cb values are defined 
as skin tone pixels. YCrCb model is influenced little by 
illumination variations and the distribution of skin color 
pixels measured by Cr, Cb is very compact. In Fig.3 is 
shown the distribution according to the statistics of 200 
images searched in the Internet. 

 
 
 
 
 
 
 
 
 

 
Fig.3. Distribution of skin color in YCrCb model 
There are two methods to classify pixels. One is to 

construct the Gaussian Density Model based on the 
statistical data, and the other is to classify a pixel simply 
to have skin tone if its values fall within a 
range, which is 133  
concluded by experiments. Considering the detection 
rates and speed, the second method is employed in the 
paper. The skin color model is used to verify the regions 
detected by Adaboost algorithm. If the ratio of skin 
color pixels and total pixels is larger than the threshold, 
which is set as 0.355 got by experiments, the regions are 
considered as faces finally. 

( ,Cr Cb
173,77 127Cr Cb< < < <

3. Face Detection Database 
GTAV face database is used to test the effectiveness 

of face detection section in the paper. GTAV database 
includes a total of 44 persons with 27 pictures per 
person which correspond to different pose views (0º, 
±30º, ±45º, ±60º, ±90º) under three different 
illuminations (environment or natural light, strong light 
source from an angle of 45º, and finally an almost 
frontal mid-strong light source). Furthermore, at least 10 
more additional frontal view pictures are included with 
different occlusions and facial expression variations. 
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The resolution of the images is 240*320 with BMP 
format. 
   40 persons with 15 images per person with different 
illuminations and facial expressions are selected to 
detect, and the people’s pose views are limited to 0º, 
±30º. Two-thirds of the faces are used to train the 
cascade of classifiers. In Fig.4 is shown the examples of 
GTAV and Fig.5 describes the relevant detection results. 
The detector runs at 4.5 images per second and the 
detection rate is 97.5%. 
 
 
 
 
 
 
 
 
 
Fig.4. Examples of GTAV    Fig.5. Detection results 

 

III. FACE RECOGNITION 

In the face recognition section, Embedded Hidden 
Markov Model abbreviated as EHMM is employed to 
recognize the faces detected. Lack of space, the section 
will just introduce the basic principle and program flow 
and references [9][10] are given a detailed mathematical 
derivation of HMM and EHMM. 
   Hidden Markov Model (HMM) is a set of statistical 
models used to characterize the statistical properties of a 
signal. HMM consists of five elements: (1) N, the 
number of states in the model; (2) M, the number of 
different observation symbols; (3) A, the state transition 
probability matrix; (4) B, the observation symbol 
probability matrix; (5) , the initial state distribution. 
With the factors, a HMM is defined as 

Π

( , , )A Bλ = Π                (2) 
   For faces of people, the significant facial regions 
(hair, forehead, eyes, nose, mouth and chin) come in a 
natural order from top to bottom regardless of the scale, 
illumination, rotation of faces. Each of these facial 
regions is assigned to a state in a left to right 1-
demension continuous HMM. Then the observation 
vectors consist of a set of 2D DCT coefficients that are 
extracted from each region.  

Thus, the HMM ( , , )A Bλ = Π

6

is initialized. The 
training data is uniformly segmented from top to bottom 
in 5N or= states and the observation vectors 

associated with each state are used to obtain initial 
estimates of the observation probability matrix B. The 
initial values for A andΠ are set given the left to right 
structure of the face model. 
   EHMM is similar to HMM, but consists of s set of 
super states. Super states divide face into different 
regions which are hair, forehead, eyes, nose and mouth, 
from top to bottom. Each super state also consists of 
some states named embedded states. The faces are 
divided into some blocks both vertically and 
horizontally. 2D DCT features are extracted from the 
blocks as the observation vectors. EHMM utilizes more 
information of faces than HMM, so the recognition rate 
of EHMM is higher. In Fig.6 is described the face 
structure of EHMM while the program flow is shown in 
Fig.7. 

Fig.6. Face structure of EHMM 

 
Fig.7. Program flow 
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ORL (Olivetti Research Ltd.) face database is 
employed to test the recognition section. ORL database 
consists of 40 persons with 10 pictures per person. Six 
pictures per person are used to train the EHMM while 
the other four images per person are recognized. The 
recognition results with parameters are shown in table 1. 

 
Table 1. Recognition Results 

 Super 
states 
number 

Embedded 
states 
number 

Recognition 
rate 

Recognition 
speed 

1 5 3,6,6,6,3 100% 4.1s/image 
2 5 1,1,1,1,1 92% 1.3s/image 
 

IV. EXPERIMENTS 

   The whole system is programmed based on OpenCV 
under the environment of VC 6.0. The CPU is Pentium
Ⅳwith 3GHz frequency and 1.46G memory. The face 
detection and recognition results are also obtained under 
the computer’s condition. Face database is established 
by taking photographs of 12 graduate students in the 
laboratory with 13 pictures per person, of which 8 
pictures are used to construct the EHMM. The whole 
processing of detecting and recognizing a frame, which 
is 320×240, spends 1.4 seconds with the rapid 
recognition parameters and 4.2 seconds with the slow 
recognition parameters. In Fig.8 is described the 
experiment results, and the frame without yellow words 
means failure to recognize. 
 
 
 
 
 
 
 
 
 
 

Fig.8. Experiment results 
 

V. CONCLUSIONS 

The paper introduces a face detection and 
recognition system developed for mobile robot to make 
it have the capability of interaction with people in the 
uncontrolled indoor environments. The face detection 
part consists of Adaboost algorithm and skin color 

model approach to detect faces in the complex 
background rapidly and efficiently. EHMM algorithm is 
employed to recognize the detected faces with high 
recognition rate. The integrated system spends 1.4s 
processing a frame. Future work will be directed on the 
improvement of EHMM to increase the recognition 
speed, and the system should be integrated with the 
mobile robot. The function of preventing the jitter of 
video caused by robot’s moving also need to be 
developed. 
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Abstract: The paper proposes control algorithms applied to MIROSOT robot league architecture.  The MIROSOT 
league soccer game concept is fairly simple:  two teams of robots, with tree/five robots per side which play football 
completely autonomously. The ball that the teams play with is an orange golf ball.  Above the pitch is a machine 
vision camera running at 60 frames per second.  This camera is linked back to a server which then calculates the 
positions and velocities of each of the robots and ball, from which it determines what each robot should be doing.  
These instructions are then communicated to the robots over a wireless link. In order to develop an efficient control 
strategy and architecture it has to use the strategy from the real human soccer game. Using software Simi Scout a 
suitable tactics analysis can be extract from the games. Analyzing the soccer game, a number of attributes are specified 
and are embedded at different levels. The specified levels are interconnected and the game analysis is processed for 
optimization. Using this information the robot program is adapted and the tests/games are experimented. The soccer 
robots software is composed by three parts; FindObjects () that determines the position of the robots and the target, 
My_Strategy () that defines the strategy to solve the player role and Send_Command () that sends out the commands 
for controlling the robot. Among these functions, FindObjects () is the function dealing with the vision program. The 
upper level is team strategy level witch distribute the players role. The results are commented and improved control 
architecture, based on practical results, is proposed. 
 
Keywords: robotics, biomimetic approach, cooperative tasks. 

 

 

I. INTRODUCTION 

The nature’s inventions have inspired researchers in 
developing effective algorithms, methods, materials, 
processes, structures, tools, mechanisms, and systems. 
Biomimetics is a new multidisciplinary domain that 
includes not only the uses of animal-like robots – 
biomimetic robots as tools for biologists studying 
animal behavior and as research frame for the study and 
evaluation of biological algorithms and applications of 
these algorithms in civil engineering, robotics, 
aeronautics. Multi-agent system has emerged as a 
subfield of AI and helps to understand and provide with 
theory and principles for constructing complex systems 
with multiple agents and their coordination/competition 
in dynamical environments. The robot soccer game is an 
interesting benchmark problem for the multi-agent 
systems.  

Generally spoken in robot soccer regarding the 
division of labor between the components of a soccer 
team, namely between the host computer system and the 
autonomous mobile robots, three system configurations 
are defined: 1. Remote brainless system; 2. Robot-based 
system; 3. Vision-based system. 

The vision-based system can be described as the step 
from the remote brainless to the robot based system, as 
some of the intelligence is transferred from the main 
computer to the single agents, but the control of the 
vision system and the strategic coordination still remain 
tasks of the host unit.  

 
Fig. 1. Soccer robot architecture. 

 
The Micro-Robot’ World Cup Soccer Tournament 

(MiroSot) is the brainchild of Jong-Hwan Kim [1] of 
KAIST, Korea and was initiated in 1995. A mobile robot 
soccer team consists of up to three micro mobile robots. 
Two teams play soccer according to the rules similar in 
nature to the real soccer game. The Federation of 
International Robot Soccer Association (FIRA) has 
established these rules.  

Above the field (at the height of approximately 2 m) 
an industrial camera is mounted. 

The mechanical construction of the micro mobile 
robot is based on a duralumin frame, on which two DC 
motors with gear boxes and a controller board are 
mounted. 
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Fig. 2. Soccer robot system with the vision system, host 

computer and RF communication system. 
  

Robot has two parallel wheels and in addition is 
suspended by two slipper elements mounted at the front 
and back part of the frame. 

 
Fig. 3. The soccer robot CAD– Yujin Company 

 
The basic features of the micro mobile robot are: 
• dimensions: 7.5×7.5×7.5cm, 
• weight with batteries: 0.43kg, 
• maximum velocity: 1m/s, 
• maximum acceleration: 0.75m/s 

 

II. POLLING ROBOT SOCCER STRATEGY 
FROM THE REAL SOCCER GAME 

The soccer robot game structure has 6 steps: 
Step 1: Image acquisition and primary 

calculation (distance, velocity, relative angle 
calculation etc.) 

Step 2: Decide which posture is suitable for 
player offensive or defensive. 

Step 3: Determination of team strategy and 
player profile assignment. 

Step 4: Determination of the target position. 
Step 5: Path planning.  
Step 6: Calculation of the wheels’ moving 

direction, velocity and displacement. 
In order to have a successful team the secret are: 

good player’s profile, good team strategy. 
The player profiles are:  

- Attack 
- Midfield 
- Defender 
- Goalkeeper 

Using Simi Scout a real game is analyzed and the player 
profile is extracted (for this example is used Romania 
Columbia, 1994, soccer game, and for players profile, is 
used Romanian player profiles) 

 
Fig. 4. SimiScout analise for soccer game Romania-Columbia 

 
Using the real game information, the player situations 

can be extracted. Let’s analyse , in detail, the strategy for 
Attack player [2]. 

Assuming that the left half of the playground is the 
opponent side, it is reasonable that the attacking player 
must move to the right side of the ball as soon as possible.  

The Petri net model [3] for the attacking soccer robot 
modeling the real situation, has been designed so that the 
topology to contain the following situations in which  the 
attacking robot can be, as follows: 

a) the attacking robot is behind the ball; 
b) the attacking robot kicks the ball; 
c) the attacking robot is in offside position; 
d) the attacking robot is in contact with ball and the 

ball is situated behind the robot. 
In state (a) the attacking robot is in a probable position 

to kick, in state (b) it is kicking the ball, in state (c) it is in 
front of ball, so should be careful to avoid the offside 
position, and in state (d) it is in contact with ball.  

With these four states, the Petri-net for the attacking 
robot controller is formed. “Angle” is used to refer to 
the angle between the heading direction of the attacking 
robot and ball. “Distance” is used to refer to the distance 
between the attacking robot and ball in pixels. In state 
(a), the attacking robot is ordered to move to ball and 
kick it. In state (b), if “Angle” is above 45° , or 
“Distance” is more than 20 pixels, the attacking defense 
robot goes to state (a). In state (a), if the ball is on the 
right side of attacking robot (offside position), it should 
go to state (c). In state (b), if the attacking robot fails to 
kick the ball, the robot goes to state (c). In state (c), the 
attacking controller orders the robot to move sideways 
and it comes behind the ball without touching it and 
goes to state (a). In state (c), if “Distance” is below 10 
pixels, the robot goes to state (d), so it should move 
away from the ball till “Distance” is above 20 pixels and 
then can get into state (c). 
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Analyzing the situations for Goalkeeper player, for 

Defender and for Midfield we can generalize the 

situations as: 
p1)  the robot is behind the ball; 
p2)  the robot kicks the ball in the opponent 

direction; 
p3)  the robot is in unwanted position; 
p4)  the robot is in contact with ball and the ball is 

situated behind the robot. 
Using Simi Scout a set of attributes are assured. 

Statistically, after analyzing the all attributes proposed, 
only 7 are retained and become transition for our 
algorithm: 

t1 : tries to kick the ball, though it is not in a good 
position to kick, 

t2 : in front of the ball and at the following instant it 
is in a good position to kick, 

t3 : in front of the ball, and moving to an unwanted 
position, 

t4: in unwanted position and escaping from that, 
t5 : misses the ball, and is in front of the ball, 
t6 : in unwanted position, and then in contact with 

the ball and behind, and 
t7 : away from the ball and behind, but still in an 

unwanted position.  

 
Fig. 5. Petri net model for the soccer robot 

 
As every robot has the same strategy, the role for 

attack, defender, midfield or attack can be easily 
switched between the robots. The roll will be assigned 
dynamically, be image analyze. 

A role assigned it is means that the intervention area 

of the robot is in: 

 Attack Area 

 Midfield Area 

 Defense Area 

 Goalkeeper Area 

 
Fig. 6. Playfield division areas 
 
The ball position will switch the team strategy. 
 
The team strategy extracted (from Romania – 

Columbia 1994 - soccer game - using Simi Scout 
software) is: 

- If the ball is in attack area then 2 
player are attack player, and the nearest 
player to midfield area is midfield 

- If the ball is in the midfield area, 
then 2 player are midfield player, and the 
nearest player to defense area is defender 

- If the ball is in defense area, then 2 
players are defense player, and the nearest 
player to goal area is goalkeeper. 

 

III. NUMERICAL SIMULATION AND 
EXPERIMENTS 

 
The results from the mathematical method of 

checking through the invariants method associated 
transitions and the corresponding positions after 
calculating the incidence matrix of the net have been 
validated through the simulations using Petri Net 
Toolbox in Mat lab environment.  

It was validated in this way that the net topology, the 
evolution of (their dynamics), as well as structural and 
behavioral properties. The following two tables (Table 
1- Global Statistics Places and Table 2 - Global 
Statistics Transitions) present the complete lists of 
global indices associated with the places and the 
transitions considered in the architecture of Petri net 
that modeling the controller for attacking robot. 

 
Table 1. Global Statistics Places 

 
 
Also, the special options of Petri Net Toolbox, 

which confers a high capacity of analysis, has made 
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possible a synthesis of  this Petri net model which 
allows exploring the dependences of  global 
performance indicators associated with the net 
positions/transitions on two “Design Parameters” (being 
considered places p1 and p4) for the various parameters 
of the simulation. 

 
Table 2. Global Statistics Transitions 

 
 

 
Fig. 7. Dependency of the Service Sum index associated t2 

transition 
 

IV   EXPERIMENTAL RESULTS 
 
The experimental results obtained by applying the 

proposed method for the attacking robot are presented in 
snapshots Fig.8 and Fig.9. It is used three robots having 
the yellow team color, the ball having the orange color 
and the playing field with the color black. 

 
Fig. 8. The midfield robot become attack robot and goes to 

t1 transition 
 
The blue robot color is assigned as attacking robot 

and moves to the ball and then shoots it into the goal 
successfully. 

 
Fig. 9. The attack robot goes to t2 transition 

 
V   CONCLUSION 

 
The research proposes a biomimetic algorithm based 

on analyzing the real situation [4]. In this paper, a Petri 
net model is used for designing a low level controller 
for the soccer robots. The presented controller did not 
use the information of opponent team. A future 
development of this research will add the opponent 
predicted strategy and a more dynamical switching 
strategy. Using a single model robot controller offer 
advantages in terms of implementation, but the team 
strategy can be easily indentified by the opponent and 
annihilated. The Petri net model presented is 
implemented in MATLAB environment. The 
simulations studies was validated that the net topology, 
the evolution of (their dynamics), as well as structural 
and behavioral properties and was provided the global 
performance indices associated with the places and the 
transitions and also the whole set of global indices 
associated with all the nodes of the net. Finally, the 
feasibility of the proposed architecture is demonstrated 
by the experimental results. 
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Abstract:  This article presents an efficient scheme for computing optimal grasping and manipulation forces for 
dexterous robotics hands.  This is formulated as Quadratic Optimization problem formulation.  Computation has 
been based on non-linear model of fingertips contacts and slips.  In achieving grasping while in motion,  hand 
inverse Jacobian is considered an important matrix to be computed, however, it is considered as highly intensive to be 
computed.  Consequently, we investigate an efficient approach by using Artificial Neural Networks (ANN) for 
learning grasped optimal forces.  ANN is used to learn the optimal contact forces relating hand joints torques to object 
result force.  Results have indicated that ANN have reduced the computational time reasonable values,  this is due to 
the ability to map nonlinear relations.  Furthermore, results have revealed that ANN are capable of learning highly 
nonlinear relations relating distributed fingertips forces and the joints toques. 
 
Keywords:  Dexterous Manipulation,  ANN Approximation,  Optimal Forces. 

 

I.  INTRODUCTION 

Kinematics and optimal distributed force control issues 
for Multi-fingered hands have been a theme for 
considerable research [1,2].  AI techniques have also 
been introduced by many researchers in areas of 
robotics control.  ANN, for example,  have been 
heavily employed in robotics technology such as robot 
arm visual control [3,4],  kinematics of high degrees of 
freedom robot arm [5],  furthermore, the study 
introduced by [6] in which they employ a real-time 
learning neural system in solving inverse kinematics,  
the research introduced by [6], in which they employ an 
artificial neural network for tracking and grasping a 
moving object observed by a six degrees of freedom 
robotics arm system.  Maciejewski et. al. [7] introduced a 
methodology to reduce computational burdens based on 
Givens rotations.  Research contributions in task space 
measure can also be found in [8], as static and dynamic 
manipulability ellipsoids have been used. An alternative 
employment of artificial neural networks has been the 
one presented by Wohlke, [9], here conception of control 
system was based on combination of a ANN for an 
adaptation of grasp parameters and a fuzzy logic for the 
correction of parameters values given to a conventional 
controller. [10] has proposed a Fuzzy-Neural system 
control system that learns specific hand-object mapping, 
without considering the issue of interaction forces 
among the fingers.   
 
In this contexts, this manuscript rather glances at 
exerting optimal grasping forces while a grasped object 
is in motion.  Jacobian hand inverse has been avoided 
to compute, as compared to other techniques which used 
other numerical algorithms to compute the inverse via  

 
the Singularity Robust Inverse.  Mapping hand 
Jacobian inverse, i.e. joints space to fingertips optimal 
force distribution,  to a set of ANN neurons 
interconnection weights facilitates a reduction of 
computational  execution time.  In addition, this gives 
an ability to add more training patterns that are valuable, 
particularly once a hand passes singularity. 
 

II.  DYNAMICS FORMULATION 

Grasped object undergoes a motion, once fingertip 
forces are exerted, Fig. (1). Dynamic behavior of a 
grasp object is defined as  time response of an object 
to change motion or force trajectories. It is 
quantitatively represented by natural frequencies and 
damping ratios of a grasp on each object frame degree 
of freedom.  Defining a Cartesian based posture error 
of an object as ℜ ×∈ 16e  as uu c

a
c
de −≅ . Entire object-

hand contact system is described in terms of joint-space 
torques τh  joint torques and Euler dynamics by : 
 
               ( )TXJM exh

1
hh h += −

τ    (1) 

           ( )⎟
⎠
⎞

⎜
⎝
⎛ ηλ−∫−++= φφ cd

x

0
icd

T
hkkex ZJCNT       

                 ( ) ℜΘΘΓ ×+ ∈−= 112
kha

1
h JX          (2) 

 
Control law stated in Equ. (1) depends on dexterous 
Hand inverse grip transform, Γ−1 .  Computation of 
hand kinematics is not an easy task, specifically in real-
time.  Also inverting hand Jacobian matrix JT

h ,  is 
complicated, due to fingers collectively to do movement. 
Fingertip force distribution depend on Γ−1  and JT

h .     

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 509



      
 

Fig. 1.   Dexterous Manipulation. 

 

III.  OPTIMAL FINGERTIPS DISTRIBUTION 

Fingertips forces and moments do yield a resultant force 
and moment acting on a grasped object.  This is 
computed from eight vectors according to the following 
geometric vector-space relation : 

 
                             ff oibi =                                               (3) 
                            rfmm oioioibi ×+=                             (4) 
 
where roi  defines a vector from an ith contact location to 
object centre of gravity frame. For the case of no change 
from centre of each fingertip to the centre of the object 
(i.e. no fingertips slip), external forces f e  and moments 
me on a grasped object can be calculated (in terms of 
object results force Fb) from κbi  and mbi  as : 
 
         κΓ= T

tip
T
bF   ℜ ×∈Γ 246         (5) 

 
For frictional point contacts,  general contact forces 
f tipi , transmitted from fingertips to an object surface are 
filtered and reduced to three forces rather than a six-
dimensional vector of forces f oi  and moments moi .  
Hence, contact force vector for the entire hand is 
expressed as : 
 

       [ ] ℜκκκκκ ×∈= 112
4tip3tip2tip1tip

T
tip      (6) 

 
According to Lee,, [8],  fingertip force vector 
associated with an object dynamic Fb  is defined by : 
 

             [ ] ηλ+= ΓΓΓκ
−

Fb
T1

tip T          (7) 
 
Equ. (7),  represents a solution of a force distribution 
redundancy with possible adjustable force vector f hom  

in such a way,  a solution of f tip  must satisfy a contact 
cone and hand actuator's torque constraints.  Once 
fingertips do not slip, (i.e. firm grip at contact point),  
few inequalities conditions must be satisfied.  If the 
unknown contact force vectors onto the object are 
expressed at contact frame,  hence with a contact normal 
( f c

z ) along the ( z ) direction and directed outward with a 
coefficient of friction ( µ ),  the friction force cone 

constraints may be then expressed by ( ) κκκ µ≤+ z2
y

2
x

.   

 
To contrast a newly adopted force optimisation algorithm 
with already used and previously presented methods,  
(i.e. algorithms for linearizing the nonlinear contact 
constraints and the simplex optimization),  an optimal 
internal forces optimisation method is also investigated 
for a four-finger case.  In finding a solution to force 
inequality formulation,  an optimisation approach is used, 
as due to Nahon and Angeles whom they formulated 
quadratic objective function.  Optimisation variables are 
the internal forces' magnitudes, which are used to 
determine the amount of stress on an object to be 
manipulated according to the following well know 
robotics hand linear equality and linear inequality 
constraints are thus defined by : 

 
  optimize  ( )κχ tip  
  Subject to  Fbtip =Γκ  

                  Btip ≤Ψ κ           (8) 
 
Once a multi-fingered hand comes in a content with a 
grasped object  The need for minimization of a grasp 
stress (or amount of squeeze) requires the minimization 
of the actuator torques τa .  If the vector of all the 
actuator torques in the system is given by τa , then ½ 
( )ττ a

T
a  defines the actuator torque norm.  Furthermore, 

the τa  vector consists of two torques:  the 
unconstrained torque τu   and the torques needed to 
grasp the object given by κtip

T
hJ  : 

 
          ( ) ττκ =ϕ a

T
atip ½              (9) 

In this respect, we are computing f tipi  for a four multi-
fingered robotics and fingertips,  as this will be based on 
optimizations method, with a given constrains.   After 
then, we shall generate large  amount  of training 
patterns to teach a four layers ANN structure.  By this, 
we are designing a learned ANN for dexterous hand 
force optimization.   In this respect,  the main duty of a 
learned ANN system is to let teach a ANN the optimal 
distribution of fingertip forces to manipulate a grasped 
object. Optimal distribution are to be obtained using the 
classical optimization routines, as the system is 
formulated in terms of nonlinear optimization problem.   
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IV.  ANN NONLINEAR APPROXIMATION   
                                

Four layers of fully connected neurons are thus used for 
approximating the nonlinear mapping function. That 
was done from a set of available examples called 
learning samples or training patterns.   For the Hand-
Object control system, the relation which we shall let 
the employed neural network to learn,  Fig. (2),  is 
defined in terms of some training patterns of object 
Cartesian posture uc

a ,  rate of change of object posture 
uc

a∆ , and entire hand joints rate of change, Θ −∆ 1k  as  
expressed by :   

         ( )ΘΘ −∆∆κβ=∆ 1k
c
a

c
ak ,,, uu         (10) 

In (10), κ is the ANN function, changes in hand joints 
space ( Θ∆ k ) is made a function of the neural network 
structural parameters in addition to grasped object 
motion parameters ( uc

a∆ , uc
a , Θ −∆ 1k ). The focal 

purpose of neural network structure is to approximate 
the nonlinear mapping involving changes in hand joints 
to changes in the object position and optimal force 
distribution.  Neural approximation of Equ (10) is used 
by hand Cartesian PID based controller,  which indeed 
depends on nonlinear mapping between changes in hand 
joints to changes in the object position. 

 
Fig. 2 .  A four layers mapping ANN. 

 

Inputs to the neural system are:  desired Cartesian 
object forces uc

a , changes in such Cartesian forces 
uc

a∆ ,  one step change in position of the entire joints 
in radians Θ −∆ 1k .  Neural outputs are the required 
changes in joint forces for the entire hand Θ∆ k .  The 
desired object forces values are obtained in advanced by 
moving the object to the required position.  Hence after, 
the neural network learns such a nonlinear relation 
between input and output patterns sufficiently,  it 
shows a nonlinear map between the forces and 
orientation of the fingers and those of the object,  
which usually computed using hand Jacobian inverse. 

 

V.  TASK-SPACE SIMULATION 
 
Dynamic simulation was done using kinematics and 
dynamics models for a four fingers hand.  Object path 
of motion was defined.  Learning patterns were 
generated via once the hand was to follow a pre-defined 
trajectory, while grasping.  To illustrate aspects of 
computation,  object Cartesian motion that passes the 
object through a (non-singular configuration) is 
employed.  The task is to create 3-D sinusoidal object 
motion with no change in orientation.  Articulated 
hand has been simulated, and hand dynamic motion 
simulation is presented in Fig. (3).  The multi-layer 
neural network (for mapping object motion to hand 
joints toques) used in the simulation. The neural 
network does  consist of 18 inputs,  12 outputs and 50 
hidden units.  These nets map the 18 inputs 
characterizing the object. 

 
Fig. 3.   Validating the neural hand controller : 

     Training patterns and errors 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4.  Optimized fingertip contact forces.  
 

To assess used control methodology, simulation of a 
constrained dynamics system has been initially achieved 
using both kinematics and dynamic models of an 
articulated robotics hand.  The hand has been 
simulated with conventional inverse kinematics 
algorithms and optimal force distribution, where 
training patterns have been generated.  Training 
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patterns have been based on object Cartesian motion 
and associated joints displacement.   The hand has 
been run for large number of trials to produce as large as 
possible of training patterns.  The hand has been 
allowed to follow a pre-defined path over 5 sec. of  
manipulation time.  In this sense, the associated 
patterns  uc

a∆ ,  uc
a ,  Θ −∆ 1k   are tabulated in the 

proper format to be suitable for the neural network 
training.   The quantity of the training pattern was 
reaching a size of  (500)  for a single variable (e.g.  

uc
a∆ ).  Hence  to validate the neural network ability 

to model the hand inverse kinematics,   the error 
between a typical neural output node (e.g. θ33 ) with the 
actual one has been computed and analyzed.      

 

Execution process starts first with employing the trained 
ANN controller.  Once grasped object position and 
orientation have been defined,   the ANN, hence 
computes the associated hand joint torques by 
presenting the network with some patterns which were 
not included during the training process.   Once the 
neural network presented with such pattern,  it 
associates input patterns with trained joint displacement 
patterns.  The ANN is employed in the hand controller 
for the calculation of  joint displacement as required by 
the full controller already presented by (1). The 
employed ANN has proven it was able to reproduce a 
good mapping mechanism as compared to other full 
kinematics-based relations.  

  

For instant,   Fig. (3) shows training error associated 
with the object displacement by fingertips movements. 
Contrary to the method of internal forces optimisation, 
Fig. (4) shows distributed contact forces based on the 
use of nonlinear constraint optimisation of Equ (8) for 
training ANN.  Contact forces do satisfy geometric,  
kinematics, and frictional constraints.  It can be 
observed, distributed contact forces are symmetrical 
around the middle of the path.   Normal forces along  
(z) axis direction are much greater than the two 
associated frictional forces by a factor determined by 
the type of material used at the fingertip-surface 
interaction.  It is noticeable, how the employed 
optimisation technique has indeed computed the most 
suitable forces while satisfying all stated constraints.   

 

It has been shown a computational methodology to 
compute an optimal set of fingertip forces, while 
updating the kinematics relation via an artificially 
learned neural network for multi-finger robot hands.  
Larger training patterns could result  in longer hand 
training time and the possibility of not getting a 
convergence neural network.     

VI.  CONCLUSION 

This article has presented a novel approach for 
computing both optimal set of fingertip forces 
distribution and an updating mechanism of the 
interrelated kinematics relations for dextrous robot hand. 
The problem has been quadraticlly formulated and 
structured, that was based on ANN, as to compute 
fingertip forces at object-fingertips contact.  Computed 
forces are hence used in hand closed loop force control.  
Secondly,  for achieving a manipulation task,  the 
issue of the inverse kinematics for multi-fingered robot 
hand has been also considered.  In this context, object 
motion is defined in a Cartesian based system,  
therefore differential Jacobian  plays an important role 
in Cartesian object motion. Nonlinear relation between 
Cartesian object posture and  hand joint-space settings, 
and control signals mapping were learned via four 
layers artificial neural networks trained for almost 
possible object displacement.    
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Abstract: Most of the stereo algorithms were based only on the analysis of the luminance information. However with 
the advances in camera technology, in addition to the fact that color information can robustly improve matching, color 
stereovision gained more and more interest. Color stereovision setups are usually based on single-sensor cameras which 
provide Color Filter Array (CFA) images. In those, a single color component is sampled at each pixel rather than the 
three required ones (R, G, B). We show that standard demosaicing techniques, used to interpolate missing components, 
are not well adapted when the resulting color pixels are matched for estimating image disparities. In order to avoid this 
problem while exploiting color information, we propose a new matching cost designed for dense stereovision based on 
pairs of CFA images. 

Keywords: Stereovision, demosaicing, matching cost. 

 
 

I. INTRODUCTION 

Dense stereo correspondence algorithms are based on 
measures of the similarity between image locations in a 
pair of stereo images. Typically, a matching cost is 
computed at each pixel of the left image for all the shifts 
in a predefined range, i.e. for a limited set of candidate 
pixels in the right image. Then, the candidate pixel 
which minimizes the cost is retained and its position 
yields the disparity. Matching costs assume that 
homologous pixels have almost the same component 
values, but they cope with limited radiometric changes 
and/or with noise. Common window-based matching 
costs include the sum of absolute or squared differences 
(SAD/SSD), normalized cross-correlation (NCC), and 
census transform [1]. Chambon et al have compared 
widely used stereo matching costs applied to gray level 
and color images [2]. They have shown that taking into 
account color information generally improves the 
performance of matching costs [3]. 
Color images can be acquired by two types of cameras: 
those including three sensors associated with beam 
splitters and color filters providing the so-called full-
color images, and those including a single image sensor. 
Many recent digital cameras include a single-chip CCD 
(Charge Coupled Device) or CMOS (Complementary 
Metal Oxide Semiconductor) sensor, to increase the 
image size while reducing the device cost. The surface 
of such a sensor is covered with an array of small 
spectrally selective filters, arranged in an alternating 
pattern, so that each photo-sensitive element samples 
only one of the three color components Red (R), Green 
(G) or Blue (B). These single-sensor cameras actually 
provide a color filter array (CFA) image, where each 
pixel is characterized by a single color component. Fig. 

1 shows the Bayer CFA image acquired by most of 
these cameras. To estimate the color vector (R G B)T at 
each pixel, one has to determine the levels of the two 
missing components. This process is commonly referred 
to as CFA demosaicing, and yields a color demosaiced 
image where each pixel is characterized by an estimated 
color vector [4] [5] [6]. 

 

 
Fig. 1. Bayer CFA Filter. 

 

Since the demosaicing methods intend to produce 
“perceptually satisfying” demosaiced images, they 
attempt to reduce the presence of color artifacts, such as 
false colors or zipper effects, by filtering the images [7]. 
So, some useful color texture information may be erased 
in the color demosaiced images. However, to match 
homologous pixels, window-based stereo matching 
costs need as much local texture information as possible. 
Thus, the quality of stereo matching on color 
demosaiced image pairs may suffer either from color 
artifacts or from the removal of color texture caused by 
demosaicing schemes. 
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In order to avoid this problem while exploiting color, 
we propose a new matching cost designed for 
stereovision based on color mono CCD cameras. In 
Section II, we briefly introduce dense color stereovision. 
The problem of demosaicing is discussed in Section III. 
Then, we propose in Section IV a new cost to deal with 
CFA image. Finally, experimental results are presented 
in Section V. 

II. DENSE STEREOVISION 

Stereovision schemes aim at computing a three 
dimensional representation of a scene observed by two 
cameras. Stereo correspondence of homologous pixels, 
i.e. pixels in the left and right images onto which the 
same physical point of the scene is projected, allows for 
3D reconstruction. One of the key points of stereovision 
is to find these homologous pixels through stereo 
matching [4]. Sparse stereovision matching techniques 
match only the pixels marked on salient image features, 
such as lines or corners. Their performance depends on 
the quality of the primitive detection stage [2]. On the 
other hand, dense stereovision matching techniques 
search the homologous of every pixel. 
When the geometry of the stereovision setup is 
precisely known, the images can be rectified. After 
rectification, epipolar lines correspond to horizontal 
lines in the images, and homologous pixels have the 
same vertical coordinate. Let us consider a pixel in a left 
image, called left pixel and denoted LP  with spatial 

coordinates ),( LL yx . The spatial coordinates of its 

homologous pixel RP  in the line at the same vertical 

position of the right image are ),( LR yx (see Fig. 2). 

The disparity d, estimated at the left pixel LP , is 
expressed as: 

RLL xxPd −=)(               (1) 

 
Fig. 2. Disparity between two homologous pixels. 

 

The objective of the dense stereovision scheme is to 
estimate the disparity at each left pixel in order to 

produce the disparity map from which it is possible to 
reconstruct the 3D scene. For this purpose, it measures 
local similarity between the levels of the neighbors of 
the considered left pixel and the levels of the neighbors 
of each candidate right pixel thanks to correlation scores. 
The sum of the absolute differences (SAD) between 
colors of neighboring pixels is one of the most widely 
used matching cost functions. The SAD score between 
the left pixel LP  with spatial coordinates 

),( LL yx and a candidate pixel in the right image, with 

the s-shifted spatial coordinates ),( LL ysx − , is 
expressed as: 
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where R, G and B are the color components of a pixel P, 
s is the spatial shift along the horizontal epipolar line, 
and w the half-width of a (2w +1)×(2w +1) correlation 
window. 
SAD scores computed for different candidates, i.e. for 
different shifts s, are then compared. With respect to the 
winner takes all (WTA) method, the candidate pixel 
yielding the lowest SAD score is matched to the 
considered left pixel and the estimated disparity 

)(ˆ
LPd is given by: 

),,(minarg)(ˆ syxCPd LL
s

L =      (3) 

III. DEMOSAICING AND COLOR 
STEREOVISION 

In order to show the limits reached by applying SAD-
based matching to a pair of color demosaiced images, 
we propose to consider Murs image pair available at 
http://www.irit.fr/~Benoit.Bocquillon and shown in Fig. 
3. 

For comparing SAD-based performance on full and 
demosaiced color images, we computed artificial left 
and right CFA images by removing two color 
components of each pixel according to the Bayer CFA 
(see Fig. 1). Then, the two missing color components 
were estimated by the Hamilton method [5] to produce 
demosaiced images. In those, each pixel P is 
characterized by an estimated three-dimensional color 
vector denoted (R G B)T.  

Hamilton method was selected since it reaches a good 
compromise between demosaicing quality and 
processing time [8]. 
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Fig. 3. Murs left image. 

 

We matched all the pixels by computing color SAD 
scores on these two pairs of color stereo images. By 
comparing the estimated disparity )(ˆ

LPd  and the 

ground truth disparity )( LPd , we can estimate the 
percentage of correctly matched pixels, i.e. pixels for 
which the difference between the estimated and the 
ground truth disparities is lower than or equal to one 
pixel. Fig. 4 shows this percentage for full and 
demosaiced color image pairs as function of correlation 
window half-width w. It arises that, whatever window 
width, the percentage of correctly matched pixels for 
demosaiced color images is lower than for full color 
images. We notice that the difference of the correctly 
matched pixel percentages ranges between 2% and 4% 
although the demosaiced color Murs image seems to be 
visually identical to the full color one. This 
experimental result demonstrates that the demosaicing 
step degrades the quality of stereo matching. That led us 
to propose a SAD score specifically designed for CFA 
images. 

 

 
Fig. 4. Matching percentages on full and demosaiced 

color images. 

IV. PARTIAL SAD COST 

The main problem with CFA stereovision is that the 
available color components of homologous pixels in the 
left and the right images may be different. For example, 
let us examine Fig. 5 that shows a situation in which a 
physical space point P is projected onto a green pixel 

LP  in the left CFA image and onto a red pixel RP  in 
the right CFA image. A green (resp. red) pixel in a CFA 
image is characterized by only the green (resp. red) 
color component.  

 

 
Fig. 5. CFA stereovision problem. 

 

Therefore, one cannot assume that the green level, only 
available value for the left pixel, is equal to the red level 
of its homologous pixel in the right CFA image. 

We use only the missing red or green level of each pixel 
located on an odd line, and only the missing blue or 
green level of each pixel located on an even line. 
Therefore, each pixel of an odd (resp. even) line is 
characterized only by its red (resp. blue) and green 
levels in the cost function. The missing color 
component is estimated by Hamilton’s approach [5]. 

We propose to modify the SAD score of equation (2) to: 
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where RB is the red color component in the odd lines 
and the blue color component in the even ones. We call 
this modified SAD score partial SAD cost. 

 

V. RESULTS 
In order to compare the quality of pixels matching, we 
apply the partial SAD coston the Murs demosaiced 
images. Fig. 6 shows the rates of correctly matched 
pixels obtained by applying SAD cost on the original 
full color images and the demosaiced color images, and 
partial SAD cost on the demosaiced images. We remark 
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that our partial SAD costoutperforms the standard SAD 
cost applied to demosaiced color images. Obviously, 
our method does not reach the matching quality 
obtained on full color images even if the difference 
between these two rates decreases when the size of the 
correlation window increases. Furthermore, the 
processing time needed for demosaicing and for 
computing the partial SAD score is lower than that 
required by total demosaicing and SAD score 
computation since only one color component is 
estimated for each pixel and since the partial SAD cost 
takes into consideration two color components instead 
of three.  
 

 
Fig. 6. Matching percentages of SAD applied on full 

and demosaiced color images and partial SAD applied 
on demosaiced color images. 

 

VI. CONCLUSION 

 
In this paper, we outlined that the demosaicing step can 
decrease the quality of pixels matching by considering 
images acquired by single-sensor color cameras. 
We proposed a modified SAD cost, specifically 
designed to match pixels of stereo CFA demosaiced 
color images. We have experimentally shown that using 
partial cost instead of the standard one total 
demosaicing improves the disparity estimation results. 
Moreover, the proposed method is faster than the 
classical one.  
We have assumed that the pair of CFA demosaiced 
images had been previously rectified so that 
assumptions on epipolar lines are satisfied. However, 
the rectification of CFA demosaiced images is an open 
problem. 
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Abstract: With an increased demand for security and limited numbers of trained security personnel, some 

security mangers have a lot of ground to police and limited staff to cover it. To compensate for shortages of 

security staffs and to reduce the stress of security managers, we have developed an intelligent patrol robot 

system called OkiKoSenPBX1. The system integrates a variety of sensors to gather environmental information 

and to detect abnormal events including intruders. To tackle this problem, the route planning procedure is used. 

This route planning is based on determining a sequence of intermediary goal points or coordinates x and y 

composing the robot trajectory. A qualitative running experimental evaluation has been performed as a 

preliminary practical implementation, where a student playing the role of a guard man takes control of the 

camera pan and tilt functions remotely. The performance of the developed system was excellence hoping to 

leave security personnel hands-free for other important tasks. The developed system can also be put into 

practical use in public offices, manufacturing facilities or various construction sites-everywhere there’s a need 

for advanced frontline security. 

 

Keywords: Intelligent patrol robot, security robot, wireless network 

 

 

1. INTRODUCTION 

 

A robot is a machine designed to execute one or more 

tasks repeatedly, with speed and precision. There are 

different types of robots as there are tasks for them to 

perform. Security robots are protecting property and 

documenting facilities autonomously around the world. An 

important aspect of robotic security systems is surveillance 

of specified area. They provide surveillance on wheels and 

may be one of the security industry’s best kept secret. The 

Naval Postgraduate School in Monterey, California first 

attempted the concept of a fully autonomous indoor 

security robot in the late 1970s. Other agencies including 

NASA and US Government of Defense were also working 

on implementation of robotics technology. One of the first 

robots was ROBARTI, which helped face a full gamut of 

technical challenges. Subsequent robots grew in capability 

and with the end of the cold war; the technology was made 

available for sale to private firms through Reagan-Bush 

government to industry privatization. After a decade 

continuous development, security robot keeps as an 

intensive research issue because of its ever-increasing 

application to different places and its economical and 

technological relevance. Interesting application can be seen 

in robot scanning areas to find explosive devices
 
[1].  With 

an increased demand for security and limited numbers of 

trained security personnel, some security mangers are 

turning to robots to help get the job done. To assist security 

manager we have developed  a security patrol robot. The 

system consists of an autonomous mobile robot that can 

move independently outside as well inside the facility to be 

patrolled via deployed wireless internet device to that area. 

Due to the robot contribution and costs saving, many 

researchers have done a lot of significant work on security 

robot whose some of them can be found in [2, 3]. These 

works mainly focus on target perception and identification, 

robot localization, terrain map updating. But here we are 

interested specifically in investigating a very critical and 

still open issue that is paramount for the success of these 

applications: The route planning. The main goal is to 

generate a very convenient trajectory that can follow by the 

robot so that it increases as much as possible the probability 

of finding the intruders or abnormal events inside the 

surveillance region. 
 

2. ROBOT PLATFORM 

 

The OkiKoSenPBX1 shown in Fig.1 originally developed 

for Humanoid (HR) Robot.  Using this approach, high-level 

control of the robot is maintained by a remote and local 

PC/server communicating by a secure wireless link. Low-

level functionality is managed by an onboard digital signal 

processor while computationally intensive operations are 

performed off board. The result is a robot that’s lighter, 

draws less power, runs longer and is dramatically less 

expensive than a fully bundled or self-contained system. 

Moreover, since primary processing resides in a server, any 

hardware upgrades to the central unit are shared by all the 

robots it controls. With its integrated high bandwidth 

(54Mps) wireless fidelity (Wi-Fi 802.11G) module, the 

system can upload all sensors data to a PC or server at rate  , 
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in excess of 10Hz. Similarly, streaming audio and video (up 

to 30 fps) either for direct monitoring or for processing by 

high-level Artificial Intelligent schemes is a snap. 

Commands and instructions sent to the robot via the same 

wireless link also pass at rates exceeding 10Hz, providing 

real-time control and access. 

 

 
 

 

Fig.1:  Robot with its equipped sensors 

 

The OKiKoSenPBX1 includes all Wi-Robot development 

software components, enabling easy access to all data and 

information in a standard Microsoft Windows 

programming environment. Under the approach of using a 

separate PC for high-level control, there are no longer 

mobile system’s processing power, memory and storage. 

For users of non-Windows operating systems 

OkiKoSenPBX1 can provide the raw communication 

protocol for direct integration with any other system or 

device.  
 

3. ROBOT KINEMATICS 
 

Robot considered in this study shown in Fig.2 is a 

differential motion with two degrees of freedom, composed 

by two active parallel and independent wheels, a third 

passive wheel with exclusively equilibrium function and 

proximity sensors capable of obstacles detection. The 

active wheels are independently controlled on velocity and 

sense of turning. Additionally the robot is equipped with 

specific sensors for detection and recognition of search 

objects or intruders. The robot model presents an 

interesting compromise between control simplicity and 

degrees of freedom that allow it to accomplish mobility 

requirements. Its motion is obtained by driving the active 

wheels.  The resultant motion is described in terms of linear 

velocity v(t) and direction θ(t), representing on 

instantaneous linear motion of the medium point of the axis 

and a rotational motion or rotational velocity θ(t) of the 

robot over the same point. 

 
 

Fig.2: OkiKoSenPBX1 Robot sky view 

 

The robot motion control is done by providing the wheels 

velocity ωleft(t) andωright(t), or equivalently the body linear 

and angular velocities v(t) and θ(t) called input or control 

variables. The mathematical model of the robot kinematics 

considers these two-input variables and three state 

variables: the robot position and orientation x(t), y(t)  and 
θ(t), describe in the following equation:  

 

x
cos 0

v
y sin 0

0 1

• 
  θ •    = θ =     ω  •    θ
  

 (1) 

 
These equations constitute a non-holonomic dynamical 

system. The control of this system has been studied 

extensively by various research groups, and diverse 

solutions are available, for example in [4,5]  .The motion 

control strategy adopted in this work involved a state 

feedback controller proposed in [6], which is an appropriate 

approach to produce a desired trajectory described by a 

sequence of coordinates x1(t), y1(t).   This means that the 

route-planning task is given by a specialized robot module, 

independent of the motion control module that sets 

intermediate position lying on the requested path.  The 

adopted control law considers the geometric situation, 

where the robot is placed at an   arbitrary configuration, 

that is, the position x , y and orientation θ, and a desired 

position is defined by the robot route planner. In the robot 

reference frame XRYR, the configuration error vector is 

defined by Te (ρ )= ϕ . 

 

Where:  
 

 =




ϕ
ρ

 Target positions 

 

CIF CMOS 

Cameras 

Ultrasonic sensors 

 IR sensors 

Human sensors 

Wi-Fi 802.11G 
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We defined the angle ϕ between the XR axis of the body 

reference frame and the vector connecting the robot center 

and the desired position.  

 

 

4. MAP-BASED ROUTE PLANNING 

 

The planning procedure is based on determining a 

sequence of intermediary goal points or coordinates x and 

y that will compose the robot trajectory. The route-

planning generator module uses an area-preserving map 
that is considered as a paradigm for area-preserving chaotic 

systems. This map, also called Taylor-Chirikov map [7].  It 

is a two-dimensional map which results from a periodic 

impulsive kicking of a rotor. This map was firstly proposed 

by Brian Taylor [8] and then independently obtained by 

Chirikov to describe the dynamic of magnetic field lines on 

the kicked rotor.  The dynamic effect of this system is 

expressed mathematically through the map equations, given 

by: 

 

n 1 n n

n 1 n n 1

Ksin+

+ +

α = α + β

β = β + α
                                                             (2) 

 

Where: 

α = Periodic configuration variable or angular position 

β = Momentum variable or angular speed 

 

These map variables are both computed mod (2π). The 

map parameter K represents the strength of the nonlinear 

kick applied in the rotor mechanism. In its phase space and 

according to the value associated with the parameter K, it 

has stable and unstable periodic orbits,  Kolmogorov-

Arnold-Moser (KAM) surfaces, and  chaotic regions. 

Depending on the nonlinear parameter K, the regions of 

regular motion and the regions of chaotic motion are 

complexly interwoven, but the chaotic regions are confined 

between KAM. As this parameter is increased, the KAM 

surfaces start to be destroyed, chaotic regions occupy 

increasingly large areas until, for a specific value of K, the 

last KAM is destroyed and the entire region of the phase 

space appears to be densely covered by a single chaotic 

orbit. Our route-planning generator module is implemented 

based on the map builder that presents this dynamics. Let 

us now show an example of how the map is used in the 

context of our  route-planning generator module. By 

numerically simulating the map equations, we analyzed the 

properties of terrain covering considering the basic mission 

requirements for  fast terrain scanning. We defined a 

terrain with different dimension in a normalized 

measurement unit. The map simulation begins with an 

arbitrary initial position, and considers the gain value K = 

18. As the map equations simulation continues over and 

over, we noted in fact that, the necessary condition for the 

complete region to be patrolled is K > 18. The terrain 

covering can be judged through a performance index. This 

index is defined using a terrain division on square unit cells, 

and computing the visited cells percentage after the robot 

location planning. 

 

5. CONTROL ARCHITECTURE 

 

In our study wee associate a route-planning generator 

module with a closed-loop locomotion control module. At 

each step, the first one generates a position goal defined by 

its coordinates in the phase space. This position goal is 

provided to the second module, which drives the robot from 

its actual position to the desired one. When the robot 

arrives at the desired position, the route (path)-planning 

generator module is used again to give another position 

goal, which is subsequently provided to the second module. 

This sequence of action is repeated over and over again. 

The route-planning generator module is implemented by 

exploiting the dynamics of an area-preserving map in a 

chaotic regime. Different to a dissipative chaotic map, in 

which the chaotic evolution takes place on attractors, the 

chaotic region of an area-preserving map for specific 

parameter values extends practically over all of its phase 

spaces.    For these parameter values, the entire phase space 

is covered by a single chaotic orbit. It is therefore possible 

to make an association between the physical regions that 

we wish to patrol with the phase space defined for the area-

preserving map.   

 
 

6. RESULTS AND DISCUSSION 

  

The robot has three operating modes: Manual, Auto 

and Idle mode.  

 

� In Manual mode, the robot relies on instructions 

from a remote user to navigate or controlled by 

mouse by first clicking the show control button in 

the control panel button on the left side of the 

program window. This will prompt navigation 
control panel. Alternatively the joystick shown in 

Fig.3 can be used to control the robot directly. 
 

� In Auto mode the robot will wander its environment, 

using its build-in collision avoidance system to aid 

it from hitting any objects. 

 

� In Idle mode the robot remains powered-on in a 

standby setting while minimizing power 

consumption. 

 

To test our security robot patrolling approach, we have 

simulated the robot kinematic motion by starting with low 
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speed, then automatically and gradually the robot adjusted 

its speed to reach the desired speed for the patrol mission. 

 

 
 
Fig. 3: Robot testing performance setup 

 

Once the desired speed is reached it becomes constant 

throughout the patrol mission where it follows successfully 

the planned route and finished the first tour of the patrolling  

mission within the allocated patrol time set to 3 min (for the 

test purpose). The test has been repeated three times of 

which the robot did accomplish its mission successfully 

without colliding with any objects.  

Next, to test the robot collision avoidance capability, two 

set of experiments have been done. The first test scenario 

consists of putting three chairs in the robot path then starts 

the robot from the remote monitoring computer. The robot 

has managed to get through the chairs and accomplished its 

patrol mission successfully again in the 3 min as expected. 

The second test consists of putting three chairs in the robot 

path as in the first test scenario and one big piece of wood 

just where the robot is expected to get out once avoiding 

these three chairs. The robot managed and gets through the 

three chairs, and once arrived in front of the wood it made a 

backward and changed direction without leaving its 

planned mission route, and then accomplished successfully 

its sixth mission with two seconds late. It was expected to 

finish it patrol mission in 3 min but instead of 3 min the 

robot arrived at the destination in 3 min and two seconds 

which is due probably to the backward. During the patrol 

mission through its two CCD cameras the robot sent a real-

time video to the central security control computer, where a 

student like-guard took control of the camera pan and tilt-

zoom functions remotely.  

 

7. CONCLUSION AND FUTURE WORK 

  

In this study, a map-based route planning for security patrol 

robot is presented. The approach of the proposed system 

consists of numerically simulate the map equations, and 

then analyzed the properties of the terrain covering 

considering the basic mission requirements for fast terrain 

patrolling. The system was verified in a real world 

experiment inside our College Campus Building. The 

performance validation test proves that the suggested 

system is able to accomplish its patrol mission successfully 

within the time required. The robot capability of avoiding 

any objects or obstacles has been also proven as the robot is 

able of making self-decision once faces an obstacle in front 

of it.     
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Abstract: In the last several years, mobile robot systems that perform complicated tasks have been studied. To work in 
complicated environments, the robot has to avoid collisions with obstacles. Therefore the robot needs to detect the 
arrangement of any surrounding obstacles. We considered a simple distance estimation algorithm using ultrasonic sonar. 
Since the algorithm was able to estimate distance accurately, we also attempted stereo reception using two ultrasonic 
microphones. The stereo reception sonar was able to detect direction of obstacles. In order to make precise 
measurement, we attempted to use the signal coherence of ultrasonic waves. In order to install small system into mobile 
robots and to detect any surrounding obstacles, we designed a multi-channel sonar signal processing system using a 
high-performance embedded microcontroller. This paper describes our ideas for the distance estimation algorithm for 
ultrasonic sonar and a design for signal processing system using a high-performance microcontroller. 
 
Keywords: Mobile robot, Ultrasonic sonar, Obstacle detection, Signal processing. 
 

1. INTRODUCTION 

In recent years, mobile robot systems that achieve 
complicated tasks such as repairing industrial facilities 
in hazardous environments have been studied. When 
robots work in these environments, the possibility of 
collisions with obstacles or other robots increase. In 
order to avoid collisions, each robot has to detect the 
arrangements of circumambient obstacles in the given 
workspace. 

Ultrasonic sonar is one of the most popular obstacle 
detection systems for mobile robots. Ultrasonic sonar 
only measures the time period from the ultrasonic pulse 
emission to the reflected echo reception. This method is 
called time of flight (TOF) measurement. In an ideal 
situation, the distance to the reflective object L, is 
calculated from the time period t and the acoustic 
velocity V using Eq. (1). The parameter T is the 
temperature in degrees Celsius in this equation. 

 
(1) 

 
In a real situation, ultrasonic sonar receives many 

echo signals from different obstacles and needs to 
analyze these echoes, because it is difficult to detect the 
leading edge of the ultrasonic pulse. In conventional 
methods using ultrasonic sonar, the result not exact 
because its threshold decision mechanism has an 
incomplete theoretical background. Consequently, if the 
robot moves into another environment, the threshold 
value may be less accurate. 

Therefore, we considered a distance estimation 
algorithm using a simple waveform analysis without 
thresholds [1, 2]. Since the proposed algorithm was able 
to estimate distances accurately in preparatory 

experiments, we attempted stereo reception using two 
ultrasonic microphones [3]. The stereo sonar not only 
measures distances but also detects the direction of 
reflective objects. In order to detect distance more 
accurately, we referred to the coherence of the 
ultrasonic wave. It is possible to accurately estimate 
distance if we analyze the receiving wave using 
coherence. 

In order to detect the arrangement of circumambient 
obstacles, we considered multi-channel ultrasonic sonar 
that can capture more than two channels in parallel. 
Eight pairs of ultrasonic emitters and microphones were 
positioned on the circumference of the robot body 
facing outward. In order to capture signals, the sampling 
capability of the signal processing system needs more 
than twice the frequency of the ultrasonic signal 
because of the Nyquist-Shannon sampling theorem. We 
tried to attach implement multi-channel sonar systems 
onto the microcontrollers and install them onto small 
mobile robots for experiments. 

2. TRUE DISTANCE ESTIMATION 
USING WAVEFORM ANALYSIS 

Conventional ultrasonic sonar measures the time 
period from an ultrasonic pulse emission to the received 
echo that exceeds a threshold level. However, since the 
threshold level of this method has an incomplete 
theoretical background, the measurement result includes 
some inaccuracies. Therefore, this method is not 
appropriate for arrangement detection of circumambient 
obstacles and for an obstacle map creation. In order to 
detect the accurate arrangement of obstacles, we 
considered algorithms that measure distances without 
thresholds. 

L = V × t  / 2 
V = 331.5 + 0.60714 × T 
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2.1 Basic concepts of true distance estimation 
Fig. 1 shows a model of ultrasonic pulse reflection. 

Since an emitted ultrasonic pulse spreads to the corn of 
the beam to the beam width as shown in Fig. 1, the 
amplitude of the reflected signal is proportional to the 
temporal change in the size of the reflective cross 
section. Consequently, if the sonar measures a period of 
the echoes maximal amplitude of the echo, it measures 
the distance of maximum reflective cross section. 
Therefore, it does not indicate true distance. 

 
Fig. 1. A model of ultrasonic pulse reflection 

 

The true distance is calculated by measuring the time 
period between an ultrasonic pulse emission and the tip 
of the return pulse reception. This is because the tip of 
the ultrasonic pulse hits and reflects off of the object 
first, and in turn the tip of the return pulse is received 
first. Therefore, the true distance is calculated using the 
received waveform.  

 
2.2 True distance estimation without threshold 

In order to estimate true distance, we considered a 
waveform analyzing algorithm. As previously 
mentioned we assumed that the amplitude of the 
reflected echo is proportional linearly to the temporal 
change in the size of the reflective cross section. We 
examined the algorithm which measures the arrival time 
at the tip of the reflected echo under this assumption. 

 
Fig. 2. A model of time period estimation algorithm 

 
Fig. 2 shows a model of time period estimation 

algorithm. In Fig. 2, the horizontal axis is time and the 
vertical axis is amplitude. The regression lines p and q 
are computed based on the measured data sets using the 

least-square method. The time coordinates of the 
intersection of regression lines p and q shows the 
estimated time period t. The distance is calculated from 
the estimated time period t based on the acoustic 
velocity V using Eq. (1).  

In addition, in order to detect distance more 
accurately, we refer to the coherence of the ultrasonic 
wave. We use a segment of continuous wave’s interval 
as the transmitter pulse. We compare the received signal 
with the continuous wave that is used for generating the 
transmitter pulse.  

 

 
Fig. 3. A model of phase lag detection 

 
Fig. 3 shows a model of phase lag detection. The 

upward wave pattern in the figure is the continuous 
source signal. The downward wave pattern is a model of 
the received signal. When we measured phase 
difference φΔ  from the continuous source signal and 
the received signal, we considered the method of 
estimating the distance within less than one wavelength. 

 

3. OBSTACLE ARRANGEMENT 
DETECTION USING STEREO SONAR 
Because stereo sonar receives an echo using multiple 

microphones simultaneously, the reception time of each 
microphone of the same echo is different if the object is 
not in front of the microphones. Since the distance can 
be calculated using measurement of TOF of an 
ultrasonic pulse and the direction can be calculated 
using time difference of arrival (TDOA) of the echo, it 
is possible to indicate the position using the polar 
coordinates. Fig. 4 shows a model of stereo reception 
based on TDOA. In Fig. 4, S is an ultrasonic speaker at 
the center, and ML, MR are ultrasonic microphones on 
both sides. L is the shortest diffusion path between the 
emitter S and the reflective target T. LL and LR are the 
shortest return paths between the reflective target T and 
microphones Mx. The position of an object is calculated 
from LL and LR using Eq. (2). 
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Fig. 4. A model of stereo reception based on TDOA 
 
Value LL and LR, θ L and θ R alternate their position 

in this equation when an object is placed on the opposite 
side. 

 
 
 
 
 

(2) 
 
 
 
 

 
 
 

4. A DESIGN OF ULTRASONIC SIGNAL 
PROCESSING SYSTEM 

In order to detect obstacle locations from the 
ultrasonic echo, we considered the performance of the 
signal processing system. Table 1 shows the 
performance of well known embedded high-
performance microcontrollers equipped with large size 
flash memory and static random access memory, high 
speed multi channel A/D converters and other interfaces. 

 
 

Table. 1. Performance of embedded controllers 
 H8/3069 ADuC7026
CPU Frequency 25MHz 48MHz 

Memory Capacity 16MByte 512kByte 
Channels 8ch 12ch 
Precision 10bit 12bit A/D 

converter 
Speed 350ksps 1Msps 

 
 

Ultrasonic sonar that emits a center frequency of 40 
kHz is often used for mobile robot systems. The signal 
processing system needs a sampling capability that is 
more than twice the frequency of the signal because of 
the Nyquist-Shannon sampling theorem. If the 
integrated multi-channel A/D converters can capture 
more than 800k samples a second, it can capture 100k 
samples for 8 channels and process the ultrasonic echo. 
As seen table 1, ADuC7026 (Analog devices) is 
appropriate for our needs. 

An external bus controller and a memory 
management unit are built on an FPGA. Fig. 5 shows 
the system block diagram. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Block diagram of signal processing system 
 

5. PERFORMANCE CONFIRMATION OF 
MEASUREMENT ALGORITHMS 

As previously mentioned, a true distance estimation 
algorithm using ultrasonic monaural sonar and an 
obstacle position detection algorithm using ultrasonic 
stereo sonar were proposed. A multi-channel signal 
processing system was also designed. We confirmed the 
measurement accuracy using the algorithms and the 
performance of the signal processing system in 
experiments. 

 
5.1 Examination of A/D converter sampling frequency 

In order to obtain ultrasonic wave information 
efficiently, A/D converter sampling frequencies were 
examined. We selected the 40kHz ultrasonic pulse. We 
tested five frequencies: 80ksps, 100ksps, 120ksps, 
150ksps and 200ksps. We confirmed the measurement 
precision in stereo reception of the obstacle at the 
position of 50cm, 100cm, 150cm and 200cm at each 
frequency. 

Table 2 shows the measurement error for sampling 
frequency. For sampling frequency more than 100ksps, 
any sampling frequency was almost the same error rate. 
Therefore, we adopted a frequency of 100ksps; as it 
required the least processing. 
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Table.2.Measurement error of sampling frequency 
Error distance Target 

distance 80ksps 100ksps 120ksps 150ksps 200ksps
500 -24.664 -16.330 -10.240 -17.212 -15.048

1000 -33.300 -21.671 -14.643 -27.085 -20.770
1500 -28.835 -23.967 -15.129 -26.950 -23.127
2000 -36.348 -19.503 -14.947 -29.342 -19.119

Average -31.729 -20.007 -140042 -25.472 -19.821
Unit: Target distance (mm), Error distance (mm) 

 
5.2 Obstacle position detection using stereo sonar 

We examined the performance of ultrasonic stereo 
reception. In this experiment, ultrasonic transducers 
(Murata MA40B8R/S, Carrier frequency: 40kHz, Beam 
width: 50 degrees) were used. The received signals were 
amplified by a 40kHz tuned FET amplifiers.  

Table 3 shows the experimental results derived from 
ultrasonic stereo sonar. In this table, the positional 
information is indicated by the distance and the 
direction, which can be measured using ultrasonic 
stereo sonar. 

 
Table.3.Measurement results of ultrasonic stereo sonar 

Target 1 Target 2 Target 3 
Distance Angle Distance Angle Distance Angle

Theoretical 715.9 24.8L 1118.0 26.6R 1500.0 0.0 
Trigger 701.2 21.6L 1094.4 26.4R 1502.5 2.4L 

Error (Trig) -14.7 -3.2 -23.7 -0.2 2.5 2.4 
Burst 701.0 20.5L 1128.3 28.2R 1512.1 0.3L 

Error (Burst) -14.9 -4.2 10.3 1.7 12.2 0.3 
Unit: Distance (mm), Angle (degree)  

 
In table 3, the ultrasonic stereo sonar was able to 

measure distance at an error rate of approximately 2% 
or less and to measure angles at an error rate of 
approximately 4.2 or less in the experiments. In the 
results, the measurement accuracy of the obstacle 
positions measurement of the obstacle improved as the 
obstacle was positioned nearer to the center of the range 
of the stereo sonar. 

In order to check the coherence of the received signal, 
we used a bigger sampling frequency than 100ksps. Our 
results showed that the coherence of the received signal 
was uniform. 

 
6. CONCLUSION 

We proposed a true distance estimation algorithm 
using ultrasonic monaural sonar and confirmed the 
accuracy of the algorithm. In the experiments, 
approximately error rate of 1% or smaller were 
achieved using the proposed algorithm. 

We also considered an obstacle position estimation 
algorithm using ultrasonic stereo sonar and confirmed 
the accuracy of the algorithm. The ultrasonic stereo 
sonar was able to measure distance at approximately 

error rate of 2% or smaller and to measure angle at 
approximately error rate of 4.2 degrees or smaller in the 
experiments.  

We proposed and designed a sonar signal processing 
system using ADuC7026 micro-controller. We adopted a 
frequency of 100ksps after testing other sampling 
frequency and their distance detection precision. 

In future work, we will design printed circuit boards 
(PCBs) of the signal processing system. In order to 
install it onto small-scale mobile robots for experiments, 
it will be miniaturized to the PC/104 (90.17×95.89mm) 
size. When distance detection improves, the angle 
detection precision improves. Therefore we will try the 
improvement of distance measurement system that 
refers to coherence. 
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Abstract: Many accidents were happened because of fast driving, habitual working overtime or tired spirit, moreover, 

more and more people are also interested in driving safety. This paper presents a solution to enhance intersection safety 

for adjacent vehicles driving using vehicular communication and developed algorithm. The developed system 

integrates dedicated short range communication (DSRC) and global position system (GPS) with embedded system into 

a delicate remote warning system. The proposed system has four mainly components, including positioning unit, 

communication unit, vehicular date unit and embedded platform in each vehicle. To transmit the vehicular information 

and broadcast vehicle position, DSRC communication technology is adopt as communication channel. The positioning 

unit is utilized to provide the position and heading information from commercial GPS module, and furthermore the 

vehicular data unit is used to receive the break signal, throttle signal, and other signals via controller area network 

(CAN) interface connected to each mechanism. The CAN module is based on the broadcast communication 

mechanism which is achieved by using a message oriented transmission protocol. These vehicular signals are held and 

processed by CAN module in operation platform. All of the communication, positioning and vehicular units are built 

with an embedded system using IXP processor in Linux operating system, and each unit is managed and processed by 

embedded platform. From position and vehicular information, this paper provided a conflict detection algorithm to do 

time separation and remote warning with error bubble consideration. The proposed system is carried out with 

theoretical algorithm and hardware integration, and the result shows collision avoidance applicability in intersection. 

 

Keywords: Collision Avoidance, DSRC, CAN, GPS 

 

 

I. INTRODUCTION 

In recent years, the number of fatalities in traffic 

injuries is about nearly 43 thousands according to U.S. 

department of transportation (DoT) statistic data and the 

incapacity for work of over 3 consecutive days is about 

3.2 million. In Taiwan, there are about four thousand 

body counts of each year in traffic incident. It is almost 

sixty percent accidents in intersection. To solve this 

kind of problem, such as intelligent transportation 

systems (ITS) and telematics concept, are the most 

popular method to implement at present traffic problems 

with the increase of people and vehicles all over the 

world. Telematics which contains telecommunication 

and informatics technologies is the most popular area 

which has many advanced concepts in assist systems in 

vehicular devices. 

In the recent two decades, wireless communication 

had a tremendous growth in many applications. Cellular 

systems, infrared, Bluetooth and DSRC in wide area or 

local area communication have rapidly increased [1]. A 

general vehicular communication which depends on its 

coverage area can be classified into four categories: 

inter-vehicle, outer-vehicle, vehicle-to-infrastructure 

(V2I) and vehicle-to-vehicle (V2V). In outer-

communication, mobile communication has presented 

its wide coverage, high reliability of data transmission 

in surveillance applications. The application of data 

reporting for surveillance or real time control is a rising 

demand where either GSM or GPRS services are 

available. However, mobile communication has a 

drawback in time delay about 1.0 sec in TCP mode or 

0.8 sec in UDP mode. DSRC theoretically provides up 

to 1 km range and allows communications between 

vehicles moving up to 160 km/h. It also has low latency 

about 50 millisecond [2]. To meet a higher vehicle 

safety, DSRC which is a wireless communication 

protocol in the 5.9 GHz frequency band plays an 

important role of vehicular system.  

GPS is a worldwide converge system that provides 

high accuracy position, any weather condition and has 

the advantage in faster positioning. Positioning accuracy 

and reliability is great concern to many users, and 

becomes a good engineering topic for study in depth.  

In this implementation, GPS module is taken to receive 

positioning data under driving.  
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This paper proposed a system configuration using an 

embedded system to operate as a control system to 

manipulate DSRC unit, CAN unit and GPS unit for 

collision avoidance. The test information is debugged 

and showed in the screen of laptop using well defined 

format, and the total lengths is about 8 bytes with its id 

in different devices.  

 

II. SYSTEM DESCRIPTION 

The system technology for collision avoidance 

warning system is designed with an integration of GPS 

and data transmitting through DSRC, as shown in Fig. 1. 

The information may display on the debugged screen to 

monitor other neighbor vehicles in remote time 

operation. The vehicular data of vehicle will be routed 

and broadcast to neighbor vehicles by short message 

protocol onto the internet via DSRC communication. A 

data fusion of collision avoidance warning system 

platform is built of the basic three parts, including GPS 

receiver, DSRC communication unit and CAN module. 

To fulfill the proposed anti-collision application, GPS 

data as well as vehicular data are processed in specific 

logic, digital formats and sent through DSRC module in 

controlled intervals.  

In DSRC software, the network protocol is based on 

IEEE 802.11p standard under open system 

interconnection (OSI) model. This layer are ported from 

revising 802.11a, and other layers are followed the 

TCP/IP modes. In the network interface layer, the 

DSRC adopts the non-IP or IP base protocol to establish 

network connection without security or 1609.X.  

In GPS module, the output adopts the NMEA-0183 

standards as a format for interfacing marine electronic 

devices. The default communication parameters for 

NMEA output rate support fixed baud rate at 9600 

bits/sec with 8 data bits, 1 stop bit, and no parity. The 

GPS fixed data is processed in one second period, 

including the acquisition of position, ground speed and 

heading.  

In vehicular information, the break and throttle 

condition are transmitted to other vehicles by CAN 

acquisition. CAN is a serial, asynchronous, multi-master 

communication protocol for connecting electronic 

control modules, sensors and actuators in automotive 

and industrial applications. The CAN-based system is 

based on the broadcast communication mechanism 

which is achieved by using a message oriented 

transmission protocol and different id number.  

 
Fig. 1 System architecture 

 

III. SYSTEM ALGORITHM 

The onboard embedded system had mainly two tasks, 

including receiving neighboring vehicle’s GPS data and 

calculating collision relation.  The first task meant that 

the rover system would process the NMEA data and get 

the required data. The GPS fixed data (GPGGA) and 

GPRMC are adopted in this research, including the 

acquisition of position, ground speed and its course. 

Based on the acquired GPS data, the on-line display 

would be mapped into demonstrated map.  The second 

task was collision detection which transforms vehicular 

coordinate frame from WGS-84 to north-east-down 

(NED) local navigation coordinate, and gets 

longitudinal and latitude collision times.  

 

1. Geometry Analysis 

Although GPS receiver supplies precision position 

under dependent performance, the output data of GPS 

receiver provides lower bandwidth and risks under 

interference and error. The error factor is considered by 

reason of GPS error uncertainty. As shown in Fig. 2, B 

is the ownership so it has an error bubble around it [3]. 

A is the intruder which drives near the vehicle B in any 

intersection. Their extrapolation lines have an 

intersection in the near future. A is positioned at (Λ1,λ1) 

in WGS-84 and travels with its speed VA. B is 

positioned at (Λ0,λ0) and travels with its speed VB. 

 

 
Fig.2. Geometry model of two conflicting objects 
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LA and LB are two line segments which predict future 

driving trajectory, and the driving distance is decided by 

initial position and heading. Through two forecasted 

extrapolation lines, any two vehicles on a planar motion 

can possibly extrapolate to an intersecting point C and 

can respectively decide the collision time which two 

vehicles arrive in point C. The predicted time (t) is an 

index which decides them whether approaching in the 

future. Generally speaking, two vehicles will cause 

conflict or collision when (Λ,λ,t) are all the same, as 

long as one of them is different, the dangerous condition 

can be avoided. The time must be observed whether 

being equal or not.  

In conflict analysis, the rough calculation could 

calculate the relative distance first. If the relative 

distance is calculated under safe separation and maybe 

resulted of conflict collision, that needs delicate 

calculation and does three procedures which includes 

coordinate transform, geometry distance and collision 

time.   

The first procedure is transformed from WGS-84 to 

ECEF and ECEF to NED frame using (1)-(2). The 

altitude (h) is given by GPGGA format from GPS 

receiver and the other parameters are eccentric (e) and 

semi-major axis (a). Equation (1) is result from the 

shape of the Earth which is an ellipsoid, not a true 

sphere. The following procedure is to take ownership as 

center and calculate relative position using (2). 
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Although the mathematical model usually adopts 

Cartesian coordinate, all of the angles are still 

referenced to NED coordinate. Fig. 2 only shows one 

kind of collision condition, but vehicle A maybe locates 

at different quadrant and has different heading angle 

result from geometry relationship. The collision 

conditions are discussed and suitable at any conflict 

area, and each possible case is listed in the following 

Table I(A) & I(B). In Table I, the global heading angle 

is (HA,HB) and local relative heading is (HAB,HBA). The 

local relative heading (HAB) takes B as center and could 

be given relative to North direction.   

Table 1. Relative heading angle in Quad I&IV 
 Case I Case II Case III Case IV 

∠ A 2π-HBA+HA HBA-HA HA-HBA HA-HBA 
∠ B HAB-HB  HB-HAB HAB-HB 2π+HAB-HB 

 

Table 2. Relative heading angle in Quad II&III 
 Case V Case VI Case VII Case VIII 

∠ A HBA-HA HA-HBA  HBA-HA 2π-HA+HBA 

∠ B 2π-HAB+HB HAB-HB  HB-HAB HB-HAB 

 

2. Collision Time Calculation 

According to the pervious segment, the possible 

intersection is calculated and needs to forecast in time 

by considering the possible errors. This paper proposes 

a simplified computation that the possible ADM does 

plus and subtraction operations using (4) in vehicle A, 

moreover, the same concern is considered in own 

vehicle. The error is distributed over the circle whose 

magnitude of radius is changed by different GPS. One 

sigma error of commercial GPS is about 7 meters. In 

this paper, the circle error is known as the error 

intersecting bubble as shown in Fig.2. And it is also 

distributed over the driver response time whose 

magnitude is about 0.5 to 0.75 sec [4] 

After the embedded processor calculates the ADM 

and BDM, both of regional collision times (tA1, tA2, tB1, 

tB2) are given by using (4). If the temporal separation 

between two vehicles is larger than zero, the time is no 

overlapping, it represents there is no significant 

intersection between them. It predicts there is no 

dangerous conflict in the near future, as shown in right 

Fig. 3. If tA1-A2 occurs between the start of tB1 and the 

end of tB2, the time range are overlapping in left Fig. 3. 

This represents a conflict or intersection. This condition 

can estimate that there will be an approaching incident 

in the near future, and then the collision time will be 

showed in the screen and given some sound by collision 

avoidance system.  

After the coordinate is located in navigation frame in 

Eq.(2), the screen display needed to transform into 

vehicle coordinate, as shown in Fig. 4. And the 

transform matrix is Eq.(3). The right vector is NED 

position and H is the vehicle heading relative to earth 

pole. After the matrix multiplication, the left term in 

Eq.(3) is screen coordinate.  
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Fig. 3 A span overlapping time and opposite condition 

 
Fig. 4 Navigation coordinate to vehicle one 

 

IV. SYSTEM IMPLEMENTATION 

The test platform, as shown in Fig. 5, was used to 

implement the proposed on-line display system. Two 

vehicles were used to run on the ARTC roadway to 

verify the collision warning function; while two 

vehicles were followed on the road or driven to an 

intersection in order to easily verify system design in 

the verification. Under system design and 

implementation, vehicular data which connected to 

CAN interface was collected for scheduled tests. For 

test operations, DSRC module was used to do two-way 

data link communication.  The embedded system used 

two DSRC modules to do data communication in 

control channel and service channel individually.  The 

GPS receiver also outputted positioning data, and the 

positioning performance was well processed and 

mapped to demonstrated map. 

Fig. 6 showed the on-line display test, where two 

vehicles were running on ARTC roadway. The test 

demonstrated the display system in a longer distance, 

and the driver drove along with preceding vehicle. Fig. 

7 showed another test, where the driver drove into an 

intersection. Two cases offered an important awareness 

to the driver under test. The map reported neighbor 

vehicle positioning data about 1 second periodically, 

and broadcasted to other vehicle via DSRC. In these 

tests, the actual position of the vehicle was monitored 

and displayed on the screen. Although GPS error is 

inevitable, it is not a problem in this paper with error 

bubble consideration. The driver could easily see how 

other vehicle was presented in the digital ARTC map. 

The embedded processor predicted that there was 

possible danger in the near future. The display showed 

others position and speed signal of mapped vehicle that 

the operator could be fully aware of other vehicle 

situation under proposed system concept. 

 
Fig. 5 System hardware and implementation 

 
Fig. 6 Car following with safe distance (state=1) 

 
Fig. 7 Running into intersection (warning state=3) 

 

VI. CONCLUSION 

In this paper, the availability of on-line display 

system using GPS positioning is verified and the vehicle 

data is allowed on-line data exchange through DSRC 

module. The proposed warning system assists drivers to 

know current relationship to other vehicles through 

intersection and following tests with the situation 

awareness capability.  
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Abstract: A path-planning algorithm for an autonomous mobile robot using geographical information, under the 
condition that the robot moves in unknown environment. Image inputted by camera at every sampling time are 
analyzed and geographical elements are recognized, and the geographical information is embedded in environmental 
map. Then, the path is updated by integrating the exploited information and the prediction on unexploited environment. 
We used a sensor fusion method for improving the mobile robot dead reckoning accuracy. The experiment results, 
confirm the effectiveness of the proposed path-planning algorithm on the robot’s reaching the goal successfully using 
geographical information are presented.  
KeyKeyKeyKey    wordswordswordswords:  Path Planning, Autonomous Mobile, Geographical Information and Dead Reckoning 

 

1. Introduction 

 
 In recent years, the working area of an autonomous 
mobile robot has not been limited to indoors only, but it has 
extended to the outdoors. Navigation systems are necessary 
when robots move autonomously and its have been studied 
for many years. Studies had begun from a basic research of 
COM, Class, Bug, etc., and in recent years some promising 
techniques have been proposed, for example, an 
autonomous action planning for the mobile robot that 
considered errors of an internal and external sensors 
together with the uncertainty of a map 

(1)(2)(3)
, an 

autonomous guidance that avoided wall-collision, by 
measuring distances to wall based on the detected edges 

(4)
, 

and a human-evading action planning system using GA (5).
 Although many of these researches targeted obstacle 
avoidance, they didn't consider geographical feature 
elements that greatly influenced robot movement. If 
geographical environment consists of single flat element 
such as floor and asphalt, and if a robot were large-sized, it 
would not become crucial factor to be concerned whatever 
geographical feature elements are. However, if 
geographical environments are intensively changed, and if a 
robot is small-sized, we should take the geographical 
feature element into consideration. In this paper, we used 
encoder, accelerometer and gyro sensor data fusion with 
error model method for robot positioning. In this method, 
we use error model method where each sensor will measure 
the accumulated error to it’s own position’s (6)(7)(8). The 
advantage of our propose method by considering feature 
elements, is that we also can reduce the accumulated errors 
of position and orientation. The another advantages are, for 
example, the decrease of damaging robot and the energy 
loss saving 

 Thus, in this research, we propose a path-planning 
algorithm using geographical feature information for the 
autonomous mobile robot to move in unknown 
environments. 

2. Generation of environmental map 

2·1  Evaluation values of geographical elements  

 When a robot generates an environmental map with 
geographical information, it is necessary to change into the 
appropriate information for the robot movement, rather than 
simply using a recognition result. 

 So, we use a technique of embedding the geographical 
feature information into an environmental map where the 
information is changed into an evaluation value 
representing the difficulty of moving for the robot. We call 
this value the geographical evaluation value. 

 Now, let’s consider that "asphalt or concrete (AC)", 
"sand or soil (SS)", "gravel (GV)", and "grass (GR)" are 
regarded as elements on outdoors. The geographical 
evaluation value J to be embedded in the environmental 
map is given by 

GRGRGVGVSSSSACAC PWPWPWPWJ +++=   (1) 

 where, 

 WLAND : The weight coefficient that expresses the 
difficulty when the robot moving on a geographical feature 
element "LAND"  

where  

"LAND"∈{"AC" , "SS" , "GV" , "GR" } 

and  

 GRGVSSAC WWWW <<<                 (2) 

are assumed. 

 PLAND : The probability value of a point being 
geographical feature element "LAND", when camera taking 
image.  (0.0 ≦ PLAND ≦ 1.0) 

2·2  Transformation from image coordinates to 

environmental map coordinates  

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 529



 

 

Fig.1 The flow of coordinates transformation 

and 4 trapezoid area points onΣR [mm]  

Minimum 
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Fig.2 An example of the target path at “Approach  

                   to GOAL” 

Fig.3 Examples of failing in reaching GOAL 

GOAL 

GOAL 

(a) GOAL exits 
inner of minimum 

radius turning 

(b) GOAL exits 
at visible region 

 

A camera captures outdoor scene with WINDOWS DIB 
still-images of 240x340[pixel]. Sub images of the captured 
DIB images are classified into an outdoor element and, 
furthermore, the geographical evaluation values are 
allocated according to the elements. Next, the captured DIB 
still-images are transformed from image coordinates(ΣI) to 
world coordinates(ΣW), via camera coordinates(ΣC), and 
robot coordinates(Σ R), and the allocated geographical 
evaluation values are embedded in an environmental map.  

The camera is set at 210[mm] in height, and with an 
angle of depression of 28[degree]. 

By performing coordinate transformation, the four-
corner points on a DIB image is transformed into trapezoid 
area on Σ R as shown in Fig.1. And, moreover, this 
trapezoid area is transformed toΣW. 

 We divide the transformed picture into 16x16 pieces, and 
update environmental maps by embedding geographical 
evaluation values in environmental maps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Path planning 

3·1  Region definition 

 When using a CCD camera as a vision sensor, we find 
there is two kinds of areas exist. One is the area for which 
geographical elements can be recognized, and the other one 
is can not, because it is in the outside of visible area. Now, 
we define the former as the visible region (VR), and the 
latter as the unknown region (UR). 

3·2  Generation of target path 

 As shown in Fig.2, the target path is that the robot 
performs turning or running straight in VR at first. And 
then in UR, the robot runs the shortest length path with 
minimum radius turning, and running straight aiming at 
GOAL directly. 

 However, when the distance from present representation 
point (central point of front wheel shaft) to GOAL the 
above is not far enough, mentioned target path is not 
necessarily successfully generated. Fig.3 shows two such 
cases. They are the case that GOAL exists in the area of the 
minimum turning radius in UR, and the other case that 
GOAL exists in VR. Therefore, we make a little change to 
generation of a target path in this case. 

 When Lbor shown is the distance from VR to GOAL 

 Lbor ≧ 2Rmin                (3) 

We define this case as "Approach to GOAL". Contrary to 
this, when Lbor satisfies 

 Lbor ＜ 2Rmin                (4) 

We define this case as "Neighbor of GOAL". 

 where  Rmin : Minimum turning radius. 

 

 

 

 

 

 

 

 

 

 

 

3·3  Path planning at "Approach to GOAL" 

 The robot goes toward GOAL, searching the optimal 
path out of target pathes generated. Now, we consider a 
path evaluation value as a standard value for searching the 
optimal path. The path evaluation value expresses the grade 
of the difficulty of movement for a robot. 

3·3·1  Calculation of path evaluation value in VR 

 The target path is generated by changing target angle α 
and control angle θ, as shown in Fig.4.   α : Target angle, which is defined as an angle between 
the YR axis and the line segment that connects the robot 
representation point and the target point being set in VR 
(Pend).  θ : Control angle, which is the steering angle of the 
robot. 

 The robot performs turning movement (α ≠ θ) or 
straight movement (α = θ) in VR by changing αand θ. 
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Fig.4  Target path at visible region GOAL 

 When the robot moves in VR, the robot searches for the 
optimal path based on the geographical evaluation value. 

 When the robot moves, the geographical features should 
be examined only at the places that the robot's wheel steps 
on. 

Therefore, the robot's shape should not be represented in a 
generally used shapes such as a circular and a rectangle, but 
in the two points, that is, the left and right wheel points.  

It is considered that just the geographical feature, which the 
two points step on, should be taken into consideration. 

 Once a set of α and θis given, the robot generates a 
target path in VR. Moving along the generated target path, 
the robot calculates the movement evaluation value at each 
of sampling step. 

   Movement evaluation value at a certain sampling step k, 
J(k) is defined by 

 ( )
( ) ( )

2

kJkJ
KkJ RL +

×=            (5) 

where 

 JL(k) : Geographical evaluation value, on which robot's 
left wheel steps, at a sampling step k. 

 JR(k) : Geographical evaluation value, on which robot's 
right wheel steps, at a sampling step k. 

 K : The weight coefficient used when right and left 
wheel step on different geographical feature elements. 

  

As a result, path evaluation value  in VR, Jv, by a set of α 
and θ is given by 

 
( ) ( )

∑
=








 +−
×=

n

k
devv

kJkJ
LJ

1 2

1
        (6) 

where 

 Ldev : Length of the path that the robot moves along in 
one sampling step as shown in Fig.8. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3·3·2  Path evaluation value in UR 

 In UR, the robot performs the shortest distance 
movement, the path of which is created by concatenating 
the minimum rotation radius movement with the straight 
movement to GOAL. 

 When the movement evaluation value at Pend is given as 
Jn, the path evaluation value in UR, Ju, is given by 

 unk
Gn

u L
JJ

J ×

+

=

2
            (7) 

 JG : Geographical evaluation value at GOAL (given)  

 Lunk : Estimated shortest length of the path, along which 
robot will run in UR. 

4·3·3    Total path evaluation value  

 Finally, the total path evaluation value Jt is given by, 

 uvt JJJ +=                (8) 

The robot repeats choosing the optimal course at every 
sampling time, for which a course evaluation value is the 
lowest, and moves toward GOAL. 

3·3·4  Path planning at "Neighbor of GOAL" 

 At "Neighbor of GOAL", the target angle α is fixed 
toward GOAL direction from the robot position, and the 
control angle θ is changed one by one, and, thus, the target 
path is generated. Turning (α ≠ θ) or running straight 
(α = θ). 

 Path evaluation value at Neighbor of GOAL is calculated 
by the same method that is used in Approach to GOAL. 

4. Experiment 
 The experimental conditions are as follows.  ・Width of robot wheel has 282[mm] by 220[mm] length. ・Ldev is 5.0[mm] length. ・The initial stage of environment is unknown and the 
GOAL is given. 

 Experimental results are shown in Fig.5 to Fig.7. In these 
figures, the brighter the graylevel is, the lower of the 
geographical evaluation value is. Contrary to this, the 
darker the graylevel is, the higher of the geographical 
evaluation value is. The geographical features recognition’s 
also depend on the experiment time and weather condition, 
which the minute difference of graylevel contrast will affect 
to geographical evaluation value. But this is not effect to the 
essence result. Our experiments have conducted in clear 
weather condition. If the geographical evaluation value is 
same, we set priority to robot turn right. The white area 
shows the regions that haven’t been capture by the camera.  
And all the area is unknown except the area captured by 
camera. The variable t represents sampling times that 
initiates from 0. 

4·1  Far-ranging grass lies in depth direction 

 In Fig.5, START position is (0, 0)[mm], GOAL position 
is (0, 5000) [mm], rectangle Top-Left and Bottom-Right 
points of grassy field are (-1500, 4000) [mm] and (1500, 
2000) [mm]. 
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4·2  Narrowly-ranging grass lies in depth direction 

 In Fig.6, START position and GOAL position are same 
with Fig.10, rectangle Top-Left and Bottom-Right points of 
grassy field are (-1500, 2230) [mm] and (1500, 2000) [mm].  

4·3  Asphalt road runs up as hook form   In Fig.7, START position is (0, 0) [mm], GOAL 
position is (-9000, 9000) [mm], asphalt field spreads as 
hook form. 

5. Conclusion 
 The experimental results can conclude as below: ・ Using the generated environmental map embedded 
geographical evaluation value, the robot was successfully 
reaches the GOAL. ・The robot passed through a grassy geography in the case 
that the grass area is narrowly ranging. Contrary to this, in 
the other case that the grassy area is far ranging, the robot 
escapes the grassy area. ・The robot will choose the optimal path based on the 
evaluation value and will give the advantage that can 
reduce the accumulated errors of position and orientation 
during traveling in that’s path.  
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Abstract: Visual attention tends to avoid locations where past visual attention has once focused. This phenomenon is 
called inhibition of return (IOR) and is known as one of important dynamic properties of visual attention. Recently, 
several studies have reported that IOR occurs not only on locations but also on visual features. In this study, we propose 
a visual attention model that involves the feature-based IOR by extending a recent model of `Saliency Map'. Our model 
is demonstrated by a computer simulation and its neuronal basis is also discussed.  
 
Keywords: visual attention, feature-based IOR, saliency map 

 
 

I. INTRODUCTION 

Visual attention puts focus on a part of a large 
amount of visual information coming into  human 
brain simultaneously so as to process the essential 
information intensively, because precise processing of 
whole information is impossible in a limited time. 

Bottom-up visual saliency is a well-known factor 
that influences attentional control. Visual stimuli that 
stand out from their surroundings are said salient. The 
more salient a stimulus is, the more easily it deploys 
visual attention.  Itti et al. formerly proposed a 
computational procedure that constracts saliency map in 
a way incorporating biological findings in the early 
visual system [1]. Although this procedure could 
reproduce locations of instantaneous bottom-up 
attention, dynamic properties of visual attention in the 
level of saliency maps were not considered sufficiently. 

Inhibition of return (IOR) is an important dynamic 
property of visual attention [2]. Directions of visual 
attention tend to avoid locations on which past visual 
attention has once focused and eye movement does not 
return to the inhibited areas in a short while. This 
property allows us to find out desired things lying 
among many other salient objects in an efficient manner. 
Recently, E. Shin et al. reported that IOR occurs not 
only on locations but also on visual features [3]. Its 
mechanism, however, is not understood well. 

In order to understand the mechanism underlying the 
feature-based IOR, in this study, we propose a new 
model of visual attention, which combines the saliency 
map and the feature-based IOR. A computer simulation 
was performed to know the basic character of our new 
model. Also its neural basis is discussed. 

II. VISUAL ATTENTION MODEL 

1. Saliency map 
In the saliency map[1], visual saliency level of each 

spatial location in a current input image is calculated by 
a linear summation of multiple topographic feature 
maps which are obtained from the input image. Detail 
processes are as follows.  

First, static color image is transformed to multi-scale 
images in a form of dyadic Gaussian Pyramids. The 
Gaussian Pyramid P(σ), σ=1,…,8, is a pile of natural 
images created by low-pass filtering and subsampling of 
the original input image P, where σ indicates the scale; 
P(0) is the original image and P(8) is an image reduced 
into 1/256 size. 

Second, seven feature maps are extracted from the 
Gaussian Pyramid P(σ); they are intensity map I, two 
color opponency maps R/G, B/Y, and four orientation 
maps with angles 0˚, 45˚, 90˚, 135˚. 

Third, the difference between center and surround 
scale maps is computed for each of the seven feature 
maps. The difference between two different scales of a 
feature map highlights salient areas with respect to the 
feature, because those areas have different feature 
values from their surrounding areas; such a difference 
map is called a Center-Surround map. 

Fourth, the Center-Surround difference maps are 
integrated over different scales and over different 
features in each modality. In each integration, 
summation of normalized maps of different scales and 
features over the modality is calculated, where the 
normalization operator N emphasizes such a map that 
involves single or small number of peak salient areas 
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and degrades such a map that involves many peaks. As a 
result, three conspicuity maps N(I), N(C), and N(O), 
corresponding to three modalities, intensity, color 
opponency, and orientations, respectively, are obtained. 

Last, the three conspicuity maps are again 
normalized and linearly summed into the consequent 
saliency map, 

 
))()()(( ONCNINS �� 

3
1 .  

  
 

2. Inhibition of return 
In the procedure above, we obtain the saliency map 

Sj(t) based on scale-integrated feature maps F ij(t) at 
time t=1,2,···, where i=1,…,N and j=1,…,M are indices 
of feature types and spatial locations in each map, 
respectively. 

The location of attention j*(t) is determined such to 
maximize the current saliency Sj(t) in the simplest 
model. In this simple model, however, the attention 
cannot be directed to second and third peaks on the 
same saliency map. Thus, the idea of IOR is proposed.  

Using the IOR, we assume that location of visual 
attention is determined by the modulated saliency 

 
)()()( tStIORtMS jjj  , 

 
where IORj(t) belongs to [0, 1] and denotes the strength 
of feature-based IOR at location j at time t, and the 
location of attention j*(t) is determined to maximize the 
modulated saliency MS j(t). The effect of IOR is 
determined based on the history of locations of focused 
attention, so that the dynamics of IORj(t) is formulated 
as 

 
)()()( tMtKtM jjj K� ' , 

 
where Mj(t)=1－IORj(t), ΔMj(t)= Mj(t+1)－Mj(t), and 
the constant η is a decaying coefficient. This expression 
means that the IOR effect is smoothed over the current 
and past instantaneous IOR. Kj(t) is a map of inhibition  
at time t; location j is inhibited if Kj(t)=1 and not 
inhibited if Kj(t)=0.  

We compare location-based IOR [1] and a newly 
proposed feature-based IOR. The difference between 
them is reflected in the map Kj(t). In the location-based 
IOR [1], locations near j*(t) are inhibited after visiting 
j*(t) so that visual attention will not return to the area  

 
 
 
 
 
 
 
 
 

 
Fig.1. Proposed model.  

(i)The location of focused attention is determined by the 
modulated saliency map. (ii)The feature vector of that 
location is taken into the object file module. (iii)The 
IOR map is created based on the Euclidian distance in 
the feature space. (iv)The modulated saliency map at the 
next time is calculated by the convolution of the 
saliency map and the IOR map. Attention is carried out 
according to the modulated saliency map. 
 
around j*(t) in a short while. Namely, we set Kj(t) =1 for 
all j such that 

 
J�� ||)(*|| jtj  

 
holds, where γ is a given constant and ||·|| is the 
Euclidean distance. In the proposed feature-based IOR, 
on the other hand, Kj(t) is defined by means of the 
distance in the N-dimentional feature space so that 
Kj(t)=1 for all j such that 

 
O�� ||FF|| )(* jtj  

 
holds and Kj(t)=0 otherwise, where λ is a given constant, 
F j = {F1j, ···, FNj} is a feature vector at location j, and  
F j*(t) is a feature vector at the attended location j*(t). 
    

III. RESULTS 

We demonstrated the behaviors of the proposed 
feature-based IOR on several natural images, and two of 
them are shown in Fig. 2. In the left example image (A), 
there are five objects; four objects, D1, D2, D3, D4,  are 
street lights which are significantly salient because of 
the high intensity, and have similar feature vectors to 
each other, while the target TA is a fire hydrant whose 
saliency is high, but lower in total than those of the 
other four objects. In the right example image (B), there 
is a can, target TB, within grasses. Some areas of the 
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Fig. 2. Simulation results.  

Two examples of natural images are shown in the top 
panels. In the panels below, the saliency maps with IOR 
convolved and the locations of focused attention 
(circles) at time t=1, 2, 3, 4 are shown. (Itti model) Itti 
et al.'s location-based IOR. (Proposed model) Our 
feature-based IOR. 
 
grasses have high saliency because of the high intensity 
of green channel. The can has a different feature from 
grasses and its saliency is somewhat high, but lower 
than those of some grasses.  

By the previous model based on location-based IOR, 
the attention focus tended to move between obstacles, 
the street lights in (A) or the grasses in (B), and to take 
long time to discover the target, TA or TB, respectively. 
By the proposed model based on feature-based IOR, on 
the other hand, attention rapidly moved onto the target. 
We also confirmed the efficient search ability based on 
the proposed feature-based IOR, through simulations 
using other natural images. 
 

IV. DISCUSSION 

We showed through computer simulations that the 
modulated saliency map with feature-based IOR leads 
to efficient search ever in cluttered situations. Thus we 
naturally think that the feature-based IOR is crucial for 
efficient visual search in human behaviors. In this 
section, we discuss neural mechanism underlying 
feature-based IOR.  

In our model, feature-based inhibitory signals are 
assumed to be involved after calculating saliency map. 
This assumption is based on a biological finding by 
Shin et al.’s work on feature-based IOR [3]. They 
investigated modulation process in attentional control to 
generate distractor previewing effect (DPE) using an 
electrophysiological method. Repeating presentations of 
distractors composed of target-irrelevant features 
increases search time in subsequent visual search tasks, 
which is called DPE [4]. Shin et al. listed following four 
processing levels to generate the DPE; (a) preattentive 
perceptual processes, (b) preset attentional biases, (c) 
the ability to shift attention, and, (d) the weights to 
activate responses. They observed the event-related 
potential (ERP) corresponding to each processing level 
and achieved an evidence that DPE can directly affect 
(c) the ability to shift attention toward the target. This 
meant that IOR occurs on visual features. In the current 
study, we adopted their hypothesis in the proposed 
model by regarding processing level (a) as adaptation in 
feature maps, level (b) as weighting each feature map, 
and level (c) as determination of the location to be 
attended.  

On the other hand, almost nothing has been known 
about neuronal basis of inhibitory signals applied on 
saliency map. In what follows, we discuss a possible 
mechanism that generates such signals in the neural 
system. The proposed model of modulated saliency map 
requires the following processes. 
 
(I). Determine the attended location by the saliency map. 
(II). Extract the feature vector in the attended location. 
(III). Identify the areas whose feature vectors are similar 
to that of the attended location. 
(IV). Provide inhibitional signals to the saliency map. 
 

The saliency map (I) has been recognized as a 
plausible model of neural mechanism of visual attention 
control. In the visual pathway, especially early part, V1 
[5], V4 [6] and so on,  have been considered as neural 
bases of feature maps, because the retinotopic structure 
and simple visual features, such as color opponency and 
orientation, have been found in these areas. Treisman 
and Gerade had proposed the psychological notion 
`master map' which operates visual attention [7]. Koch 
et al. extended it to the saliency map in the 
computational viewpoint [8]. Recently, neural activities 
corresponding to the saliency are reported in V1 [9], the 
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posterior parietal cortex [10], the frontal eye field [11], 
the superior colliculus [12], and so on. 

For process (II), we assumed the `object file' module 
in the early visual system which memorizes the 
activities of feature neurons representing the feature 
vector at the attended location. `Feature Integration 
Theory' hypothesized that each feature information at 
the attended location is integrated into the object file, 
and transported to higher modules [7]. This theory may 
provide a mechanism to our idea.  

Process (III) needs a `detector of synchronized firing 
neurons' module in the early visual system which 
detects population of firing neurons that are syncronized 
with those in the `object file module' indirectly. Based 
on such a synchronization mechanism, the detector 
specifies location j to be inhibited by matching feature 
vectors F j*(t) and F j. Since our feature-based IOR is 
represented as a weight value (Eq.(2)), it could be 
implemented by a probabilistic read-out, depending on  
|| F j*(t) ― F j||. 

In order for the processes (I), (II), and (III) to be 
linked to the process (IV), we assume five particular 
neural connctions between the modules; from `feature 
maps' to `object file', from `feature maps' and `object 
file' to `detector of synchronized firing neurons module', 
from `detector of synchronized firing neurons module' 
to `IOR signal generator module', and from `IOR signal 
generator module' to `the modulated saliency map'. In 
specific, the connection from V1 to the superior 
colliculus was found anatomically [13]. This connection 
suggests that the `detector of synchronized firing 
neurons module' in V1 can influence the IOR signals in 
the superior colliculus. Although the huge amount of 
anatomical data have suggested that the visual system is 
abundant in feedforward and feedback connections 
between various modules, further details of the 
implementation of the feature-based IOR is unclear. 

 

V. Summary 

We proposed a new model of visual attention 
involving the feature-based IOR which allows multiple 
salient objects to be inhibited when they have similar 
features. Simulation results showed that saliency of 
visually similar stimuli degenerated by the effect of the 
feature-based IOR, so that an efficient search for a 
target object was realized. We also discussed possible 
neural bases for the feature-based IOR. 
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Abstract: The relationships between the color used in designs of a touch panel and operations on electronic devices are
discussed. Experiments that investigate the effect of color in designs of touch panel interfaces on the operation and on
impressions of users have been conducted. Subjects tried mental arithmetic tests on twelve screens which are used
different color images. The following points: “time which passed during a task,” “number of correct answers,” “number
of incorrect answers” and “number of timeouts” were measured and counted. After the tasks were administered, the
subjects answered questionnaires about their impression of the displays’ color design. The average numbers of correct
answers was higher when using “cool-casual” than when using the other coloration. Furthermore, there was a positive
correlation between the number of correct answers and preference for the displays’ coloration. There are strong
relationships between the coloration of interface and the speed and accuracy of operation. The results of the study lead
us to expect that both the usability and accuracy of operations will be improved by considering the color designs of the
touch panel interface.

Keywords: coloration, color design, touch panel, evaluation of impression of screens

I. INTRODUCTION

The use devices with touch panel interfaces such as

ATM consoles, smart phones, and ticket vending

machines has become increasingly widespread. Because

these devices have no mechanical buttons, users need to

understand how to operate them from the visual

information displayed on the screen. Therefore, the

users who have no experience using such interfaces

cannot use them with a high degree of accuracy. Hence,

it can be said that graphic design of the screen plays an

important role in the usability of the electric devices.

We focus on the users’ impressions of the coloration

of touch panel devices. In particular, the relationship

between the users’ impressions and the operation are

discussed. Experiments have been carried out to

investigate the effects of the whole image of interface

color on accurate and speed of operations. Moreover,

the relation between impressions of touch panel and

operation are analyzed on the basis of result of the

experiment.

II. COROLATION AND OPERATION

Coloration, i.e. color scheme, is an important factor

of design, and there are many laws of color harmony

[1][2][3]. The authors focus on the effect of interface's

colors on operators of an electronic device, and they

already have conducted experiments which show that

the accuracy and speed of operation change with the

color of the buttons in the control panels. We found that

the blue buttons were better than red ones in regard to

accurateness and speed of operation[4]. The effects of

images of combinations of the buttons in the control

panels were also investigated, and we found that a

“formal” image combination was better than the other

ones.

Of course, the interfaces of electronic devices do not

only consist of buttons, and operators look at all items

on the screen even if they seem to be merely for

decoration. Furthermore, ATM and multi-media

information terminals usually have a coloration that is

consistent with the corporate color. If the operations

change with the coloration, the designers should

consider the color design of the control panels.
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III. EXPERIMENT

Experiments were done to investigate the

relationship between operation and color image of the

control panel. Subjects tried mental arithmetic tests

(single-digit ones). The twelve interfaces were prepared.

Each interface has a different color image. The twelve

major patterns of coloration from the mixed image scale

[5] were used. The Mixed Image Scale is an image map,

which has two axes, “soft-hard” and “cool-warm,” and

colorations with words conveying the subjects’

impression were arranged on the frame of reference.

Using this image scale enables us to link coloration with

impressions. We used twelve major descriptive phrases

“casual,” “cool-casual,” “romantic,” “modern,”

“elegant,” “classic and dandy,” “formal,” “clear,”

“natural,” “chic,” “gorgeous,” and “wild” in the

experiments. The time that passed during a task, the

correct and incorrect answers as well as the number of

timeouts were measured or counted. After the tasks

were completed, the subjects answered questionnaires

about the color design of the screen by using the visual

analogue scale (VAS) method [6].

1.  Tasks in experiment

 A snapshot of a screen of the computer program

used in the experiments is shown in Fig. 1. One correct

answer and two wrong answers are displayed under a

problem. Subjects had to select the correct answer from

three alternatives and touch one of three push panels. If

a subject did not touch a panel in 1.5 sec., they were

transferred to the next problem. Thirty different

problems were given for a condition. The bottom of the

program windows were decorated with different color

patterns that varied with the condition of the

experiments. The colors used in each condition are

shown in Table 1. The background color of the window

was pale gray (N8), and the background color of the

push panels was white (N9.5). The characters’ color in

the window was dark gray (N3). These colors were

decided by considering the visibility of the characters in

the window. First, the subject practiced on a screen that

had no colored decoration. They then tried tasks

displayed on screens with the twelve conditions shown

in Table 1. A two-minute break was given between each

condition. During the break, the subject wore an eye

mask to rest his/her eyes. The order of condition was

changed for each subject to reduce the effects of order.

Fig. 1. Snapshot of screen displayed in computer
program

Table 1. Color patterns used for experiment 

Fig. 2. Questionnaire sheet
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The subjects were 24 mentally and physically healthy

university students who were 22~25 years old.
2. Evaluation of screens

After the tasks, the subjects evaluated each screen,

and the items which were evaluated were “preference,”

“visibility,” “understandability,” “enables

concentration,” “fatigue of eyes,” and “motivation.” The

subjects used the visual analogue scale (VAS) method.

An example of a questionnaire sheet used in the method

is shown in Fig.2.

The VAS method is usually used in field of medicine

to analyze a subject’s statement regarding their

psychological state. A horizontal straight line of 100

mm is drawn. Words that shows the item being

evaluated and as well as its opposite are arranged on the

right and left of the line. The subjects put a mark on the

line where their feelings are most accurately expressed.

In this process, the subjects evaluated each screen by

marking a position on along a 100 mm line between two

endpoints corresponding to a ward for each impression

and the word’s antonym. The ratio between the length

of the negative item and the mark and length on the 100

mm show the value of the evaluation.

Six evaluation items in the questionnaire were

shown at random for each subject, and the positions of

the word and its antonym are also swapped at random.

This was done to reduce order effects.

IV. RESULTS AND DISCUSSION

A graph of “measurement time” i.e., the average of

time which passed during a task under each condition.

There are significant differences between measurement

times under condition 5, 6, 8, and 12 (P<0.01, Tukeys’

multiple comparison test). A task took longest to

complete under condition 12.

The number of correct answers under condition 2

was better than the number of correct answers under the

other conditions, but there is not significant difference

between the number of correct answers under the each

condition. As a shown in Fig. 3 and Fig. 4, the measured

time and number of correct answers were not

necessarily connected. However under condition 2, the

graphs show better results in both the time and the

number of correct answers than under the other ones.

Averages of evaluation of  “preference” on each

screens used in the experiments are shown in Figure 5.

The preference under condition 2 and 9 are better than

the preference under the other conditions.

 

Fig. 3. Average time passed during tasks

 Fig. 4. Average number of correct answers

 Fig. 5. Average of evaluation of “preference”
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The correlations between results of operations and

impressions of screens are shown in Table 2. There was

positive correlation between number of correct answers

and the preference. There was also positive correlation

between the number of correct answers and the

motivation. In addition, there was a negative correlation

between the number of incorrect answers and preference

of coloration, and the number of incorrect answers and

the motivation.

V. CONCLUSION

We focused on the coloration and operation of a

touch panel interface on electronic devices. Experiments

were conducted to investigate relations between

coloration and operation of touch panel screen.

The results of the experiments show that “cool-

casual” is better than the other color images for the

touch panels design in terms of speed and accuracy of

operation. In addition, “classic & dandy” and “clear”

are good for fast operation, but not good for accuracy.

On the other side, “gorgeous” and “wild” are not

good for the panels in which accuracy of operations is

important. Accordingly, we expect that the color images

that are good for speed and accuracy of operation

consist of a low-contrast bluish coloration as shown in

Fig. 6 (A). Furthermore as shown in Fig. 6(B), the color

images that do not improve speed and accuracy of

operation consist of a high-contrast coloration, i.e.,

warmth and hardness.

The result of this study are expected to be used to

evaluate screens of electronic devices as well as the

supporting system of interface designs. We plan to

develop systems that are based on the results in which

the choice of color improves the speed and accuracy of

use.
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Classical theory of the AKP. In case of γ = 1 the
shapes of bounded trajectories in the position space
are all elliptical and hence each motion is regular. As
the value of γ decreases from unity the motion changes
to the quasi-regular motion. When γ is smaller than
γc ≡ 8/9, the motion becomes chaotic and compli-
cated. Because the AKP has such a controlling pa-
rameter γ of the degree of chaos in the classical regime
it serves as a vital model to examine how the chaos in
the classical regime governs the behavior of the system
in the quantum regime.

Quantum theory of the AKP. We recapitulate the
scheme devised by Wintgen et al. It is an all order cal-
culation and in this point surpasses the perturbation
method. The Schrödinger equation is

[−△ +(1 − γ)(∂2/∂z2) − 2/r
]
ψ(r⃗) = Eψ(r⃗). (4)

For γ ̸= 1 eq. (4) is not separable and we switch to a
numerical way. For the bases, Sturumian functions in
a spherical coordinates are defined as

⟨r⃗|nℓm⟩ = 1
rϕ

ℓ
n(r;λ)Yℓm(θ, φ), (5)

ϕℓn(r;λ) =
√

n!
(2ℓ+n+1)!e

−λr
2 (λr)ℓ+1L2ℓ+1

n (λr).

Here n, ℓ, m are the radial, azimuthal, magnetic quan-
tum numbers respectively and they are related to the
principle quantum number np as np = n+ ℓ+ 1. The
Yℓm(θ, φ) are the spherical harmonics, Lαn(x) are the
generalized Laguerre functions which satisfy a differ-
ential equation xL′′ + (α+ 1 − x)L′ + nL = 0. When
λ = 2/np, Sturumian functions are wave functions of
hydrogen atom.

Using these bases the Schrödinger eq. (4) can be
written as a matrix equation[6]:

[
−λ(

←→△ ) + (1 − γ)λ(
←−−−→
∂2/∂z2) − 2(

←→
1/r)

]
ψ⃗

= (E/λ)(
←→
Id )ψ⃗.

(6)

Here (
←→
1/r) = (⟨n′ℓ′m′|1/r|nℓm⟩) =(δn′nδℓ′ℓδm′m) is

unit matrix. Other matrices have off diagonal elements
which equal zero except for ℓ′ = ℓ or ℓ′ = ℓ + 2; for
instance elements of (

←→
Id ) are

⟨n′ℓ′m′|Id|nℓm⟩ = (1/λ)δℓ′ℓδm′m[2(n+ ℓ+ 1)δn′n

−
√

(n+ 1)(2ℓ+ n+ 2)δn′n+1]. (7)

Because of a rotational symmetry about z axis the ele-
ments of matrix included in eq. (6) are all proportional
to δm′m. By these properties eq. (6) is transformed to
standard eigenvalue problem as

←→
Mψ⃗ = (2/λ)ψ⃗,
←→
M = −(

←→△ ) + (1 − γ)(
←−−−→
∂2/∂z2) + ϵ(

←→
Id )

(8)

and ϵ = −E/λ2 < 0. Here the matrix
←→
M is an N ×N

symmetric matrix. It is block diagonal in the sense
that ℓ′ = ℓ+ 2 or ℓ and m′ = m. Whole energy levels

are obtained by putting together the levels which cal-
culated from each sector. Hereafter we consider only
the ℓ even and m = 0 sector. Then if we want eigen-
values for the states with the principle quantum num-
ber np up to Np with this restriction the matrix size
N must be (Np + 1)2/4. We should add that

←→
M is

banded and sparse. By solving (8) for the eigenval-
ues 2/λis (i = 1, · · · , N) the energy levels are in turn
determined as Ei = −ϵλ2

i . Supposing that we choose
another value for the parameter ϵ of the matrix

←→
M ,

the eigenvalues 2/λis will be accordingly changed and
the physical energies will be kept invariant. However
in practice the number of available bases is limited; we
cannot help truncating the number of bases. Then the
above ideal scaling becomes only approximate.

3 Results (The most suitable choice of ϵ)

As the truncation condition we adopt Np = 177.
The matrix size N of our sector is 7921. This is the
largest size among all sectors. We present in Fig. 1
the results of diagonalizing eq. (8) for energy levels
at various values of ϵ. The parameter γ is decreased
through 18 panels from 0.9 down to 0.05. Instead of
the energy levels Eis (i = 1 for ground state) we depict

fi = −1/(4
√
γEi), i = 1, 2, · · · , 7921 (9)

which are appropriately stretched so that fi = i and
the average spacing δfi ≡ fi+1 − fi should be theo-
retically unity 1. The curves of fis are expected to
be all parallel and their spacings are expected to be
unity. However, at a glance one finds that the curves
are all simultaneously deformed. Especially the defor-
mation from the constant line is remarkable for small
γ (extremely large spacing) and for small |ϵ| (anoma-
lous accumulation of fi curves). This dependence is
not physical but an error which should be considered
as the weak point of the matrix method. The remedy
for this problem is our task discussed below.

Accordingly we have to select the part of calculated
energy levels that we can trust. We propose a pre-
scription to select ‘good results’ for each ϵ based on
two criteria.
Criterion A: The deviation from the theoretical for-
mula (10) must be small. This concerns with the
global property of levels. To check this, the whole
fi(ϵ)s are divided into ensembles, Fn = {fi(ϵ)|200(n−
1) < i ≤ 200n}, (n = 1, · · · , 39), and the average
of spacings ⟨δfi⟩n is calculated for each ensemble Fn
varying ϵ with inclement ∆ϵ = 0.01. In Fig. 1 we show
the region on the f − ϵ plane where the deviation of
⟨δfi⟩n from unity is 0.05 or less. It is connected and
convex and we depict the boundary by a solid curve.
Criterion B: The quantum levels must repel each other
when the anisotropy is large (γ < 8/9). This concerns

1The cumulative mean density of levels of our sector should
obey Thomas-Fermi formula[4],

N(E) = −1/(4
√

E). (10)
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with the local property of levels. Recall that in the
region with γ < 8/9 the system is classically chaotic
and hence the quantum levels must show repulsion.
Here the NNSD is Wigner-like and the mean squared
deviation (MSD) of level spacings is 4/π − 1 ≈ 0.273
for the ideal Wigner distribution. On the other hand
for γ > 8/9 the distribution is expected to be Pois-
son and the MSD is unity. Based on this theoretical
expectation we set a condition that MSD must be 0.3
or less with a tolerance of 10% in the regions with
γ < 8/9. We indicate in Fig. 1 by vertical lines the re-
gions where this condition is met. For γ = 0.9(> 8/9)
(the first panel) there is naturally no region of repul-
sion. For other panels with γ < 8/9 the B allowed
region remarkably agrees with the A allowed region.
Fig. 1 succinctly shows this and strongly guarantees
our prescription.

We list a few interesting observations in items.
(i) Np is restricted by the computational ability.

Thus one has to choose the best value of ϵ (ϵmax) which
gives the largest number of reliable levels. This ϵmax
can be read off from the crest of the convex curve in
each panel of Fig.1. Now let us turn our eyes to the
dashed curve. This connects the minimum points of
fi(ϵ) curves and hence the fi(ϵ)s below this curve at
given ϵ are maximally compressed. Now if one follows
this line downwards until one reaches the region al-
lowed by the criterion A, remarkably one always meets
the crest of the boundary curve. This is natural be-
cause at this time the compression reaches for the first
time to the extent ⟨δfi⟩n ≃ 1 and this implies the crest,
at which the maximum number of fi(ϵ)s are contained
below the curve.

(ii) Fig. 2 shows the relationship between γ and
ϵmax. Data points clearly follow a linear line well de-
scribed by ϵmax ≃ (−1/4)γ.

(iii) Fig. 3 shows the ratio (Reff ) of the number of
levels which satisfy the criteria at ϵ = ϵmax to number
of whole levels N (=7921) is plotted as a function of
γ. This relation is well described by Reff ≃ √

γ with
about 1% error for coefficient. From this we can esti-
mate that the efficiency of determining reliable levels
in the realistic cases of silicon or germanium is about
30% and 15% respectively.

These observations do not change even if we analyze
smaller set of levels with Np = 75(N = 1444) instead
of Np = 177(7921). These regularities seem reflecting
the effect of truncating the set of bases.

4 Conclusions

In this article we have recapitulated the vital ma-
trix method[4]. The relations between the calculated
energy levels and the scaling parameter ϵ is elucidated
in Fig. 1 and a prescription how to select suitable ϵ re-
gions is presented. The best ϵ (ϵmax) and the ratio of
reliable levels (Reff ) are estimated for various γ and
it is observed that they follow simple rules (Fig. 2, 3).
The results in this article guarantee the reliability of
the matrix method and provide us with a prescription
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Fig. 2: The ϵmax vs. γ.
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Fig. 3: Ratio of reliable levels vs. γ.

to increase the efficiency of the calculation.
Finally we comment on the subjects we are work-

ing with. Some random matrix model for an extended
Gaussian orthogonal ensembles was constructed[7] and
it was shown that the AKP may be treated within it.
We are extensively studying this issue and will present
elsewhere the relationship between γ values and the
matrix-model temperatures. Armed by our prescrip-
tion we will furthermore examine the multifractality
of wave functions of the AKP.
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Abstract

This paper proposes a computationally reduced
method for the step-size update in the variable step-
size affine projection algorithm (VSS-APA). Using the
previous steady-state analysis and the estimated ex-
cess means square error, updating the step-size can be
simplified while the advantage of VSS-APA is main-
tained.

keywords

Adaptive filters, affine projection algorithm, variable
step-size

1 Introduction

Signal processing is one of the most important parts
in the industrial applications. A useful operation could
be control, data transmission, denoising, prediction,
filtering and etc. [1]. It is also applicable to the sensor
acquisition and the communication among each unit
in robotics.

One of the widely used algorithms in this field is
the normalized least mean square (NLMS) because
of its simple implementation. However it has poor
convergence speed for the colored input signal. To
overcome this disadvantage, the affine projection al-
gorithm (APA) was suggested by Ozeki and Umeda
[2]. By whitening the input signal, the APA can
achieve faster convergence speed than NLMS, while
the steady-state error of the APA gets worse than
that of the NLMS. Reducing step-sizes as time goes
on may make the mean-square deviation (MSD) small,
which help overcome the disadvantage. As well as, the
previously suggested algorithms such as the variable
step-size or the variable regularization algorithms can

achieve both a fast convergence speed and low steady-
state errors simultaneously [3, 4].

In this paper, we focus on the variable step-size
APA (VSS-APA) suggested by Shin et al. [4]. Shin’s
VSS-APA shows good performance over the wide
range of system orders, denoted by n, and the input
signals, but the projection of the estimation error into
the input regression space requires a large amount of
computation and the resulting projection vector also
has a big dimension (n by 1) that is used in the step-
size adjustment at each iteration. As the system order
increases, this issue becomes serious. To moderate this
problem, this paper suggests an algorithm that esti-
mates the excess mean square error (EMSE) instead
of the projection vector. With a scalar value EMSE, a
lot of computation is reduced including the projection
operation.

To update the instant value of the step-sizes from
the EMSE, we use the previous steady-state analysis
of the APA. It is known that the steady-state errors
are related to the step-size and the variance of the
measurement noise in analysis. Moreover, when the
step-size is large, it is also affected by the projection
order. Since the expected EMSE can be calculated in
the analysis for each step-size, the preferable step-size
can be inversely obtained from the EMSE. Finally, the
required computation gets remarkably reduced while
the performance is still quite comparable for any pos-
sible input signals. The simulation results verify the
performance of the proposed algorithm for various in-
put signals and several system and projection orders.

2 Preliminary

In the APA to be analyzed, the input regression
matrix and desired signal sequence is denoted by Ui

and di, respectively at time i ≥ 0. The recursion equa-
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tion of estimated weight ŵi ∈ R

n×1 for an unknown
weight vector wo ∈ R

n×1 with the system order n and
the projection order M is

ŵi+1 = ŵi + µUi

(
ǫI + UT

i Ui

)−1
ei, (1)

where

Ui =
[
ui ui−1 · · · ui−M+1

]
∈ R

n×M , (2)

ui =
[
xi xi−1 · · · xi−n+1

]T
∈ R

n×1, (3)

ei = di − UT
i ŵi ∈ R

M×1 (4)

di =
[
di di−1 · · · di−M+1

]T
∈ R

M×1, (5)

ǫ is the regularization factor, and µ is the step-size.
The desired vector from the linear model:

di = UT
i wo + vi, (6)

where vi =
[
vi vi−1 · · · vi−M+1

]T
∈ R

M×1 is ad-
ditive measurement noise. Then, the error vector ei

rewritten as

ei = di − UT
i ŵi = UT

i w̃i + vi, (7)

where w̃i = ŵi − wo. The a priori error vector is
denoted by ea,i = uT

i ŵi. The EMSE is defined by

EMSE , lim
i→∞

E |ea,i|
2
. (8)

Since a small value of ǫ is assumed in this paper,
we start from (22) in [5],

EMSE =
µσ2

v

2 − µ

Tr (E[Ai])
Tr (S · E[Ai])

, (9)

where

Ai = (ǫI + UT
i Ui)−1UT

i Ui(ǫI + UT
i Ui)−1 (10)

and σ2
v is the variance of vi. When µ is small, identity

matrix I ∈ R

M×M can replace S in (9). Then

EMSE ≃

µσ2
v

2 − µ
. (11)

When µ is large, S ≃ 1 · 1T is substituted into (9).
Since Tr [Ru] = Tr

[
E

{
uiuT

i

}]
= E{‖ui‖

2
}, in this

case,

EMSE ≃

µσ2
v

2 − µ
Tr (Ru) E

{
M

‖u‖2

}
(12)

≃

µσ2
vM ‖ui‖

2

2 − µ
E

{
1

‖u‖2

}
. (13)

When n ≫ 1, E{1/ ‖ui‖
2
} ≃ 1/E{‖ui‖

2
}, which re-

sults in

EMSE ≃

µσ2
vM

2 − µ
. (14)

3 Variable Step-size

In the previous section, theoretically EMSE is de-
termined for both small and large step-sizes in the case
of small ǫ. In this section, EMSE is estimated from the
measured error. If vi is assumed to be independent,
identically distributed (i.i.d) and zero-mean, it is ob-
tained that

E{ei} = E{ea,i + vi} = E{ea,i}. (15)

The following time average εi of ei is calculated by

εi+1 = αεi + (1 + α)ei, (16)

with a smoothing factor α = 1 − 1/(K), where K is
a positive integer. When K is close to 1, εi ≃ ei and
When K ≫ 1, εi is close to E{ea,i}. In the both cases,

EMSE = E |ea,i|
2
6= |εi|

2
. (17)

However, if we properly select the value of K so that
εi ≃ ea,i, it is reasonable that

EMSE ≃ |εi|
2
. (18)

Using the previous results (11) and (14), the following
equation is possible:

|εi|
2
≃

µβ

2 − µ
, (19)

where

β =
{

σ2
v for small µ, (20a)

Mσ2
v for large µ. (20b)

From (19), the step-size update equation is inversely
obtained as follows:

µi =
2 |εi|

2

β + |εi|
2 . (21)

Adjusting β in the run-time, depending on the state
of the algorithm, is another issue for the performance
improvement, which is out of the scope. Instead of
varying β, the constant values are used in the following
section. For the performance reason, upper bound 1
in µ is applied [6].

4 Simulations

We conduct several simulations to verify the pro-
posed VSS-APA in a channel estimation scenario. The
adaptive filters and the unknown channels are assumed
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Figure 1: (a) MSD learning curves of the proposed
VSS-APA and the standard APA with different step-
sizes between 0.01 and 1 for a zero-mean white Gaus-
sian input signal at n = 64,M = 4, SNR = 30 dB
β = σ2

v , and K = 8. (b) the corresponding variable
step-size of the proposed VSS-APA.

to have the same length of taps in stationary envi-
ronments. It is defined that SNR = 10 log10(σ2

y/σ2
v),

where σ2
y is the variance of output signals. In this sec-

tion, n = 64, M = 4, and SNR = 30 dB. The plots
are the results of the ensemble average over 50 inde-
pendent trials.

The first simulation is for verifying how closely the
proposed algorithm follows the minimum route of the
MSD of the each step-size. The input signal is a zero-
mean white Gaussian with a unit variance. As shown
in Fig. 1, the MSD learning curve of the proposed
VSS-APA has fastest convergence rate that is almost
equal to that of the standard APA with µ = 1. It also
shows the smaller steady-state error than that of the
standard APA with µ = 0.01. Fig. 1b shows how the
step-size is varied according to the iteration. At the
beginning, large step-sizes is used and after 2000 in
the iteration, almost same small step-sizes are used.

The second simulation shows how the performance
is affected by K. When K = 1, the proposed VSS-
APA shows a poor performance in the convergence
rate and the steady-state error. As K increases, the
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Figure 2: MSD learning curves of the proposed VSS-
APA with different values of K at n = 64, M = 4,
SNR = 30 dB, and β = σ2

v .

convergence rate of the proposed VSS-APA get slower
while the steady-state error get smaller, which mean
the value K plays an important role in the perfor-
mance of the proposed algorithm.

The third simulation shows how the performance is
affected by β. When β = σ2

v , the proposed VSS-APA
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Figure 3: MSD learning curves of the proposed VSS-
APA with different values of β at n = 64, M = 4, SNR
= 30 dB, and K = 4.

shows apparently fastest convergence rate in Fig. 3
at the cost of larger steady-state error than those of
others. It is verified that decreasing the value of β

leads smaller steady-state errors.
The last two simulations are for performance com-

parisons to the previous results in the literature [3, 4].
Their tunning parameters are α = 0.9922, C =
1.875 × 10−4 in Shin’s VSS-APA and η = 1, δ = 0.06
in Rey’s VR-APA. Fig. 4 shows the MSD learning
curves of the proposed VSS-APA, Shin’s VSS-APA,
and Rey’s VR-APA when a zero-mean white Gaussian
input signal excites the system. The proposed VSS-
APA shows the comparable result.

Fig. 5 shows the MSD learning curves of the al-
gorithms when an AR input signal excite the sys-
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Figure 4: MSD learning curves of the proposed VSS-
APA, Shin’s VSS-APA and Rey’s VR-APA excited by
a zero-mean white Gaussian signal at n = 64, M = 4,
SNR = 30 dB, β = 2σ2

v , and K = 8.

tem. The AR input signal is generated by filtering
a zero-mean white Gaussian signal through G1(z) =
1/(1 − 0.9z−1). In this case, the performance of the
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Figure 5: MSD learning curves of the proposed VSS-
APA, Shin’s VSS-APA and Rey’s VR-APA excited by
an AR signal at n = 64, M = 4 SNR = 30 dB, β = σ2

v ,
and K = 8.

proposed VSS-APA is quite comparable to those of the
others.

5 Conclusion

This paper proposed a simple way of updating the
step-size using the EMSE. The EMSE was estimated
from the measurement error and the step-size was
inversely derived based on the previous steady-state
analysis. As a result, the calculation needed for step-
size update became significantly reduced compared
to the previous VSS-APA, maintaining its advantage.
The simulation results verified the performance of the
proposed VSS-APA. It was also shown that additional

parameter β led the trade-off between the convergence
rate and the steady-state error in the performance.
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Abstract: With the increasing needs for ocean investigation and new energy development, the application of 
autonomous underwater vehicle (AUV) has attracted more and more attention. Most of these attentions focus on the 
motion performance of AUV in large-scale operating environment. However, the observation for special underwater 
structure, as one important application of AUV, hasn’t got enough research by our investigation. To realize the 
observation and operation of AUV around complex structures, we have developed one hovering AUV system, in which 
the issue of determining and control of horizontal x-y position becomes the bottleneck technique. To solve this problem, 
we introduce the machine vision into underwater application and verify its feasibility and basic characters. 
 
Key Words: AUV, machine vision, underwater localization, light source, image processing   
 

 
I. FOREWAORD 

 With the increasing needs for ocean investigation 
and new energy development, the application of 
autonomous underwater vehicle (AUV) has attracted 
more and more attention. Most of these attentions 
focus on the motion performance of AUV in 
large-scale operating environment.[1] However, the 
observation for special underwater structure, as one 
important application of AUV, hasn’t got enough 
research. [2] To realize the observation and operation of 
AUV around complex structures, we developed one 
hovering AUV system, in which the issue of 
determining and control of horizontal x-y position 
becomes the bottleneck technique for keeping AUV’s 
security and stability. The common acoustic 
positioning system owns very low accuracy because of 
big background noise and strong reflection wave in 
limited and closed space and the common INS (inertial 
navigation system) produces much bigger error 
because AUV has a low speed around obstacles. To 
solve the localization issue in complex unstructured 
environment, we propose one method of machine 
vision in underwater application. That is (1) to localize 
the object by camera mounted on AUV observing the 
light source array fitted on underwater object; (2) to 
localize AUV by camera mounted on mother-ship 

observing the light source array fitted on AUV. 
 However, it is necessary to consider the differences 

of propagation medium and object between in our 
application and in common application. Different 
attenuation coefficients, scatterings and background 
lights between underwater and on land may bring 
beneficial or harmful effect on image processing, Besides, 
the observation object in our research is underwater 
vehicle of low speed and various postures. 

 To be aimed at the above uncertainty, this paper 
verifies the feasibility of machine vision in underwater 
application and discusses basic performance of this 
method. 
 

II. PRINCIPLE 
1. System organization 

 This underwater vision system consists of light 
sources, camera, lens, image acquisition card and data 
processing computer. The light sources are placed in 
humid environment while other equipment in dry 
environment such as in compressive cabin or above 
water, as is shown in Fig.1. The light is projected on 
the camera’s image sensor after multiple refractions 
The analog signal produced by image sensor are 
transformed into digital signal by image acquisition 
card and then processed in PC. 
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Fig.1. System organization 
2. Image acquisition and processing 
 The first step is to capture and save one RGB 
image by camera. The second step is to transform the 
image into gray level image and de-noise by preset 
threshold value. The third step is to erode by preset 
erosion parameter. Final step is to compute the 2-D 
coordinates of the images of light sources in pixel 
reference frame (PRF) by searching algorithm.  
 
3. Coordinate transformation  

 As the underwater vehicle is one object whose 
position and posture are both various in 3-D space, we 
need one array composed by at least 3 light source of 
fixed distance among them to localize them. PRF is 
shown in Fig.2. The origin O is in the top left corner, 
while the positive direction of x and y axis is 
respectively rightward and vertically downward. The 
points of a1, a2, a3 are the images of each center of 
three  
light sources and the point of V is the image of their 
geometric center. The coordinates of V in global 
reference frame (GRF) are obtained sequentially by 
the following equations. 

)()( 11
22 yyxxl iiiii −− +++= ( i =1,2,3)  (1) 

lLk iii /=        (2) 

3/)( 321 kkkk ++=      (3) 

),(),( '' kykxyx iiii =      (4) 

⎩
⎨
⎧

++=
++∗=

3/)(*
3/)(

321

321

yyykY
xxxkX

v

v
  (5) 

Where ， ，  are coordinates
 

)1,1( yx )2,2( yx )3,3( yx

in PRF of images of light sources. and (known)  l i Li

air 

water 

Image 
acquisition 
card 

Data 
processing 
computer

lens 

camera 

represent the distance among them respectively in PRF 

and GRF. and are respective calibration  k i k

X O 

Y

a2(x2,y ) 2a1(x1,y )1
Field of vision V(xv,y ) v

 
Fig.2. the images of light resources in PRF 

coefficient and their average.  is the 
projection coordinate of every light source on the 
plane which is vertical to the optics axis of camera 
lens and V is located in and 

)','( yixi

),( yvxv  is the 
coordinates of V in GRF. 
 

III. WATER TANK TEST
  The water tank test is taken in the Sate Key 

Laboratory in Shanghai Jiao Tong University. The 
radius and water depth of the columniform tank is 8 
meters and 7meters respectively. The light sources are 
3 LED of power of 0.2 [w]. The camera is watertight 
processed SS-880HO produced by SHEPER in UK 
and the lens is CCD image sensor of resolution of 576 
pixels by 768 pixels. The final images are processed in 
Halcon, one developing environment for machine 
vision produced by MVtec Corp. 

 The vision system is shown in Fig.3. Three LED 
are fitted in equilateral triangle array on one black and 
nonreflecting panel placed underwater with its vertical 
normal. The camera is on the water surface and its 
optics axis is pointing down. The procedure to obtain 
the real value of light sources’ coordinate is as follows. 
First measure the 2-D coordinates of the three LED 
and their geometric center in Microsoft Paint, then 
compute the respective calibration coefficients and 
their average, which is multiplied by coordinate of the 
geometric center. 

The propagation distance of light may affect 
results of image processing by affecting its energy 
attenuation. To verify the effect of working distance 
(WD) on object recognition rate (ORR) and 

Underwater light  
urce array so a3(x3,y3) 
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positioning accuracy (PA), we adjust WD from 2 to 6 
meters with interval of 1 meter between the plane and 

      
      (a)underwater part    (b) land part 

Fig.3. vision system organization 
camera lens.  
 The different horizonal positions of lignt source 

may induce the change of the angle of incidence 
(IA,the angle between line-of-sight of object and the 
optics axis of camera). To verify the effect of different 
IA on ORR and PA, we adjust the horizontal position 
respectively in the plane of 4[m] and 5[m] depth, as is 
shown in Fig.4. 
 
 
 
 

Fig.4. different positions of light source panel 
 On the other hand, de-noising threshold value 

and erosion value are respectively adjusted in the 
image processing algorithm to watch the variation of 
ORR. 
 

IV. TEST RESULT AND ANALYSIS 
1. The effect of WD 
A. Effect on ORR 

 Table 1 shows the relationship between ORR and 
WD when the panel is at b in Fig.4. Set de-noising 
threshold value Th=10 and erosion value E=1. The 
ORR varies because the incident light energy (ILE) 
decreases with the increase of WD. ORR is higher 
than 30% at the distance of 2-6[m]and reaches the 
maximum at the distance of 4[m]. 

Table 1 the relationship between ORR and WD 

WD [m] 2 3 4 5 6 
ORR [%] 40 80 90 70 30 

Fig.5 lists the processed images at different WD. 
One light source point is mistaken as two points for 
too much ILE at WD of 2[m] while no light source can 
be recognized at WD of 6[m] because they are cleared 

after eroding for too little ILE. We deduce the 
fundamental reason for such case is that erosion value 
doesn’t match well with ILE. So we will adjust the 
variant in V part. 

     
(a) WD=2[m] 

     
(b) WD=4[m] 

     

 
No Picture!

(c) WD=6[m] 
Fig.5. processed images at different WD 

B. Effect on PA 
 The relationship between PA and WD is shown in 

Table 2, which includes X error ΔX, Y error ΔY, 
distance error ΔD between measured value and real 
value of V’s coordinates and system accuracy (SA, the 
ratio of size of field of vision to pixel numbers of CCD 
sensor) varying with WD. The data are obtained when 
the panel is at b and Th=10, E=1. Apparently PA 
varies nearly in direct proportion with SA. 

Field of vision a: edge of field of vision 
b: quarter of field of vision 

Table 2 relationship between PA and SA 

Error(cm) 
WD[m]

ΔX ΔY ΔD 
Δ 

2 0.34 0.69  0.78  0.19 
3 1.19 1.07  1.63  0.29 
4 1.88 1.74  2.56  0.38 
5 3.07 2.73  4.16  0.47 

2. Effect of IA 
A. Effect on ORR 

 Table 3 shows ORR value when IA varies at 
different points a, b and c. Set Th=15, E=1. ORR at b 
(IA is about 5 degrees) reaches highest while ORR at a 
and c are lower. 

Table 3 relationship between ORR and IA 

Depth[m] a b c 
4 40% 90% 60% 
5 10% 80% 30% 

Fig.6 shows the processed images when light 

a  c b c: center of field of vision 
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source array is respectively placed at a, b and c of the 
plane in the depth of 4[m]. As is shown, the images of 
light sources get smaller with the decrease of IA 
(a b c) in the first column (de-noised images) while 
the images at b is bigger than that at a and c. There are 
two reasons: (1) When IA is big ( at a), there are many 
flecks around images of light source cause by water 
medium scattering. These flecks will disappear after 
eroding so that the original images will become much 
smaller. (2) When IA is small (at c), although ILE is 
bigger, the images of light sources is very 
concentrative for the less effect of water scattering. In 
this case, the image may be cleared finally if being 
processed by the same erosion value. Based on above 
analysis, we suggest that the horizontal position of 
light source in field of vision should be one reference 
to figure out the image processing parameters. 

     
Position a 

     
Position b 

     
Position c 

Fig.6. processed images in different incident angles 
B. Effect on PA 
 Based on recognized image, we analyze IA’s 
effect on PA. Table 4 shows the different PA at a, b, 
and c of the plane in depth of 4[m]. Apparently PA 
deteriorates with the increase of IA. So we conclude 
that WD increases with the increase of IA on the same 
horizontal plane, which finally affects PA. 

Table 4 relationship between PA and IA 

Error(cm) 
Position 

ΔX ΔY ΔD 
WD[m]

a 0.86  2.32  2.47  4.11 
b 1.34  1.28  1.85  4.02 
c 1.26  0.73  1.45  4.00 

V. OPTIMIZATION OF IMAGE PROCESSING 
PARAMETERS  

 As mentioned ahead, it is necessary to adjust Th 

and E to adapt different working conditions. This part 
compares the different ORR before and after 
optimizing the two parameters at WD of 2-5[m], as is 
shown in Fig.7. The optimized ORR reaches higher 
than 50%, which can meet the basic requirements for 
AUV’s hovering and operating. 
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100%
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Fig.7. ORR before and after optimizing Th and E 
In future, we can determine the optimized value of 

Th and E in different working conditions by 
experiment in advance and realize self-adaptive adjust 
of the two parameters in image processing algorithm 
by looking up preset tables. 

 
VI. CONCLUSION 

 This paper introduces machine vision into 
underwater application and verifies its feasibility and 
basic characteristics by water tank test. 

 The test results show work distance and incident 
angle’s material effect on object recognition rate and 
positioning accuracy and confirm the improvement of 
object recognition rate after optimizing the de-noising 
threshold value and erosion value. With the optimized 
parameters, object recognition rate can reach above 
50% and positioning accuracy 2.5 centimeters in the 
work range, which can meet the requirement for AUV 
operating in limited and complex environment. 

This research is sponsored by the fund for 
Hovering AUV program of Ocean Engineering State 
Key Laboratory.
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Abstract: This paper proposes one new method of calculating (1) the speed of AUV according to the distance measured 
by one laser range finder and (2) the angle between AUV head and the surface of underwater structure according to the 
different distances measured by two laser range finders. Besides discussing the selection of the laser type, this study 
tests computing speed, accuracy, range and other performance of underwater laser ranging method through a large 
number of experiments of simulating the process that the AUV gets close to and goes far away from the object in 
different postures. The results show that the accuracy for laser ranging has no major changes in the water medium. And 
the range of this method is affected by water quality, reflector materials, angle of reflection, etc. 
 
Key words: Hovering AUV, Laser ranging, Underwater ranging. 
 
 

I. INTRODUCTION 

In recent years, Hovering AUV has been proposed 
out as a new concept of underwater vehicle. Its main 
feature is the capability of realizing the operation on a 
fixed point. Due to both of autonomous ability of 
traditional AUV and spatial mobility of ROV, it can be 
applied to the observation and operation around 
underwater structures. We have developed a hovering 
AUV and then found that in the process of getting close 
to target object, it is very hard for AUV to determine the 
distance and maintain a certain posture and distance 
relative to target object according to operational needs. 
One of the main technical difficulties in realizing 
autonomous control during that process lies in measuring 
the distance in a high accuracy. Previously, sonar is 
usually used to measure the distance between AUV and 
the objects. However, when the distance gets smaller, the 
accuracy of this method becomes poor, which not only 
affects operational efficiency but also creates possible 
risk of collision. This study proposes one new method of 
calculating (1) the speed of AUV according to the 
distance measured by one laser range finder and (2) the 
angle between AUV and underwater structure according 
to the different distances measured by two laser range 
finders. 

Laser range finder is usually applied to measure the 

distance between two fixed points on land or the speed of 
cars. So far it has never been seen for underwater 
application in measuring the distance between moving 
objects and fixed objects. In water, because of smaller 
attenuation, acoustic wave has been applied extensively. 
And electromagnetic wave, due to maximum attenuation, 
had almost not been used in water. Owing to the 
attenuation coefficient between that of acoustic wave and 
electromagnetic wave, light wave can be applied within a 
limited range. In particular, owing to strong directivity 
and high measurement accuracy of laser, laser ranging 
and acoustic ranging can be used complementarily. 
[1][2]Nevertheless, the effect on measurement       
performance caused by aqueous medium or speed of 
AUV itself has not yet been verified either. Therefore, 
besides discussing the selection of the laser type, this 
study had a test of computing speed, accuracy, range and 
other performance of underwater laser ranging method 
through a large number of experiments of simulating the 
process that the underwater vehicle gets close to and 
goes far away from the object in different postures. 
 

II. PRINCIPLE OF RANGING 

1. Range finding 
In this experiment, we adopt the ranging principle 

of laser range finder, which is calculating the distance l 
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[m] by measuring the propagation round-trip time 
between laser and target, as shown in Eq. (1). 

l = t×c                    (1) 
c=2.25×108 [m/s] is the propagation velocity of 

light in water. According to different principles of 
measuring propagation time, laser ranging method can be 
divided into phase difference method type and pulse 
method type. In underwater application, laser beam 
experiences three refraction processes: from air (laser 
transmitter) to glass (airproof glass) then to water, see 
Fig.1. It is difficult to correct the ranging error produced 
by phase change in the refraction process. Therefore, 
pulse method is used in this study and its basic ranging 
principle is shown in Fig.1. However, in the refraction 
process it will produce time loss⊿t [s]. Then we assume 
that the distance of laser propagation in air and in water 
are l0 [m] and l [m] respectively, so propagation 
processing time t[s] can be expressed as Eq. (2). 

 
Fig.1. The principle of the ranging system 

                t = l0 / c0 + l / c1                  (2) 
  c1 = c0 / n                 (3) 

c0 and c1 are the speed of light in air and in water 
respectively; n is the refractive index of media calculated 
through empirical equation Eq. (4)  

        
1

1.33333 .
1 1013

gn Pn
t


 


          (4)      

ng is refractive index of media in standard condition; 
 [℃-1] is expansion coefficient; t [℃] is temperature 
and P [hpa] is pressure. 

We express the measuring distance as l'[m], see Eq. 
(5) , Ranging error as ⊿, see Eq. (6). 
              l' = tcg                   (5) 
⊿ = l’ – l = (l0 / c0 + l / c1)cg- l = l0/ ng + (cg/c1-1)  (6)                

cg is propagation velocity in aqueous medium under 
standard condition, l0/ng is constant error, measured by 
error correction experiment and (cg/c1-1)l is error with 

the change of distance, corrected by the linear correction 
method. 
 

2. Measuring angle and speed 
Based on the ranging above, using two laser range 

finders of parallel arrangement we can separately 
measure the distance, and then calculate the angle 
between AUV and target as Eq. (7).  

              
1 2

tan d
l l

 


            (7)           

 is the angle between centerline of laser and normal of 
target and d is the distance between two parallel laser 
beam. 
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Fig.2. The principle of measuring angle 
As shown in Fig.3, the target has moved from 

position a to position b in time T[s].By means of the 
cosine-theorem, we can give Eq. (8). 

2 2
b a b+l -2l l cosalv

t


          (8)       

2 1     and v  is average speed in time T. 
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Fig.3. The principle of measuring average speed 
However, when the underwater vehicle is moving, 

this method can only calculate the average speed for a 
period and can’t tell the instantaneous speed at a given 
moment of time. 

 

III. WATER TANK EXPERIMENTS 

This experiment has been completed in underwater 

Incident light 

Reflected light 

Scattered l 

Water Glass Air 

Target 

Scattered light 
Laser range finder 
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trial tank (depth:9[m],diameter:8[m]). We select and use 
pulsed laser range finder: DLE-B30 produced by 
DIMETIX Company. The measuring range of this 
instrument is 0.05-65[m] in air and its measurement error 
can reach up to ±5.0 [mm]. 

1. Experimental contents 
A.Ranging accuracy and range 

As shown in Fig.4, with vertical incidence to the 
reflector, laser range finder has recorded the data of 
0-8[m] with the interval of 0.5 [m]. 

 

Fig.4. Ranging experiments 
B.Effects of incidence angle 

As shown in Fig.5., range and accuracy has been 
tested by regulating the angle between incident laser 
beam and normal line of reflection (incidence angle:0°, 
30°,45°, 60°). 

 
Fig.5. Regulation method of incidence angle 

C.Continuous ranging 
We designed that laser range finder was disposed 

vertically and went close or away from reflector, then 
collect data continuously.  
D.Effects of water tightness processing 

We investigated the variation of measurement range 
before and after water tightness processing. 
 

2. Experimental results 
A.Ranging accuracy and range 

Measured value is compared with truth value in Fig. 
6.. Error of this method becomes bigger with the 
increasing distance and is proportional to the distance. Its 
largest measured distance in water can rise to 5.5[m], 
which is about 1/11 in air.  
B.Effects of incidence angle 

With the increase of the incidence angle, measuring 
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Fig.6. Ranging results compared with truth value 

range changes greatly. As shown in Fig.7, range is about 
2/3 of maximum measuring range at the angle of 
incidence of 30 degree and when the incidence angle is 
60 degrees, range decreases to only 1/2 of maximum 
range. But position accuracy has no significant change.  
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Fig.7. Relation between angle and range 
C.Continuous ranging 

Continuous ranging data has no marked change. Only 
with increasing distance, the time of data acquisition 
increases because of weaker reflected signal.  
D.Effects of water tightness processing 

It is proved by experiments that water tightness 
processing of laser lens will affect laser strength and then 
affect measuring range.  
 

IV. ERROR CORRECTION 

1. Error analysis 
A. The speed of light error 

As shown in Eq. (3), the speed of light in water is 
inversely proportional to refractive index affected by 
water pressure, water quality and water temperature, etc. 
Therefore, the variation of the speed of light in water 
will have an effect on the accuracy of ranging, and we 
call it “the speed of light error”.  
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B. Instrumental error 
The frequency of laser crystal oscillator is affected by 

environmental factors. In using laser range finder, rang- 
ing accuracy will be affected by the deviation between 
the actual frequency of modulated light and the standard 
frequency and its impact is proportional to the distance.  
C. Time error 

The time error has been fully discussed in II. 
Principle and can be modified with a method of linear 
error correction. 
 

2. Correction method 
Based on the error analysis，we proposed a method of 

linear error correction and got Eq. (9) on the relation of 
measured value and truth value. 

y = kx+b                    (9) 
k and b are both affected by water temperature, water 
pressure, and water quality, etc. In this paper, by using a 
set of data at a 0 degree incidence angle, we got error 
correction coefficient: k=0.982, b=0.0488. 
 

3. Corrected results 
We can find corrected value is close to truth value, 

see Fig.10. Range error at different angles of incidence is 
separately shown Fig.11. (Forward direction of vertical 
axis: measured value is greater than truth value.) 
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Fig.10. Ranging results after error correction compared 

with truth value 
As the measured distance increases, the ranging 

accuracy has no significant change while errors are 
freely distributed on both sides of 0, see Fig.10. 

As shown in Fig.11, we consider that the correction 
coefficient calculated at the angle of incidence of 0°can   

be applied at other degrees besides the accuracy of no 
significant change, about ±3[cm]. 
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     Fig.11. Range error at different incidence angle 
(a) incidence angle:0°; (b) incidence angle:30° 

(c) incidence angle:45°; (d) incidence angle:60° 
 

V. CONCLUSION 

This paper gave a method of underwater laser 
ranging based on the pulsed mode. With an analysis of 
experimental data, we have discussed the accuracy, range 
and other performance of this method and proposed an 
effective error correction method. The experiments 
confirmed the validity of this correction method. In 
future study, measuring range can be improved by 
selecting higher power laser or enhancing water tightness 
processing such as adopting optical glass airproof lens.  

Underwater laser ranging can be used with acoustic 
ranging complementarily with high accuracy in 
continuous ranging at short distances. Besides 
application in hovering AUV at short distances, we will 
also consider it  that the underwater laser ranging 
method is applied to underwater docking and other close 
ranging with high accuracy in the future research. 

This study is sponsored by special fund program: 
Hovering AUV of State Key Lab. of Ocean Engineering. 
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Abstract: This paper proposes ultrasonic sensor-based navigation method which utilizes fuzzy logic and reinforcement 
learning for navigation of mobile robot in an unknown environment. It based on the combination of elementary 
behaviors has been developed. Most of these behaviors are achieved by means of fuzzy inference systems. The 
proposed navigator combines two types of obstacle avoidance behaviors, one for the convex obstacles and one for the 
concave ones. The use of fuzzy inference systems to generate the elementary behaviors is quite simple and natural. 
However, one can always fear that the rules deduced from a simple human expertise are more or less sub-optimal. This 
is why we have tried to obtain these rules automatically. A new navigation method using fuzzy logic and reinforcement 
learning is proposed in this paper. 
 
Keywords: Robot navigation, ultrasonic sensor, fuzzy controller, local map. 

 
 

I. INTRODUCTION 
Various methods for controlling mobile robot systems 

have been developed which are generally classified into 
two categories: global planning and local control. The 
global path planning method includes configuration 
space method, potential field method, generalized 
Voronoi diagram, and graph search method. These 
methods have been carried out in off-line manner in 
completely known environments. However, these 
methods are not suitable for navigation in complex and 
dynamically changing environments where unknown 
obstacles may be located on a priori planned path. Thus, 
the sensor-based local path planning, so called obstacle 
avoidance, carried out in on-line manner is required in 
the navigation of mobile robots. Local path planning 
utilizes the information provided by sensors such as 
ultrasonic sensor, vision, laser range finder, proximity 
sensor and bumper switch. It is difficult to find the force 
coefficients influencing on the velocity and direction of 
mobile robots in cluttered environments which cannot 
be described as a mathematical model. In order to 
overcome the above problem, fuzzy logic and neural 
network approaches have been employed in navigation 
of mobile robot. A new navigation method using fuzzy 
logic and reinforcement learning is proposed in this 
paper. Whenever a mobile robot navigates in uncertain 
environment towards the goal position, avoidance 
behavior and goal-seeking behavior always conflict. 
The avoidance behavior is used to avoid the obstacles 
irrespective of the goal position, while the goal-seeking 
behavior is used to seek the goal position irrespective of 
obstacle location. It is necessary for a navigator to 
efficiently combine two behaviors. For this, two 

behaviors are independently designed by fuzzy logic 
and reinforcement learning and are combined by the 
action of a switching function according to situations 
around the mobile robot. The fuzzy logic is used to 
represent the mapping between the sensor input space 
and mobile robot action space. The correct mapping is 
found by reinforcement learning. Fuzzy rule bases are 
built by input and output fuzzy sets which quantize the 
sensor input space and the mobile robot action space, 
respectively. 

II. OBSTACLE DETECTION AND LOCAL 
MAP 

The mobile robot has three wheels; two driven wheels 
fixed at both sides of the mobile robot and one castor 
attached at the front and rear side of the robot. In this 
study, twelve ultrasonic sensors are mounted around of 
the mobile robot in middle layer for the detection of 
obstacles with various heights. Fig.1 shows the 
arrangement of the ultrasonic sensors marked as dots in 
the figure. The distances ej ( j = 1, 2,…12) from the 
origin of the robot frame {R} to obstacles detected by 
the sensor sj, can be defined as ej= δj + Rr . Here, Rr is 
the radius of the robot and the δj, is the range value 
measured by the sensor sj. A local map is introduced to 
record the sensory information provided by the 12 
ultrasonic sensors with respect to the mobile robot 
frame {R}. As shown in Fig.2, a sector map defined 
locally at the current mobile robot frame is introduced. 
Then, the obstacle position vector se’j with respect to 
the frame {R}' can be calculated by 
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where sej denotes the obstacle position vector defined 
at the frame { R } . Hence, when the mobile robot is 
located at a point 0'. the distance value se’j = || se’j || 
from the origin of the frame {R}' to the obstacle and 
angle sφ’ can be calculated by Eq.(1) . Here, ||.|| denotes 
Euclidean norm. 

 
Fig. 1. The local map defined at the frame {R} 

 
The local map defined at the frame {R}' is newly 

constructed by using the previous local map defined at 
the frame (R} as follows: 

NjNs
INTnSeSe j

jn ,...,2,1;
2

)(,
'

' =+=←
ϕ
ϕ         (2) 

Where  and INT denote the updating operation and 
integer operation, respectively. If the range values 
obtained by sensors when the mobile robot is located at 
a point O' are ej = ( j = 1,2 ,... 12 ) , the new local map is 
partially updated as follows : 

sej  ej, j = 1,2 .... 12. The maximum range of the 
sonar sensor is set to be δmax = δmax - Rr. Any return 
range which is larger than is ignored. 

 
Fig. 2. The coordinate transformation for updating 

the local map 

III. NAVIGATION OF MOBILE ROBOT 
The primitive behaviors may be divided as follows: 

avoidance behavior and goal-seeking behavior. The 
output of a primitive behavior is defined by the vector 

TT Tmstwtvttvtu )),(),(())(),(()( =Δ= θ          (3) 
where t and Tms denote the time step and the sampling 

time, respectively. Here, T denotes the transpose and 
ω(t) denotes the angular velocity of the robot.  

In order for the mobile robot to arrive at the goal 
position without colliding with obstacles, we must 
control the mobile robot motion in consideration of the 
obstacle position Xoi, = (xoi, yoi ) , the mobile robot 
position X = ( x , y ) and its heading angle θ with respect 
to the world coordinate frame {W} shown in Fig.2. 

 
Fig. 3. The coordinate frames and control variables 

 
In order to avoid the increase in the dimension of 

input space, the distance values di , ( i = 1.2,3,4 ) are 
defined by 
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Fig. 4. The structure of the proposed navigator  

 
The motion of mobile robot can be realized by the 

control of its heading velocity, v and incremental 
steering angle θΔ . Thus, we choose the input variables 
for avoidance behavior as ( )4,2,1,0 L=−= iXXd ii , 
and those for goal-seeking one as heading angle 
differenceψ  and distance to goal, XXz g −= . The 

output variables for two behaviors are chosen as the 
incremental steering angle, θΔ  and velocity, v. The 
variable di is calculated by (Eq 4). The ψ is the angle 
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between heading direction of the mobile robot and the 
direction of the goal position and the z is the distance 
from the current position, X = (x,y) to goal position, 

( )ggg yxX ,= . 
A fuzzy operator converts the crisp input data, z into 

the linguistic values, z~  considered as labels of fuzzy 
sets and is defined as 

)(~ zfuzzifierz =                                                                                       
where fuzzifier denotes a fuzzification operator. From 

now on, tilde sign (~) representing the fuzzy set will be 
omitted for simplicity. The input linguistic variables 

ψ),42,1( L=idi and z are expressed by linguistic 
values (VN, NR, FR), (NB, NM, NS, ZZ, PS, PM, PB) 
and (VN, NR, FR, VF), respectively. The output 
linguistic variables v and θΔ  are expressed by the 
linguistic values with membership functions having the 
triangular shaped functions shown in Fig. 5. Their 
center positions are going to be determined by 
reinforcement learning method. The linguistic terms 
have the following meanings: 

Table 1. Linguistic term meanings 

VN: very near NR: near 
FR: far VF: very far 
NB: negative big NM: negative 

medium 
NS: negative 
small 

ZZ: zero 

PS: positive 
small 

PM: positive 
medium 

PB: positive big  
 

 
(a) The distance value of the ith sensor suit 

 
(b) The distance to goal position 

 
(c) The heading difference ψ 

 
(d) The linear velocity of mobile robot for the k-th 

behavior 

 
 (e) The incremental steering angle for k-th behavior 

Fig. 5. The membership functions of the input-
output variables 

Fuzzy subsets contain elements with degree of 
membership, while fuzzy membership function ( )⋅zμ  
of fuzzy set, z assigns a real number between 0-1 to 
every element in the universe of discourse. 

 

IV. SIMULATIONS AND EXPERIMENTAL 
RESULTS 

1. Simulations 

 
(a) Escape from loop type and dead-end type trap 

 
(b) Velocity (thick line) and steer velocity (thin line) 

Fig. 6 Simulation for combining behaviors 
 
Fig.6 is shown the simulation for combining 

behaviors. Once the rule bases for the two behaviors are 
completely built through reinforcement learning, the 
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two behaviors will be combined so that the mobile robot 
arrives at the given goal position without colliding with 
obstacles. When the mobile robot navigates in a certain 
environment, one of these behaviors must be selected at 
each action step in order to accomplish its goal. 

Fig. 6(a) shows the performance of the combining 
behaviors to escape from trap situations and go to goal. 
The robot first arrives by the wall-following behavior, 
and then enters a concave obstacle and leaves it under 
the avoidance of concave obstacle strategy. On the way, 
it encounters dead-end alleys, successfully recovers 
from them by avoidance behavior and eventually finds 
the goal under the goal-seeking behavior. The variation 
of the actual action decisions over time are shown in Fig. 
6(b). 

2. Experiment 
The obstacle avoidance and goal-seeking experiments 

were performed in our laboratory. 

 
Fig. 7 Wall-following, obstacle avoidance, and goal-

seeking experimental method 

 

Fig. 8 shows the location of obstacles, the robot 
trajectory and its heading angle with respect to world 
coordinate frame when the robot travels from start 
position to goal position. If the robot encounters the  
 

 
1. Wall-following 2. Wall-following 

 
3. Goal-seeking 4. Obstacle avoidance 

5. Obstacle avoidance 6. Goal-seeking  

Fig. 8. Experiment for combining behaviors scene 

obstacles, it avoids the obstacles by using the avoidance 
behavior. The behavior to be used at the present 
situation is selected by fuzzy decision maker. As can be 
seen from the figure, the robot can successfully navigate 
in unknown environments even if the environments are 
not used for constructing the rule bases of the behaviors 
in the simulations. This means that the robot can adapt 
to new environments. 

V. CONCLUSION 

We have proposed the navigation system capable of 
performing autonomous navigation in unknown 
environments. In order to evaluate the performance of 
the overall system, a number of experiments have been 
undertaken in various environments. The experimental 
results show that the mobile robot with the complete 
navigation system can arrive at the goal position 
according to the desire even if the wheel slip occurs. 
From the developed of navigation system, it was 
observed that the mobile robot can successfully arrive at 
the desired position through the unknown environments 
without colliding with obstacles. 
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Abstract: This paper presents a new approach to obstacle avoidance for mobile robot in unknown or partially unknown 
environments. The method combines two navigation subsystems: low-level and high-level. The low-level subsystem 
takes part in the control of linear, angular velocities using a multivariable PI controller, and the nonlinear position 
control. The high-level subsystem uses ultrasonic and IR sensors to detect the unknown obstacle include static and 
dynamic obstacle. This approach provides both obstacle avoidance and target-following behaviors and uses only the 
local information for decision making for the next action. Also, we propose a new algorithm for the identification and 
solution of the local minima situation during the robot’s traversal using the set of fuzzy rules. The system has been 
successfully demonstrated by simulations and experiments.  
 
Keywords: Ultrasonic sensor, IR sensor, Autonomous mobile robot, Obstacle avoidance, Real-time control 

 

I. INTRODUCTION 
Autonomous robots are intelligent machines capable 

of performing tasks in the word by themselves, without 
explicit human control over their movements [1]. The 
autonomy implies that the robot is capable of reacting to 
static obstacles and unpredictable dynamic events. To 
achieve this level of robustness, methods need to be 
developed to provide solutions to localization, 
navigation, planning and control. The most difficulty of 
process is the real environment that robots are operated. 
It is unstructured environments and large uncertainties. 
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Fig. 1  Two-level control of Mobile robot 

This paper proposes a new method of designing a 
robust autonomous mobile robot control system. This 
system provides the mobile robot that may navigate in a 
priority unknown indoor environment using sonar and 
IR sensor information. To achieve these requirements, 
the system is hierarchically organized into two distinct 
separated subsystems (Fig. 1) with arbitrary 
responsibility. A low-level includes both velocity 
controller and position controller. Velocity controller is 
developed using the standard PI multivariable control 
law, a dynamic model of a mobile robot and actuators. 
The position control law has to be nonlinear in order to 
ensure stability of the error, that is, its convergence to 
zero [2, 3, 4]. A high-level subsystem contains path 
planning and obstacle avoidance algorithms based on 

ultrasonic and IR sensors data as linguistic variables to 
design of fuzzy logic controller. 

 

II. DAYNAMIC EQUATION MOTION OF 
MOBILE ROBOT 

Consider a typical three-wheeled vehicle, two co-
axial wheels provide both steering and power, while a 
single wheel is a passive caster shown in Fig. 2. The 
robot has two driving wheels mounted on the same axis 
and a free front wheel. The two driving wheels are 
independently driven by two actuators to achieve both 
transition and orientation. The position of the mobile 
robot in the world frame XOY can be defined by the 
position of the mass center of the mobile robot system, 
denoted by C, or alternatively by the position A, which 
is the center of the mobile robot gear, and θ the angle 
between the robot’s body frame xCy and the world 
frame. The kinetic energy of the whole structure is 
given by the following equation: 

 
Fig. 2  A typical three-wheel vehicle. 

mrt TTTT ++=     (1) 
where: Tt - the kinetic energy that is the consequence of 
pure translation of the entire vehicle, Tr - the kinetic 
energy of rotation of the vehicle in the XOY plane, Tm - 
the kinetic energy of rotation of the wheels and rotors of 
the DC motors. Total kinetic energy of the vehicle can 
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be calculated in terms of Rθ& and Lθ& : 
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Now, the Lagrange equations are applied:  
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Here, τR and τL are right and left actuation torques, 
Rkθ& and Lkθ& are the viscous friction torques of right and 

left wheel-motor systems, respectively. Finally, the 
dynamic equations of motion can be expressed as: 
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III. DESIGNER OF SUBSYSTEM 
In this section, we will describe detail about 

designing of each subsystem: low and high-level 
respectively. The function of this controller is to 
implement a mapping between the known information 
(e.g. reference position, velocity and sensor 
information) and the actuator commands designed to 
achieve the robot task. For a mobile robot, the controller 
design problem can be described as follows: given the 
reference position ( )tqt and velocity ( )tqt& , design a 
control law for the actuator torques so that the mobile 
robot velocity may track a given reference control path 
with a given smooth velocity.  
 
3.1. Position control 

The trajectory tracking problem for a mobile robot 
is based on a virtual reference robot that has to be 
tracked (Fig. 3). The tracking position error between the 
reference robot and the actual robot can be expressed in 
the robot frame as:  
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The dynamics of the position error derived in (Eq. 6) is 
postulated as: 
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where inputs u1 and u2 are new control inputs. 

 
Fig. 3  Tracking of a virtual reference robot 

In this paper, we propose the following control 
inputs in the velocity control loop: 
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where k1, k2, k3, k4, k5 and k6 are positive parameters.  
 
3.2. Velocity control 
The dynamics of the velocity controller is given by the 
following equations in the Laplace domain: 
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where ev(s) is the linear velocity error and eω(s) is the 
angular velocity error. Transfer functions fj(s) are 
chosen to represent PI controllers: 
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After some transformations, Eq. 9 can express as: 
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The following equations could be easily derived 
from (Eq. 11): 
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It is obvious that transfer functions F1 and F2 are 
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static with gains equal to “1”, which completes the 
proof.  
 
3.3. Design of hybrid position controller 

It has been noticed that, during the preliminary 
simulations, at the beginning of tracking the control 
torques increase rapidly if the initial position of the 
reference robot does not belong to the straight line, 
determined with the robot and its initial orientation. 
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Fig. 4  Producing ( )tsω  

For that purpose, the following control law, which 
provides velocity servo inputs, is proposed: 
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Function ( )tsω  is generated as the output of the 
following system (Fig. 4). The input ( )ts  is given by: 
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The function ( )tβ satisfies the following differential 

equation: 
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where ( )tε is close to a step function and is given by: 
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This way, the robot does not start tracking the 
virtual robot instantly; it first rotates around its own axis 
with an increasing angular velocity ( )tsω . 
 
3.4. Sensory systems 
3.4.1. Cooperation of Ultrasonic Sensors and IR 

Sensors 
By overview of advantages and disadvantages of 

ultrasonic and IR sensor, we propose a method of 
combination two kind of these sensors. When K-RONI 
is planning to navigate in the surroundings, there are 
usually the static and dynamic obstacles stopping it 
from going to the given position. In order to make K-
RONI avoid these uncertain obstacles successfully, the 
ultrasonic sensors and the IR sensors are used to detect 
if there exists obstacles simultaneously when K-RONI 
navigates in the real environment. If the distance 
between the obstacle and K-RONI is longer than 0.5m, 
the ultrasonic sensors are used to detect the obstacles; 
however the distance is shorter than 0.5m, the IR 
sensors are prior to be used. 

For example, when K-RONI navigates in the 
environment, the ultrasonic sensors could detect the 
obstacle first with its long detection distance. And if this 
obstacle is static, the sensor can detect and avoid it 
continuously with safe distance. But this obstacle is 
dynamic, and it is close to K-RONI suddenly. This kind 
of unexpected behavior led the ultrasonic not to 

recognize this range information exactly. Finally, K-
RONI used the IR sensors to execute the obstacle 
avoidance in order to go to the given position. 

  
3.4.2. Obstacle avoidance behavior 

The obstacle avoidance algorithm of K-RONI robot 
is emphasized the relation between IR and ultrasonic 
sensors. When the Sensor Fusion Model received the 
information of the IR and Ultrasonic sensors, they will 
be sent to the Robot Motion Behaviors. And the Robot 
Motion Behaviors will be divided into five conditions 
by using varied sensors modes when the K-RONI met 
different of obstacles in the navigating path (Fig. 5). 

Sensor 
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Robot 
Motion 

Behavior

Stop

Case 1

Case 2

Case 3

Case 4

Ultrasonic 
sensor

IR sensor

 
Fig. 5  Integration of IR and ultrasonic sensors for 

obstacle avoidance 
There are two states to describe the situation which 

K-RONI run into obstacles as follow: 
ε ≠ 0: Ultrasonic sensor detected obstacle 
γ ≠ 0: IR sensors detected obstacle 

• Case 1: ε = 0, and γ = 0: It means K-RONI is far 
away from the obstacles and moved toward the free-
space areas when parameter ε and γ is zero. 
• Case 2: ε ≠ 0, but γ = 0: This case means the 

frontal Ultrasonic sensors have detected the obstacle in 
the navigating path. And the range information received 
is sent to motion commands. Robot can be avoided with 
long distance obstacle.   
• Case 3: ε ≠ 0, and γ ≠ 0: Both Ultrasonic sensors 

and IR sensors take turns to be used for detecting the 
obstacles according to the distance from K-RONI to the 
obstacles. With the long-range detection and slow 
reaction rate of the Ultrasonic sensors, it is suitable for 
detecting the static obstacles. On the contrary, the short-
range detection and fast reaction rate of the IR sensors 
is suitable for detecting the dynamic obstacles.  

• Case 4: ε = 0, but γ ≠ 0: IR sensors have detected 
the obstacles near K-RONI. The range information is 
sent to the motion agent starts to figure out the free-
space areas after receiving the motion commands. 

 

IV. SIMULATION & EXPERIMENTS 
To show a usefulness of the proposed approach, a 

series of simulations and experiments has been 
conducted by using an arbitrarily constructed 
environment including static and dynamic obstacles. 
Almost simulations are performed in the MATLAB / 
SIMULINK software. In this paper, we used a mobile 
robot with the following parameters: M = 12 kg, IA = 1 
kg.m2, r = 0.04 m, R = 0.250 m, p = 0.02 m and I0 = 
0.001 kg.m2.  

Fig. 6 and 7 are illustrated the errors of x, y axis, 
and orientation respectively. It also can be concluded 
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(a) (b) 

(c) (d) 

that satisfactory tracking results are obtained using both 
control strategies. However, better tracking of the 
reference trajectory is achieved in the case of an 
ordinary controller, especially at the beginning of 
transient process.  

 
Fig. 6  x, y axis errors respectively 

 
Fig. 7  Orientation error. 

However, the hybrid controller ensures that much 
smaller values of the control input torques are needed to 
obtain the reference position and orientation trajectories 
shown in Fig. 8 and 9.  

 
Fig. 8  Control torques – hybrid controller 

 
Fig. 9  Control torques – ordinary controller 

Experimental results obtained in several different 
working scenarios are presented in Fig. 10. In all of the 
cases in which the target is surrounded by cluttered 
obstacles, which form the convex loop, the proposed 
algorithm helps the robot to find the target. The 
algorithm works very well in the case when a cluttered 
environment consists of walls in the form of long loops, 
which is always convex in order to current robot 
location.  

 

V. CONCLUSION 
Our approach presented a new mobile robot 

navigation strategy based on the computing 
technologies (such as fuzzy logic and other reasoning 
techniques) in an a priori unknown environment. Firstly, 
a dynamic model of a mobile robot with nonholonomic 
constraints is derived. The special feature of this model 
is that the main variables are the angular velocities of 
the wheels. Due to this approach, the impossibility of 
lateral motion is embedded into the model. In addition, 
such a model is easily simulated. The proposed 
navigation system consists of two control subsystems. 
Hence, a new approach is applied in robotics and 
approved by the results of simulation and experiments. 

 

  

  
Fig. 10  Experimental environment of K-RONI 
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Artificial Life Intelligent Contour Following Industrial Robot 
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Abstract: Contour following is very important topic to be studied since the outcome of robot to follow contour 
automatically can simplify robot teaching process. Normal teaching to make robot capable of following contour is quite 
tedious and time consuming. It requires three points in order to model an arc. If the curve is quite complex it requires 
curve fitting of several points not to mentions teaching iterations in order to get correct overall curve path and speed. 
This research will empower industrial robot life artificially and can behave like intelligent entity whereby the industrial 
robot capable of self learning the curve and has the power to judge and discriminate the number of sampling points 
between simple curve and complex curve. Specifically this work will employ Fuzzy logic as a means to discriminate 
and to distribute the amount of sampling points adapted to the complexity of the curve. More points to approximate 
complex curve and less points to approximate simple curve. The impact of this research will transform the existing 
tedious manual training scenario of Industrial robot where the new robot will follow contour automatically while 
capturing points intelligently adapting to curve in order to be used later in repetitive playback process 
  
Key words:  Contour  Tracking, Fuzzy Logic,. 
 
1. Introduction 
 Robot is an essential added value tool in spray painting, 
arc welding and sealing application due to the complex 
nature of the process where the working condition is quite 
dangerous and undesirable to human being. In order to use 
robotics for such application two sequence of steps need to 
be considered, the programming phase and the playback 
phase. In the programming phase, teaching a group of 
points is required while for playback phase, the robot Tool 
Centre Point (TCP) will follow the taught points recorded 
previously. This programming phase especially for contour 
tracking application such as in arc welding, sealing and 
painting application is quite tedious and time consuming. 
For example, in order to track an arc, the robot programmer 
needs to manually use teaching box or teaching pendant to 
jog (powered motion) the robot Tool Centre Point to three 
points that enclosed an arc. For a complex contour, several 
series of three points must be taught, besides finding the 
optimum process parameter (voltage, current and electrode 
speed for arc welding application) related to those (1) (2)(3). 
Next, the motion instruction, speed and type of termination 
that describes the closeness of zoning radial distance to the 
taught points needs also to be defined. The programmer 
must iterate the points and process parameters several times 
until the optimum combination are achieved. In comparison 
to assembly operation where the programmer just need to 
teach few points (approach, insert and depart points ), 
contour tracking for painting, arc welding and sealing 
application requires a large number of points recorded and 
at the best location. After all the best program and process 
parameters are achieved for one sample part, the same 
quality is expected for the subsequent parts in a batch. This 
expectation alone poses difficult challenges to the industry 
since parts do vary dimensionally due to inaccuracy in 
manufacturing and joining operation. For example, in 
welding job such as gas-metal arc welding (GMAW) 
process the part expands dimensionally since the volume of 
molten material in the weld bead is proportional to the heat 

input(4)(5) . Furthermore, the current Flexible Manufacturing 
System concept requires different kind of parts variations 
for one production run. This means that a great number of 
robot programming is required to cater parts variations and 
uncertainties per production run compared to the old days  
From these explanations, it can be justified that the effort to 
automate the robotics tedious teaching process in contour 
tracking application is really required in order to solve the 
abovementioned problems. Several actions will be studied 
in order to implement abovementioned task. First 
autonomous contour tracking algorithm for industrial robot 
is developed. Sweeping Radius Method will be used to 
implement this autonomous tracking(1)(4). Second 
intelligence to the contour tracking algorithm developed 
previously will be increased by adding fuzzy logic 
algorithm to read the adjacent slope different and the local 
slope value for determining the sweeping radius distance 
and the number of sampling points, adapting to the curve . 
This algorithm will be tested on circular shape contour and 
the data will be presented in this paper The application of 
fuzzy logic control in robotics is to produce an intelligent 
robot with the ability of autonomous behavior and decision 

(7)(8) (9) .Fuzzy logic is a way of interfacing inherently analog 
processes, which move through a continuous range of 
values, to a digital computer, that likes to see things as well-
defined discrete numeric values. They consist of an input 
stage, a processing stage, and an output stage. The input 
stage maps sensor or other inputs, to the appropriate 
membership functions. The processing stage invokes each 
appropriate rule and generates a result for each, then 
combines the results of the rules. Finally, the output stage 
converts the combined result back into a specific control 
output value(9) (10).  

2. Generation of Autonomous Sweeping Radius 
Contour Tracking 
2.1 TASK PLANNING FORMULATION 
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Users need to specify the contour length by recording the 
initial and final location of robot TCP (Tool Centre Point); 
smart sensors feed back and programming will guide the 
TCP to approximate the curve with a straight line segments 
that knot from points to points in three dimensional 
Cartesian XYZ plane. The measured knot points and 
segment slope will be stored in the database and will be 
used again and again in robot part program playback mode.  
Four degree of freedom SCARA ADEPT  industrial robot 
will be used in this . The initial and final location of robot 
TCP will be recorded in joint coordinates and being 
transformed into world coordinate describing both 
orientation and position of the gripper Tool Centre Point 
refer to robot base world coordinate system as follow 
                      

      
)(NTPP initialfinal =        (1) 

 
And after some manipulation 

      finalinitial PPNT 1)()( −=
     (2) 

 
  Task planning matrices show the gross final tool 

position XP , YP , ZP and orientation yaw angle Zθ which 

becomes                            

     )( ABA ppnPx −•=       (3) 
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which AAX asn ,,
 and Zθ becomes input into next 

segment differential chord planning which will be 
discussed  below. Modifying  (7) Drive Transform Equation 
for four degree of freedom SCARA robot which only has 
yaw orientation angle, the chord segment relative path 
transformation drive transform is being simplified into one 
rotation matrices to orientate tool about Z axis and a straight 
line translation (one rotation about approach angle and 
another translation along tool axis)  to achieve the motion 

between two consecutive Cartesian knot points. Motion 
from i  to 1+i  is related  to drive transform as 
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is the input stored to the database and contain both tool 
position and orientation at any points which also becomes 
input to the inverse kinematics routine in order to get local 
coordinate of individual robot joint angles After some 
mathematical operation the position of consecutive knot 
points at beginning from i  to end of segment  1+i  is a 
function of drive transform as follow      
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Total trajectory point generated at point N is as follow  
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The related transformation at any point N which become  
input to inverse kinematics routine is 
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Fig.1  Fuzzy Sweeping Radius with ADEPT SCARA 

Robot Implementation 
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Fig.2  Fuzzy Sweeping Radius Movement 

 

 
Fig.3  Important Parameter for Sweeping Radius 

 
2·2  Sweeping Radius Contour Tracking  
The objective of this research is to automate the 
incremental measuring motion utilizing the gross output of 
total positions and yaw orientation angles from task 
planning algorithm discussed before. Another important 
point is the slope gradient measurement at any knot points 
for correcting the optical sensor reflectance correction 
factor along the contour positive and negative slope 
gradient. The complex contour of any different gradient is 
being approximated by segment of chord distance r . The 
smaller the r  value the higher the accuracy of contour 
shape being measured but at a higher computation cost 
(refers fig.1). The first pass of robot program is to measure 
the incremental position and slope along the contour 
gradient and store the positions recorded in the data base. 
The stored locations will be used again and again for 
playback purpose in subsequent passes (running a 
production part program).  
 

2. Fuzzy Discriminator Development 
The complexity of the curve can be represented by value of 
the slope differences and value of local slope. Fuzzy 
subprogram written in ADEPT SCARA robot V+ code will 
return the value of sweeping radius dr  to the main program 
of sweeping radius method based upon curve complexities 
in real time(refer figure3). More sampling measurements 
points will be generated to complex curve and less sample 
on the flat simple curve. Three fuzzy sets of SMALL 
MEDIUM and BIG were used for each  input to fire five 
output singletons of SMALL, MEDIUM, BIG, VERY BIG 
and MAXIMUM BIG giving a total of nine rules as 
follows; 
 

 
 
 

 

Fig.4  Two input one output Fuzzy Model 
 
 
 
 
 
 

 

Fig.5. Input of Slope and Slope difference Fuzzy 
representation   

 
Fig.6. Singleton Output Sweeping Radius Sampler    

Rule 1; IF u  is B and du  is S THEN dr is S 
Rule 2; IF u  is B and du  is M THEN dr is M 
Rule 3; IF u  is B and du  is B THEN dr is B 
Rule 4; IF u  is M and du  is S THEN dr is M  
Rule 5; IF u  is M and du  is M THEN dr is B 
Rule 6; IF u  is M and du  is B THEN dr is VB 
Rule 7; IF u  is S and du  is S THEN dr is B  
Rule 8; IF u  is S and du  is M THEN dr is VB 
Rule 9; IF u  is S and du  is B THEN dr is MB 
Where : 
=u current local slope input, =du slope error (noise 

slope changes)input, dr = radial sweeping parameter 
output, B: Big, M: Medium,S: Small, VB: Very big,MB: 
Maximum Big 
The fuzzy output value then transformed to a crisp value 
using as defuzzification strategy the average of the impulses 
or average singletons. This method is considered as a 
special case of the average peak value (Lee, 1990), where 
the areas of output fuzzy set partitions by unity impulses 
centered at half support value of each set; 
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3. Fuzzy Contour Tracking Result  
 
The actual contour traced and the tracking error along 
contour, matching the semicircle geometry of radius 40 
millimeter is plotted in figures 7 and 8. The safety margin 
of 0.1 to 2.5 millimeter is allowed at the beginning and near 
to the end of the semicircle object in order to avoid 
measuring the very high slope at those regions. The 
sweeping radius parameter is adjusted intelligently by this 
autonomous fuzzy contour tracking program dependent 
upon the contour slope and noise slope change. The total 
sample of 74 points were collected over 80 millimeter of 
horizontal measuring distance.  

 
Fig.7.: Contour Traced along semicircle geometry with 
Intelligent Fuzzy Sweeping Radius Method. 

 
Fig 8Tracking Error along semicircle geometry with 
Intelligent Fuzzy Sweeping Radius Method 
 

4. Conclusion 
 This work demonstrate that :- 
・The automation of tedious and time consuming robot 
contour tracking program is possible and feasible just by 
employing only one discrete optical sensor interface to 
ADEPT SCARA Robot.  
・Fuzzy Logic can be programmed into industrial robot 
with the simplification on the output side by employing 
Sugeno Singleton output thus simplifying robot fuzzy 
programming. 
・Using the Fuzzy Logic More samples is generated along 
infinity and high slope region curve and less samples 
approximating flat and low slope with less complexity  
・Error is quite high in the high slope region especially in 
the positive slope portion. Negative slope portion posses 
less error in comparison to positive slope 
・The higher the slope value the more error and more 
samples need to be generated in order to approximate and 
track a contour 
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Abstract: In this paper, a new method to predict the probabilistic distribution of traffic jam at crossroads and a traffic 

signal learning control system are proposed. First, the Dynamic Bayesian Network is used for build a forecasting 

model to predict the probabilistic distribution of vehicles for traffic jam during the each period of traffic signal. The 

adjusting algorithm of traffic signal control is applied to maintain the probability of a lower limit and ceiling of the 

standing vehicles to get the desired probabilistic distribution of the standing vehicles. In order to achieve the real time 

control, a learning control system based on the Back Propagation Neural Network is used. Finally, the effectiveness of 

the new traffic signal control system using the actual traffic data will be shown. 

 

 Keywords: Traffic signal control, Bayesian Network, BP neural network, probabilistic distribution 

 

Ⅰ INTRODUTION 

In recent years, the traffic congestion has become 

serious problem. The traffic volume continues to increase 

and the streets are congested with cars. The traffic signal 

control is the most-effective method to solve the 

problem. 

In general terms, the traffic signal has three 

parameters that are cycle time, split, and offset. Traffic 

signal control method is selected on the complexity from 

the simple system that uses historical data to determine 

fixed timing plans, to the adaptive signal control, which 

optimizes timing plans for a network of signals 

according to traffic conditions in real time. As the 

adaptive signal control, the traffic forecasting has been 

known as a most important part. [1] 

In this paper, the historical data and real time traffic 

flows of the adjacent to crossroads are used to predict the 

probabilistic distribution of standing vehicles. After that, 

the traffic signals are adjusted until to get desired 

probabilistic distribution of the standing vehicles. Finally, 

the BPNN model to establish the real time traffic signal 

learning control system is used. 

Ⅱ FORECASTING MODEL 

The Bayesian network is applied to build a 

forecasting model of the standing vehicles at crossroads. 

The Bayesian network is a directed and acyclic graphical 

model, and each node represents variables of the given 

problem. The relationship between each variable is 

evaluated quantitatively using the conditional probability. 

[2] 

2.1 Bayesian network model of standing vehicles 

Two crossroads are considered in this paper as shown 

in Fig.1.  

 

Fig.1 Crossroads 

The random variables of the inflows Ik, and the outflows 

Ok and the standing vehicles Sk between crossroads have 

relationship as following: Sk = S(k-1)+Ik-Ok. And then, 

the Bayesian network model is built up using this 
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relationship, and the random variables of the inflows and 

the outflows of each direction and the standing vehicles 

are represented as the nodes. The Bayesian network 

model is shown in Fig.2. 

 

Fig.2 Bayesian network model of standing vehicles 

The probabilistic distribution of the standing vehicles 

at k th cycle is obtained by summing over all values of 

the other variables as following,   
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With the chain rule, the joint probabilistic distribution is 

represented as the product of the conditional probability. 

And then, according to the d-separation, Eq.(1) can be 

represented as 
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According to Eq.(2), the probabilistic distribution of the 

standing vehicles is predicted. 

2.2 Procedure of prediction for probabilistic 

distribution of standing vehicles 

In order to get the optimal traffic signals, the 

prediction of the probabilistic distributions of standing 

vehicles carried out three cycles before, because future 

probabilistic distribution of standing vehicles are 

necessary to adjust the traffic signals. 

The procedure of the update for the priori probability 

and prediction for the probabilistic distribution of 

standing vehicles are illustrated in Fig.3. Firstly, the 

priori probability of each variable is updated by the 

previous data at (k-1) th cycle. Then, the probabilistic 

distribution of standing vehicles at k th cycle is predicted 

using Eq.(2). The future traffic densities are not 

measured, so the probabilities of the inflows and the 

outflows at k th cycle are assumed to be equal to those at 

(k-1) th cycle based the pre-timed signals. Next, the 

adjusting algorithm is applied to get the optimal traffic 

signals and it is used for update the priori probability of 

the outflows. The adjusting algorithm will be described 

at next session. Finally, at k th cycle the probabilistic 

distribution of standing vehicles is calculated to predict 

next cycles. The process of prediction at (k+1) th and 

(k+2) th cycles is the same as the k th cycle. 

 

Fig.3 Procedure of prediction for standing vehicles 

Ⅲ TRAFFIC SIGNAL CONTROL SYSTEM 

The traffic signal control system has two parts: online 

and offline processing. In the online processing, BPNN  

is used for calculate the optimal traffic signals based on 

the result of the forecasting model for the prediction of 

standing vehicles. And then, the adjusting algorithm is 

applied to update the weight of BPNN model in offline 

processing. The Fig.4 shows the procedure of the traffic 

control system.  

 

Fig. 4 Procedure of traffic signal control 

3.1 Adjusting algorithm of traffic signals 

The flowchart of the adjust algorithm is illustrated in 

Fig.5. The adjust procedure is followed. 

Step1: Using observed data of (k-1) th cycle, update 

the priori probabilities of the inflows, the outflows, and 

the standing vehicles. 

Step2: Predict the probabilistic distribution of the 

standing vehicles at k th cycle on pre-timed signal. 
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Step3: If the probability of over Smax of standing 

vehicles is bigger than a set value ɑ, then extend the split 

or cycle time. And, if the probability of below Smin of 

standing vehicles is bigger than a set value ß, then 

shorten the split or cycle time. The Smax and Smin are 

obtained empirically. 

Step4: Using new traffic signals, update the priori 

probability of the outflows. 

Step5: Recalculate the probabilistic distribution of 

standing vehicles of k th cycle. 

Step6: If the adjustment of k th cycle is finished, go 

to next cycle. 

 

Fig.5 Flowchart of adjust algorithm 

For the update of the prior probability for the 

outflows, the expected and it nearby values are increase 

and decrease the others. 

3.2 Real time control system by BPNN model 

The new traffic signal learning control by BPNN 

model is proposed for the real time control. The traffic 

signals are adjusted based the predicted and improved 

probabilistic distribution of the standing vehicles, which 

satisfy the condition of the probabilities for over Smax 

and over Smin. So that, the optimal traffic signals can be 

deduce using the pattern of its desirable probabilistic 

distribution of standing vehicles. 

The BPNN model is powerful learning system, and it 

can be applied to pattern recognition. The BPNN is a 

multi-layers network that consists of the input layer, the 

hidden layer, and the output layer. And then, the BP 

algorithm can train a given feed-forward multilayer 

neural network for a given set of input patterns.  

The BPNN model of the traffic signal control system 

is shown in Fig.6. The input values are the probabilities 

of standing vehicles, which probabilities are predicted by 

the Bayesian network model, and the output value are 

traffic signals.  

 

Fig.6 Structure of the BPNN 

In this model, the number of the neurons are determined 

by the number of the input layer. The traffic signal is 

consisted of two parameters in this paper, green split and 

cycle time. So, 2 neuron in the output layer are set up. 

The number of the hidden layer can be calculated by 

empirical formula as following Eq.(3). 

𝑚 =  𝑛 × 𝑙                  (3) 

n= number of the neuron in the input layer 

m =umber of the neuron in the hidden layer 

l=number of the neuron in the output layer 

Ⅳ SIMULATION 

To prove the effectiveness of the proposed system, a 

simulation was carried out based on the actual data at 

Kitakyushu of Japan. The traffic signals of this 

crossroads have been adjusted by the pre-timed control: 

the cycle time is 150sec and split is 64% (green time is 

96sec). There are 48 cycles actual data altogether, and 1st 

to 24th cycles are used as calculation of the initial priori 

probability of the inflows and the outflows, and the 

others are used to simulation.  

4.1 Result of Adjusting algorithm 

In the simulation, the set values of adjusting 

algorithm are shown in table1. 

Tabel 1 Set value of adjusting algorithm 

Cycle time 60-150 sec Split 50-70% 

Smax 75 Smin 40 

ɑ 20% ß 15% 

The result of traffic signals by the adjusting algorithm 

is shown in Fig.7. The new traffic signals obtained by the 

proposed method are compared with the pre-timed 

signals.  
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Fig.7 Adjusted Traffic signals 

Fig.7 and Fig.8 show the result of standing vehicle at 

ecach cycle by the adjusted and pre-timed control in 

main road and mior road respectively.  

 

Fig.8 Number of standing vehicles in main road 

 

Fig.9 Number of standing vehicles in minor road 

These figures show that the numbers of the standing 

vehicles are within the desired numbers from 40 to75 in 

main road, and the number of one is reduced markedly in 

minor road. The total number of the standing vehicles of 

the main and minor roads is shown in table 2. By the 

proposed adjusting algorithm the total number of the 

standing vehicles is decreased about 20% compared whit 

the pre-timed.  

Table 2 Average number of standing vehicles 

 Pre-timed method Proposed method 

Main road 58.2 59.0 

Mior road 50.0 27.3 

Total 108.2 86.3 

4.2 Result of BPNN model 

 According to the Bayesian network model, the 

probabilities of standing vehicles over 100 are very small, 

so the number of neuron in the input layer is set up to 

100 neurons, and the number of neuron in the hidden 

layer is set up to 14. The probabilistic distribution of 

standing vehicles from 1st to 12th cycles are used for 

tanning input pattern, and the result by the adjusting 

algorithm is used for target data, and then, 13th to 24th 

cycle are applied to obtain the new traffic signals.  

 

Fig.10 Traffic signals by adjust algorithm and BPNN 

Fig.10 shows the traffic signals by BPNN model and by 

the adjusting algorithm. The result shows that the traffic 

signals by BPNN are close to the result by the adjusting 

algorithm and the average error of green time and cycle 

time is 1.3 sec and 0.1 sec respectively.  

Ⅴ CONCLUSIONS 

In this paper, the real time learning traffic signal 

control system by BPNN based on the Bayesian network 

is proposed. Through the simulation using actual data, 

the effectiveness of the new signal control system is 

shown. The adjusting algorithm effectively calculates the 

optimal traffic signal to maintain the standing vehicles at 

main road, and then, the standing vehicles of minor road 

were also reduced.  
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Abstract: Recently many plants' pipes and drains became old and many robots to inspect these pipes were developed in 

the past. Wired robots were put to practical use, but they had a heavy power supply and a signal wire. Therefore, new 

inspection robots using wireless radio communication system are considered useful for long complex pipes and long 

distance pipes including straight, vertical and bend line. But sending wireless radio signals isn't practical because the 

properties of the radio wave are affected by the shape and material of the pipes. For these reasons, we measured the 

properties of wireless radio signal with steel pipes and ceramic pipes and we developed a practical wireless radio 

communication system. On the other hand, the Indian Institute of Technology Kanpur has researched a rotating probe 

using piezo element for inspecting the inside of pipes with a touch sensor system. This time, we developed and tested a 

new inspection robot that had integrated both the inspection system using wireless radio communication and image 

transmission developed by Waseda University and the inspection system using the rotating probe developed by the 

Indian Institute of Technology. In this experiment, we confirmed that we could drive the robot by wireless radio 

communication system in the inside test pipe and collect the image and some signals from the rotating probe. 

 
Keywords: Pipe, Inspection robot, Wireless radio communication, Rotating probe 

                                                   

I. INTRODUCTION 

Recently many plants became old, so steel pipes, 

ceramic pipes(earthenware pipes), concrete pipes and 

plastic pipes used for transportation of water and gas 

also became old. And, these pipes become cracked 

because of deterioration and corrosion. Many robots to 

inspect these pipes were developed in the past, but they 

had a heavy power supply and a signal wire. As a result, 

these wires caused problems with the movement of the 

robot. Therefore in this research, our purpose was to 

develop a flexible drain inspection robot using a 

wireless radio communication system. In 2005 and 2007, 

the radio communication properties inside the pipe were 

measured in an actual pipe and the appropriate radio 

frequency was analyzed. As a result, in steel pipe with a 

diameter of 30cm, the inside image information could 

be transferred by using radio communication system of 

2.4GHz and 5.2GHz for a distance of about 100m. In an 

actual frequency test earthenware pipe with a diameter 

of 25cm and length of 20m, it was confirmed that the 

inside image could be transmitted using a radio 

frequency of 5.2GHz. On the other hand, the Indian 

Institute of Technology Kanpur has researched a 

rotating probe using piezo element for inspecting the 

inside of pipe with a touch sensor system. We developed 

the robot with this technique and report that the robot 

could inspect the inside of the pipe using the inside 

image information and the rotating probe data with 

touch sensor. 

 

II. PIPE TRANSMISSION SYSTEM 

2.1 Transmission Test in Steel Pipe 

Experiment condition using a 10m steel pipe with a 

diameter of 30cm is shown in Fig.1. In the experiment, 

we emitted a wireless radio signal from the steel pipe 

inlet and it was measured in the steel pipe outlet. In the 

results, we could know the transmission loss in the steel 

pipe. Fig.2 and Fig.3 shows the transmission loss at 

different antenna positions respectively for 2.4GHz and 

5.2GHz band. The transmission loss from transmitting 

antenna input to receiving antenna output is 14±6dB for 

2.4GHz and 23±6dB for 5.2GHz band.   

 

 

Fig.1. Wireless communication property measurement 

      inside the steel pipe 
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Fig.2. Transmission loss measured 

in steel pipe (2.4 GHz) 

 

 

Fig.3. Transmission loss measured 

in steel pipe (5.2 GHz) 

 

2.2 Transmission Test in Ceramic Pipe 

Experiment condition using a 7m ceramic pipe with 

a diameter of 25cm is shown in Fig.4. This experiment 

inspected ceramic pipes using a similar method 

previously used for steel pipes. Transmission loss is 

84±2.5dB for 2.4GHz and 52±1.5dB for 5.2GHz band. 

Fig.5 shows the relative electric field strength between 

ceramic pipe and free space. It is clear that 5.2GHz 

band has good performance in the ceramic pipe.  

 

 

Fig.4. Wireless communication property measurement 

in the ceramic pipe 

 

 

 

Fig.5. Wireless communication result in ceramic pipe 

 

2.3 Transmission Test in Pipe using robot 
Experiment condition using a 19m cleaned ceramic 

pipe with a diameter of 25cm and 30cm is shown in 

Fig.6. This experiment inspected transmission loss in 

ceramic pipes using previously tested robot and also 

inspected transmission loss in ground and space. And 

we clarified the relational equation between a pipe's 

diameter and the possible radio transmission distance in 

an earthenware pipe , as shown in Fig.7. 

 

 

Fig.6. Transmission loss measurement system 
 

 

Fig.7. Transmission property 
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III. DEVELOPMENT OF ADVANCED 

INSPECTION ROBOT 

From these results, we developed a drain pipe 

inspection robot equipped with practical wireless radio 

communication system. The robot was developed based 

on drain pipe inspection robot 'Mogurinko250' by 

Ishikawa Tekkousyo, as shown in Fig.8. This robot can 

be controlled by wireless radio communication in the 

inside pipe and can also transmit image information of 

the inside of the pipe in real time. 

 

Specifications of this inspection robot: 

・ Size: length 370mm, width 180mm, height 

160mm.  

・ Moving speed: 13.7m/min, 

・ Driving mode: double motor, 

・ Electric Power: rechargeable batteries 7.2V. 

・ Wireless frequency: apply to 2.4/5 GHz and 

Data transmission by 100 base-T Ethernet. 

・ USB Camera(300 thousand pixel) 

 

 

Fig.8. Inspection robot (Mogurinko) 

 

IV. PIPE TOUCH SENSOR SYSTEM 

4.1 Structure of Rotating Probe 

The Indian Institute of Technology Kanpur has 

researched a rotating probe using piezo element for 

inspecting the inside of pipes with a touch sensor 

system. This time, a drain pipe inspection robot 

'Mogurinko250' is equipped with this rotating probe and 

inspected the ceramic pipes. The four probes are 

equipped at the back of the robot. The rotating probe 

consisted of flexible steel and piezo film is positioned at 

the base of the probe. The steel strip can be used as 

cantilever. To control the cable of the rotating probe, a 

slipring was used, as shown in Fig.9. 

 

 

 

Fig.9. Rotating probe 

 

4.2 Movement of Rotating Probe 

When the rotating probe touched the defected area, 

the piezo film could detect the curve and change of the 

stress. This stress change of the piezo film can be 

measured as voltage change. Movement of rotating 

probe is shown Fig.10. First, four probes rotate and the 

probes approach the defect of the inside pipe. (Fig.10-

①)Next, the probes start to touch the defect and its 

detected defect. (Fig.10-② ,③) Afterward the probe 

moves away from the defect. (Fig.10-④)     

 

 
Fig.10. Movement of rotating probe 

 

4.3 Rotating Probe Test in Vinyl Chloride Pipe 

This experiment used a resting robot with a rotating 

probe in a clean vinyl chloride pipe with a 25cm 

diameter, as shown in Fig.11. Voltage change was 

measured in free rotation, and when the probe touched 

defects with heights and width of 5mm, 3mm and 1mm. 

The defects were made of slices of eraser. 
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Fig.11. Voltage change measurement in the pipe 

 

Detected voltage change was captured into the 

microcomputer by A/D converter. The main computer of 

the robot reads the data through serial transmission 

using the RS232C cable. The sampling cycle of the A/D 

converter is 0.01 seconds. These experimental results 

are shown in figure 12. 
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Fig.12. Voltage change using a resting robot 

 

In this result, a probe could measure the defect of 

5mm, 3mm and 1mm in the vinyl pipe. When a probe 

touched the defect, voltage showed a substantial decline. 

Therefore, we believe that four probes can be used to 

measure problems in inside pipes caused by corrosion, 

cracking and breakage. But, after a probe touched the 

defect, voltage change caused a strong rebound in the 

probe. For this reason we have to develop a probe using 

a harder substance.  

 

4.4 Driving Test in Vinyl Chloride Pipe 

Next, we carried out a test run with a robot equipped 

with a rotating probe. This experiment was used by a 

vinyl pipe, as shown in Fig.13. 

 

 

Fig.13. Driving test 

 

Fig.14 shows the relative voltage change by driving, 

and driving with a rotating probe in a vinyl chloride 

pipe. 
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Fig.14. Voltage change in a driving robot 

 

This results shows that the voltage change in driving 

with a rotating probe is greater than the change in 

driving with no rotating. This caused by vibration and 

small defects in the vinyl chloride pipe. In the future, 

we will try to improve the probe with no vibration and 

to inspect the real defect while driving.   

 

V. CONCLUSION 

In this paper, a rotating probe in vinyl chloride pipe 

was tested, and a new inspection robot system for drain 

pipe was developed. In future, we will analyze the 

image data and the probe data and research the best 

method for inspecting the defects and increasing the 

detection ability. In addition, we are going to do 

research on a smaller robot system and wireless radio 

communication system for small size’s long drain pipe. 
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Abstract: This paper introduces a quasi-ARX neural network and discusses its application to adaptive control of nonlinear
systems. A switching mechanism is employed to improve the performance of control system. An adaptive switching
control of nonlinear system is established and some stability analysis of control system is shown. Simulations are given
to show the effectiveness of the proposed method both on stability and accuracy.
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I. INTRODUCTION

Neural networks have been used to identify and con-
trol nonlinear dynamical systems because of its ability to
approximate arbitrary map to any desired accuracy[1-4].
Some researchers have used neural networks directly to
identify and control nonlinear systems[2, 5]. Many non-
linear ARX models based directly on neural networks
also have been proposed. However, from a user’s point
of view, there are three major criticisms on those neural
network models. One is that their parameters do not have
useful interpretations. The second is that they do not have
a friendly interface for controller design and system anal-
ysis[4]. The third one is that initialization and overfitting
will lead to instability.

To solve these criticisms, a quasi-ARX neural net-
work model has been proposed which embodied a macro-
model part and a kernel part[3, 4]. The macro-model
part is a user-friendly interface constructed using al-
ready known knowledge and the characteristic of network
structure. In this paper, we will limit our discussion to a
quasi-ARX approach. The linear ARX model has a var-
ious useful linearity properties which will solve the for-
mer criticisms. The kernel part is an ordinary neural net-
work, which is used to parameterize the coefficients of
macro-model. The quasi-ARX neural network is differ-
ent from a nonlinear ARX model based directly on neu-
ral networks because of the linear characteristics and it
also can be used to identify and control nonlinear sys-
tems accurately because of the nonlinear characteristics.
In Ref.[4], we proposed an off-line control scheme based
on the quasi-ARX neural network. We will discuss the
adaptive control of nonlinear system in this paper.

Quasi-ARX neural network has two parts: the linear
part and the nonlinear part. If the linear part would be
used to ensure the nonlinear control stability and the non-
linear part would be utilized to improve the control ac-
curacy, both stability and universal approximation capa-
bility will be realized. Motivated by the discussion, a
switching law is established into the model based on the
characteristic of quasi-ARX neural network structure in
this paper. An adaptive switching control law is proposed

for nonlinear dynamical systems and control system sta-
bility is proved.

The paper is organized as follows: In section 2, the
considered system is given. In section 3, the quasi- ARX
neural network model is introduced. Section 4 gives
the parameters identification methods and the switching
mechanism. Section 5 describes adaptive control system
and analyzes the stability. Then, numerical simulations
are carried out to show the effectiveness of the proposed
modeling in Section 6. At last Section 7 gives some con-
clusions.

II. PROBLEM DESCRIPTION

Consider a single-input-single-output (SISO) black-
box nonlinear system

y(t) = g(ϕ(t)) + v(t), (1)

whereϕ(t) = [y(t−1), ...y(t−n), u(t−d), ..., u(t−m−

d + 1)]T . y(t) denotes the output at timet (t = 1, 2, ...),
u(t) the input,d the known integer time delay (Let d=1 in
this paper, and other conditions can be got by the similar
method.),ϕ(t) the regression vector, andv(t) the system
disturbance.g(·) is a nonlinear function.

Assumption 1 (i) g(·) is a continuous function, and at
ϕ(t) = 0 it is C∞ continuous. (ii) the system is con-
trollable, where a reasonable unknown controller may be
expressed byu(t) = ρ(ξ(t)), whereξ(t) = [y(t) ... y(t−
n) u(t−1) ... u(t−m) y∗(t+1) ... y∗(t+1− l)]T (y∗(t)
denotes reference output). (iii) the system has a globally
uniformly asymptotically stable zero dynamics.

III. QUASI-ARX NEURAL NETWORK
MODEL

1. Regression Form Representation
Through Taylor expansion of functiong(·) around the

regionϕ(t) = 0

y(t) = g(0)+g′(0)ϕ(t)+
1
2
ϕT (t)g′′(0)ϕ(t)+ ... +v(t).(2)

Let

θ(ϕ(t)) =
(

g′(0) +
1
2
ϕT (t)g′′(0) + · · ·

)T
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= [a1,t ... an,t b0,t ... bm−1,t]T

where the coefficientsai,t = ai(ϕ(t)) and bi,t =
bi(ϕ(t)) are nonlinear functions ofϕ(t). g(0)= 0 is as-
sumed for simplicity. A regression form of the system
(1) is described by (3):

y(t) = ϕT (t)θ(ϕ(t)) + v(t). (3)

Now, two polynomialsA(q−1, ϕ(t)) andB(q−1, ϕ(t))
based on the coefficientsai,t andbi,t are defined by

A(q−1, ϕ(t)) = 1 − a1,tq
−1

− . . . − an,tq
−n

B(q−1, ϕ(t)) = b0,t + . . . + bm−1,tq
−m+1

whereq−1 is the backward shift operator, e.g.q−1u(t) =
u(t − 1).

A similar-linear ARX model is developed

A(q−1, ϕ(t))y(t) = B(q−1, ϕ(t))u(t − 1) + v(t). (4)

2. Weighted One-Step-Ahead Predicate
The theorem for a d-step prediction has been proved in

Ref.[4]. When d=1, one-step predictor is given :

ŷ(t + 1) = α(q−1, φ(t))y(t) + β(q−1, φ(t))u(t) (5)

whereφ(t) = [y(t), ...y(t − n + 1), u(t), ...u(t − m +
1)]T . α(q−1, φ(t)) = α0,t + . . . + αn−1,tq

−n−1 and
β(q−1, φ(t)) = β0,t + . . . + βm−1,tq

−m+1.

The prediction model (5) is a general one that is non-
linear in the variableu(t), because the coefficientαi,t and
βi,t are function ofφ(t). With Assumption 1 (ii), the un-
knownρ(·) replaces variableu(t) in the coefficientsai,t

andbi,t

αi,t = αi(x(ϕ(t))) ≃ αi(φρ(t))△

= αi(ξ(t))

βi,t = βi(x(ϕ(t))) ≃ βi(φρ(t))△

= βi(ξ(t))

whereφρ(t) is φ(t) whose elementu(t) is replaced by
ρ(ξ(t)), that is,φρ(t) = [y(t) ... y(t−n+1) ρ(ξ(t)) u(t−
1) ... u(t − m + 1)]T . ξ(t) has a form of

ξ(t) = [y(t) ... y(t − n + 1) u(t − 1) ...

u(t − m + 1) y∗(t + 1)].

We have a predictor expressed by:

ŷ(t + 1) = α(q−1, ξ(t))y(t) + β(q−1, ξ(t))u(t) (6)

We finally express the predictor by

ŷ(t + 1) = ΨT Θξ (7)

whereΨ(t) = [y(t) ... y(t−n+1) u(t) ... u(t−m+1)].

3. Incorporation of Neural Networks
ParameterizingΘξ with a MIMO neural network, the

quasi-ARX prediction model is expressed by

ŷ(t + 1) = Ψ(t)T (t)N (ξ(t), Ω) (8)

whereN (·, ·) is a 3-layer neural network withn input
nodes,M sigmoid hidden nodes andn + 1 linear output
nodes1.
1The number of input node isn = dim(ξ(t)) = ny + nu, the number
of output node is equal todim(Φ(t)) = n + 1

Let us express the 3-layer neural network by

N (ξ(t), Ω) = W2Γ(W1ξ(t) + B) + Θ (9)

whereΩ = {W1, W2, B, Θ}, W1 ∈ R

M×n, W2 ∈

R

(n+1)×M are the weight matrices of the first and second
layers,B ∈ R

M×1 is the bias vector of hidden nodes,
Θ2 ∈ R

(n+1)×1 is the bias vector of output nodes, andΓ
is the diagonal nonlinear operator with identical sigmoid
elementsσ (i.e., σ(x) = 1−e−x

1+e−x ). Then the quasi-ARX
prediction model (9) is expressed in a form of

ŷ(t + 1) = ΨT (t)Θ + ΨT (t) · W2Γ(W1ξ(t) + B). (10)

The quasi-ARX neural networks prediction model con-
sists of two parts: the first term of the right side of (10)
is a linear ARX prediction model part, while the second
term is a nonlinear part. Therefore, in the quasi-ARX
prediction model the bias of output nodesΘ describes a
linear approximation of the object system.

Assumption 2 (i) The linear parametersΘ lies in
a compact regionB. (ii) The nonlinear termΨT (t) ·

W2Γ(W1ξ(t) + B) is globally bounded, i.e.ΨT (t) ·

W2Γ(W1ξ(t) + B) ≤ ∆.

IV. PARAMETERS ESTIMATION AND
SWITCHING CRITERION FUNCTION

1. Parameter Estimation

For the quasi-ARX model, the linear part parameterΘ
is updated as:

Θ̂(t + 1) = Θ̂(t) +
a(t)Ψ(t)e1(t)
1 + Ψ(t)T Ψ(t)

(11)

a(t) =
{

1 if |e1(t)| > 2∆
0 otherwise

(12)

whereε is a small positive constant.e1(t) = y(t + 1) −
Ψ(t)T Θ̂(t).

For the quasi-ARX model, the nonlinear part er-
ror: e2(t) = y(t + 1) − Ψ(t)T Θ̂(t) − ΨT (t) ·

W2(t)Γ(W1(t)ξ(t) + B(t)). is chosen
The parametersΩ of the part combined with neural

networks is adjusted by BP algorithm.

2. Switching Criterion Function

When the overfitting in the neural network part hap-
pens, nonlinear part will be turned off.

Now give the switching criterion function as in [7]:

Ji(t)=
(t)∑
l=k

ai(l)(‖ ei(l) ‖2
−4∆2)

2(1 + ai(l)Ψ(l − k)T Pi(l − k − 1)Ψ(l − k))

+ c ∗

t∑
l=t−N+1

(1 − ai(l) ‖ ei(l) ‖2) (13)

where N is an integer andc ≥ 0 is a predefined constant.
By comparingJ1(t) andJ2(t), decides when the non-

linear part is abandoned. IfJ1(t) > J2(t) the nonlinear
part is chosen, else only use linear part to identify.
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Fig. 1 A Switching control to nonlinear system based on linear model

and quasi-ARX model

VI. CONTROLLER DESIGN AND
STABILITY ANALYSIS

Consider a minimum variance control with the crite-
rion function as follows:

M(t + 1) =
[
1
2
(y(t + 1) − y∗(t + 1))2 +

λ

2
u(t)2

]
(14)

whereλ is weighting factor for the control input.
The controller can obtain by solving:

∂M(t + 1)
∂u(t)

= 0 (15)

Therefore, the proposed models can derive controller
by solving (15):

u(t) =
β0,t

β2
0,t + λ

((β0,t − β(q−1, ξ(t))q)u(t − 1)

+y∗(t + 1) − α(q−1, ξ(t))y(t)). (16)

where

[β(q−1, ξ(t)); α(q−1, ξ(t))] = (17){
Θ(t) if J1(t) < J2(t)

W2(t)Γ(W1(t)ξ(t) + B(t)) + Θ(t)otherwise

The proposed controller has three distinctive features:
(1) it is linear for the variables synthesized in control
systems;
(2) its parameters have explicit meanings;
(3) it is one controller which have a switching algorithm.

Figure 1 shows the controller for unknown nonlinear
systems. We can see that the identified model and con-
troller model share their parameters.

Theorem For the system (1) with adaptive controller
(13), all the input and output signals in the closed-loop
system are bounded. Moreover, the tracking error of the
system can converge on zero when a properly neural net-
work is determined.

Proof: (i) SubtractingΘ0 from both sides of (11), and
gives:

Θ̃(t + 1)=Θ̃(t)

−

a(t)Ψ(t)(Ψ(t)T Θ̃(t) − ω(t))
1 + Ψ(t)T Ψ(t)

(18)

whereω(t) = y(t + 1) − Ψ(t)T Θ1(t).
Consider the following functional:

V (t) = ‖Θ̃(t)‖2. (19)

Then, noting that a(t)=0 or 1, and combined with (11)
and (12), we can get as in [6]:

V (t + 1)

≤ V (t) +
2a(t)∆2

1 + Ψ(t)T Ψ(t)
−

1
2

a1(t)e1(t)2

1 + Ψ(t)T Ψ(t)
. (20)

In view of (20), {V(t)} is a nonincreasing sequence
bounded below by zero. Moreover,

lim
N→∞

N∑
t=1

a(t)(e1(t)2 − 4∆)
2(1 + Ψ(t)T Ψ(t))

< ∞, (21)

and

lim
N→∞

a(t)(e1(t)2 − 4∆)
2(1 + Ψ(t)T Ψ(t))

→ 0. (22)

Along with (iii) of Assumptions 1 similar to Ref.[7],
e1(t) is bounded.

By (13) and (22), the second term ofJ1(t) is always
bounded.J2(t) has two cases:

(i) J2(t) is bounded. so the model errore(t) is
bounded and satisfies (22).

(ii) J2(t) is unbounded. Since (1)J1(t) is bounded. So
there exists a constantt0 such thatJ1(t) < J2(t), ∀t >

t0. The model also has bounded errore(t).
From above inequalities, the input and output of the

closed-loop switching control system are bounded.
The linear model is always bounded. If a proper non-

linear model is chosen and the accurate parameters is
adjusted, the nonlinear model errore2(t) can converge
on zero. It also exists a constantT0 satisfiesJ2(t) <

J1(t), ∀t > T0. Then the tracking error of model can
converge on zero.

VII. CONTROL SIMULATIONS

Now consider a nonlinear system:

y(t) =
exp(−y2(t − 2)) ∗ y(t − 1)
1 + u2(t − 3) + y2(t − 2)

+
(0.5 ∗ (u2(t − 2) + y2(t − 3))) ∗ y(t − 2)

1 + u2(t − 2) + y2(t − 1)

+
sin(u(t − 1) ∗ y(t − 3)) ∗ y(t − 3)

1 + u2(t − 1) + y2(t − 3)

+
sin(u(t − 1) ∗ y(t − 2)) ∗ y(t − 4)

1 + u2(t − 2) + y2(t − 2)
+ u(t − 1) (23)

The desired output in this example is a piecewise func-
tion.

y∗(t) =




0.4493y∗(t − 1) + 0.57r(t − 1)
t ∈ [1, 100] ∪ [151, 200]

0.7sign(0.4493y∗(t − 1)
+0.57r(t − 1))

t ∈ [101, 150]

(24)
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Fig. 2 switching control results of example 1

wherer(t) = 1.2 ∗ sin(2πt/25). At the nonlinear part,
a neural network with one hidden layer and 20 hidden
nodes as in Ref.[4] is used and other parameters satisfy
m=4, n=3, c=1.2 and N=3. The quasi-ARX model can
be trained off-line by the hierarchical training algorithm
as in Ref.[4]. This model is used on-line as an identifier
which is adjusted by BP algorithm. The linear part, m=4,
n=3 which is adopted on-line by above section mentioned
algorithm.

Figure 2 gives the results of example. In Fig.2(1),
the red line is desired output, blue line proposed method
control output and green pine linear control output. The
Fig.2(2) gives the control input where blue and green de-
notes the proposed method control and linear control in-
put. The errors are shown in Fig.2(3). The mean of linear
control is -0.0364 and the variance is 0.2930. The mean
of the proposed method control is 0.0035 and the vari-
ance is 0.0053. Therefore, our method is better than lin-
ear control. The switching sequence is presented which
1 is model with nonlinear part and 0 is model without
nonlinear part in Fig.2(4).

VIII. CONCLUSION

In this paper, a new framework is established to adap-
tive control nonlinear system based on quasi-ARX neu-
ral network, and a switching algorithm is designed. Dif-
ferent from some relative researches which established
more than two prediction models and made switching
among so many corresponding controllers[7,8], the pro-
posed method is simpler and control-easier because of the
compact and efficient structure of control system. Simu-

lations are given to show the effectiveness of the proposed
method both on stability and accuracy.

REFERENCES

[1] Hornik MK and White H(1989), Multilayer feed-
forward networks are universal approximators.
Neural networks 2(1):359–366.

[2] Narendra K and Parthasarathy K(1990), Identifica-
tion and control of dynamical systems using neu-
ral networks. IEEE Trans. on Neural Networks
1(1):4–27.

[3] Hu JL, Hirasawa K and Kumamaru K(1999),
Adaptive predictor for control of nonlinear systems
based on neurofuzzy models. Proc. of European
Control Conference (ECC’99) (Karlsruhe) 8 1999.

[4] Hu JL and Hirasawa K (2004), A method for ap-
plying neural networks to control of nonlinear sys-
tems. Neural Information Processing: Research
and Development. Springer 5:351–369.

[5] Chen F and Khalil H (1995), Adaptive control of a
class of nonlinear discrete time systems using neu-
ral networks. IEEE Trans. on Automatic Control
40(5):791–801.

[6] Goodwin GC and Sin KS(1984), Adaptive Filter-
ing Prediction and Control. Prentice-Hall, Inc..

[7] Chen L and Narendra KS(2001), Nonlinear adap-
tive control using neural networks and multiple
models. Automatica 37:1245–1255.

[8] Fu Y and Chai T(2007), Nonlinear multivariable
adaptive control using multiple models and neural
networks. Automatica 43:1101–1110.

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 580



Real-time Generation of Developed View for Drain Pipe Based on Web 

Camera Video 
 

 Zhicheng Wang, Harutoshi Ogai and Shigeyuki Takeno 

The Graduate School of Information, Production and Systems, Waseda Univ.,  

2-7 Hibikino, Wakamatsu-ku, Kitakyushu, Fukuoka, Japan 

 (Tel : 81-090-0650-2207; Fax : 81-093-692-5147) 

(Email: edwardwang@toki.waseda.jp) 

 

 

Abstract: A real-time algorithm for generating the interior developed view of a drain pipe based on video taken by a 

robot-inspector is presented. The objective is to increase the efficiency of examination and maintenance of a drain pipe, 

and make it possible to check the situation of the drain pipe with an easy view. The key idea of the paper is to 

identify the central point of the drain pipe automatically based on the video image and connect the images as a 

development map of the drain pipe in real time. We described the Hough transform method and the Least-Squares 

method for searching the centre of the drain pipe in detail. 

 

Keywords: drain pipe, developed view, inspection system, real-time algorithm. 

 

 

I. INTRODUCTION 

With the increasing of the number of the drain pipes 

which have been over their lifetimes, the drain pipes are 

getting decrepit. On the other hand, the requirements of 

rebuilding the drain pipes and the laying of optical fiber 

in the sewer pipes are increasing. So in order to grasp 

the situation of the drain pipe exactly, the examination 

of the drain pipes is being more and more important. 

In Japan, from 1982, we have used robot-inspectors 

with video cameras instead of human beings for small-

bore drain pipes that we can not enter directly. 

Furthermore, in order to make the situation in the drain 

pipes to be easier to understand visually, systems which 

can generate the developed view of drain pipes have 

been produced and been put into practical use up to now. 

But systems being used now usually create the 

unfolded view after the examination for the reason of 

time consuming. Because of this problem, we can not 

confirm the situation of the drain pipes during the 

investigation. 

We are currently developing a remote system, 

designed to generate the developed map of a drain pipe 

in real-time and be advantaged of locating the center 

point of the pipe. The algorithm we presented this time 

use the computer vision library OpenCV and can 

automatically identify the centre points of different 

types of drain pipes. Therefore, it will be possible for us 

to check and record the developed view of the drain 

pipes during the investigation, and the accuracy and 

efficiency will be significantly improved. As a further 

purpose, we plan to develop an auto visual inspection 

system to recognize the defects based on this algorithm 

together will some auto detection algorithms. 

In this paper, first we introduce the wireless 

inspection robot we used in our research briefly and 

describe the unfolding algorithm and the centre 

identification algorithm in detail. The real data taken by 

our robot will be introduced and used during the 

explanation. 

 

II. HARDWARE ENVIRONMENT 

The inspection robot we used in this research is 

developed together with the Technical Solutions 

Company ISHIKAWA IRON WORKS, shows in Fig.1.  

 
Fig.1. Structure of the inspection robot 

 

The robot has the following specifications. 

Table 1: Specifications of robot 

Speed : 13.7m per minute 

Camera : 44 mega pixels CCD 

Drive system : Double motors 

eight-shaped crawlers 

Power supply : Two 7.2 Volt batteries 

Pipe diameter : 200mm 

Size : L355mm×W155mm×
H150mm  / 5.4Kg 
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Comparing with former inspection robots, the most 

significant feature is that it carries with wireless device. 

For that we can control and get the drain pipe image in 

the ground using a terminal computer instead of using 

cables like the former ones. This also makes it possible 

for us to do some processes for the real-time videos 

gotten through the wireless device. 

In addition, we are also trying to improve this robot 

with other equipments to recognize defects. For 

example, a set of rotating detection arms is under 

studying now. 

 

III. UNFOLDING ALGORITHM 

Unfolding algorithm is the process to generate the 

developed view (also unfolded view) of the drain pipe. 

In order to make the developed map, the following 

processes should be executed, refer to Fig.2. 

 
Fig.2. Processes for developed view 

 

(a) Unfolding process: open out the circle image and 

lay it flat to a band one. 

(b) Connection process: connect the unfolded 

images together from several frames to generate 

a developed map of the drain pipe. 

Here we first introduce the unfolding algorithm. 

It is easy for us to do this using the interpolation 

when we know the coordinate transformation between 

the original image and the unfolded one. Considering 

the process speed, here we use the bilinear interpolation 

to finish this work. The bilinear interpolation uses the 

nearly four pixels to estimate the object position. 

We can see that the original image is the polar form 

of the unfolded image. So using the polar 

transformation based on a certain central point with 

some other calculations, we can get the coordinate 

relationship between them. It shows that the central 

point we used in the unfolding process is very important 

to assure the quality of the developed image. When the 

central point we used in the process is deviated from 

that of the drain pipe, the developed image will be 

distorted. For instance, the pipe-joint of the drain pipe 

will be a straight line in the developed image when we 

use the centre of the pipe. If the central point has been 

deviated, the pipe-joint will be a curve. 

On the other hand, it is inevitable for the robot-

inspector to have some shake due to the rough and 

uneven in surface which will cause the offset of the web 

camera and change the position of the central point of 

the drain pipe in the video image. For this reason, it is 

necessary for us to find the centre of the pipe from the 

image automatically. 

In our algorithm, we use the combination of 

following two methods to finish this work. 

 

IV. HOUGH TRANSFORM METHOD 

The pipe-joints of the drain pipe can be obviously 

seen caused by the reflection of the light. Usually, the 

pipe-joints are almost of circular forms. So if we treat 

them as circles, we can use Hough transform to 

recognize them. Fig.3 shows the results by Hough 

transform we used in our algorithm. 

 
Fig.3. Pipe-joints and Hough transform results 

 

Hough transform is a feature extraction technique 

used in image analysis to find features of a shape in an 

image by voting procedure. In theory, the general 

Hough transform can be used on any kind of shapes, 

although the complexity of the transformation increase 

with the number of parameters needed to describe the 

shape. In practice, it is only generally used for finding 

straight lines or circles. 

The Hough transform can be described as a 

transformation of a point in the x,y-plane to the 

parameter space. The parameter space is defined 

according to the shape of the object. For example, a 

circle can be described in the x,y-plane by: 

 

   222 byaxr                        (1) 
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Where a and b are the center of the circle in the x and y 

direction respectively and where r is the radius. 

The parameter space can now be spanned by (a, b, r). 

For each point on the desired circle, if we draw a circle 

with center in this point with the desired radius (For 

facilitate description, we suppose we know the radius 

while in fact we do not.), all the circles will pass 

through the center of the desired circle. If we use an 

accumulator to count all coordinates that the perimeter 

of the circles we drawn pass through, the maximum 

value will be the center we desired. When we do not 

know the radius, it is the same just change a 2-

dimensional accumulator to a 3-dimensional one. 

 

1. Pre-processing for Hough Transform 

Although pipe-joints can present good objects for 

image processing, the video pictures were recorded 

under very difficult conditions, and there are three 

disadvantages inherent in these pipe-joint images: 

 Low and uneven contrast around the pipe-joints 

due to poor illumination; 

 A very dirty background owing to corrosion; 

 A big gap because of residual effluent. 

These features make it difficult to detect the pipe-

joint boundaries. For this reason, we do the following 

pre-processing in our algorithm to increase the detection 

accuracy of the result. 

(a) Gray-scale transformation 

(b) Edge detection 

(c) Dilatation and blurring 

We do the gray-scale transformation to reduce the 

calculation amount, the edge detection process to find 

the edge of the pipe-joint and the dilatation and blurring 

to make the pipe-joint more visible and evident. 

The advantage of Hough transform method is it can 

give an accuracy estimate of the central point although 

the pipe-joint is incomplete and with some noises. But 

for images without pipe-joints or the pipe-joints are 

unobvious, the Hough transform will be not applicable. 

 

V. IMPROVED LEAST-SQUARES METHOD 

Usually, the centers of the drain pipes are the darkest 

part in the pictures. The improved least-squares method 

is the method which we use the gray-scale data to find 

the minimum points of the x and y coordinates by least-

squares method and to determine the central point.  

By experiment, we find use a second degree curve (a 

parabola) to approximate the given set of data directly
[2]

 

can not give a satisfactory result. Therefore, we think of 

two improvements for this method in our algorithm. 

The first improvement is to use a higher degree 

polynomial to approximate the given data set. 

Considering the computational complexity and 

consuming time, we use the least-squares 4
th

 degree 

polynomials to approximate the given set of gray-scale 

data in our research.  

Another improvement introduced in our algorithm is 

using a variable scale of data set to perform the least-

squares fitting. As for the influence by the lighting or 

the noises in the background of the image, the fitting 

result shows not very well. So we loop the fitting 

process with a new scale according to the darkest point 

found in the previous time. By experiment we found 

two cycles of the process can already give a satisfactory 

result for the centre estimation and do not cost much 

computation times. One example shows in Fig.4. 

 
Fig.4. Improved least-squares method 

 

The advantage of this method is it can be used in 

almost all kinds of drain pipes. But when the drain pipe 

is not very straight, the darkest point of the image may 

be different with the centre point of the drain pipe. 

Considering the advantage and disadvantage of this 

two method, we apply the combination of them in our 

algorithm.  

 

VI. CONNECTION 

After getting the unfolded images of separate frames, 

we need to connect them to a developed map of the 

drain pipe. Usually, the splicing effect is affect by the 

speed of the robot-inspector, the diameter of the pipe, 

the width of the folded band image and the interval of 

the frames for which we do the unfolding process. It is 
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difficult to determine a relationship of all these factors. 

But actually, the speed of the robot and the diameter of 

the drain pipe are constant, and the intervals of the 

frames can be determined by the real-time constraint. 

(As the more frequent we grab the frame for processing, 

the less processing time we will have to satisfy the real-

time requirement.) We just need to determine the width 

of the folded band to finish the connection process. 

Here, by experiment, with the speed of 13.7m per 

minute, the diameter of 200mm and the intervals of 

every three frames (we will discuss it later), a 5 pixels 

width of the folded band image can provide a better 

result. An example is given in Fig.5. 

 
Fig.5. Example of connection 

 

One problem here is that according to the different 

situation in the drain pipe, the identified central point 

maybe sometimes with a certain error. This will cause 

the developed map not be continuous. So in our 

algorithm, we check the deviation of the current central 

point with the previous one, and discard ones with too 

large deviations. 

Then, let’s discuss the real-time constraints. The 

following table shows the processing time’s for our 

algorithm. 

Table 2: Processing time 

Operation environment 

CPU 2.10GHz × 2 

Memory 1.00GB 

Language C++ 

Running time (per frame) Hough*/LS** 

Finding center 43.8ms / 17.1ms 

Unfolding 28.1ms 

Connection 1.5ms 

All 73.5ms / 46.7ms 

*Hough: Hough transform method 

**LS: Improved Least-Squares method 

For the video, usually it has the frame rate of 30fps 

(frame per second). One frame costs 33.3ms and three 

frames cost 100ms. As the process for one frame in our 

algorithm mostly cost 73.5ms, less than three frames’ 

time, it is possible for our algorithm to be used in real-

time process. 

 

VII. CONCLUSION 

In this paper, we have introduced an algorithm for 

generating the developed map of the drain pipe. The 

advantages of our algorithm are mainly in two parts. 

First, it can identify the central point of the drain 

pipe automatically and accurately, by using the 

combination of Hough transform and Improved Least-

Squares methods. 

Second, it can be used in real-time detection, which 

makes it possible to confirm the situation of the drain 

pipes during the investigation. 

One possible problem is that when the running 

situation of the drain pipe is so bad and makes the robot 

shake seriously, the connection result will be bad due to 

the rock of the video image. 

As for the further research, based on this algorithm, 

we plan to develop an auto visual inspection system to 

recognize the defects together will some auto detection 

algorithms or some additional detectors. For example, 

by our algorithm, the pipe-joint will be near a straight 

line and be easier to be excepted from the defects than 

do it directly using the original video image. 

 

REFERENCES 

[1] Takayoshi OOSAKA, Kiichiro TouGOU and Shinji 

NUMAO(2005), The Development of a TV Inspection 

System with Panorama Sensor for Sewer Pipe(In Japan). 

Nippon Koei technical forum, Vol. 13, pp.77-82 

[2] Hiroshi SAITO, Kinshi DATE and Tamotsu 

MOCHIDUKI(2003), The Development of Systems 

Concerned with Expansionary Image of Sewer Pipe(In 

Japan). Nippon Koei technical forum, Vol. 11, pp.101-

107 

[3] Kun XU, A.R LUXMOORE and T.DAVIES(1998), 

Sewer Pipe Deformation Assessment by Image Analysis 

of Video Surveys. Pattern Recognition, Vol. 31, No. 2, 

pp169-180 

[4] Kikuhito KAWASUE, Shoji SAKAI and Terufumi 

WAKIYAMA(2008), Sewer Pipe Measurement Robot 

Using Parallel Laser Sheet(In Japan). The Japan Society 

of Mechanical Engineers, pp.90-97 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 584



Revisited: Hebbian Postulate under Homeostatic Plasticity 
 

 Subha Fernando, Shuichi Matsuzaki, Yuichi Nakamura, Ashu Marasinghe 

Nagaoka University of Technology, Niigata-ken, Nagaoka-shi, Kamitomioka-machi, 1603-1  
 (Tel: 81-258-47-9372; Fax: 81-258-47-9350) 

(s085160@ics.nagaokaut.ac.jp) 

 
Abstract: We propose a new method to model Hebbian Postulate with the intension of developing new learning 
algorithm based on it. The propose method integrate the Hebbian Postulate with Homeostatic Plasticity to avoid the 
node saturation of the conventional Hebbian based learning algorithms. Moreover the completely novel view of the 
brain as a network of agents with large number of constituent components, signal propagation within the network and 
complete elimination of weight components are main features that distinguish our method with the conventional 
approaches while making our model much closer to the biologically supported learning environment.  
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I. INTRO DUCTIO N 

With the advancement of Information Technology,  

the world has being dreaming of imitating human 

cognitive system on machines. As an attempt of it, 

Artifi cial Neural Network, Fuzzy Logic, and Collective 

Intelligence are some of those technologies which have 

been evolved in mainly with this aspect. Artificial  

Neural Network is still considered as the main 

technology that reasonably imitates the human learning 

and memory formation. Artificial Neural Network has  

composed and evolved with many learning algorithms 

thereafter. Among many other learning rules, Hebbian 

learning rule is considered as the most effective learning 

rule that is supported by the biological findings. 

Hebbian learning rule is derived from the Hebbian 

Postulate which is based on the correlated activities of 

presynaptic neuron and postsynaptic neuron. In Hebbian 

Postulate, Hebb [1] says that “When an axon of cell A is 
near enough to excite a cell B and repeatedly or 
persistently takes part in firing it, some growth process 
and metabolic change takes place in one or both cells 
such that A’s efficiency, as the one of the cells firing B, 
is increased”. 

 It is very interesting to note that it has not been 

mentioned anything about what would happen when the 

cell A is not correlated with the cell B. One can argue 

that either it may decrease the correl ated firing rate o f 

the cell A  and the cell B or there might be no 

significant changed to the current correlated firing rat e 

of the cell A and the cell B when they become 

uncorrelated. The Hebbian learning algorithm is based 

on the first assumption and its basic mathematical  

formula is shown in “ (1)”.  

 

          jiij xxη)t(wΔ =               (1) 

 

jx  is the output of the presynaptic neuron, ix   is 

the output of the postsynaptic neuron, η  is the 

learning rate and ijw  is the strength of the connection 

between presynaptic neuron and postsynaptic neuron.  

It can be seen that correlated input patterns will 

influence the neuron's weight and eventually produce 

the largest output. On the other hand weight strength of 

the uncorrelated neurons will tend to zero for 

uncorrelated input patterns. Either this unbounded 

increase of the strength of presynaptic and postsynaptic 

connectivity or the decrease of strength of the 

connectivity makes to lose the sensitivity of these 

neurons to external inputs. This issue is known as node 

saturation, and it can be seen in many Hebbian Postulate 

based learning algorithms, Williams and Noble [2]. To 

overcome this critical issue, many versions of Hebbian 

learning have been derived, some of those are Rate-

based Hebbian learning, Spike based Hebbian learning, 

Gerstner and Kistler [3] and Differential Hebbian 

learning rule, Kosko [4]. Critical analysis on these 

learning algorithms, we can identify that they are based 

on six important factors, namely, locality, co-operativity, 

synaptic depression, boundedness, competition and 

long-term stability, Gerstner and Kistler [3]. The factor 

boundedness has been introduced mainly to eliminate 

this node saturation issue and it has been implemented 

as the concept of weight normalization. Basically it is 

an adjustment to weight components by a calculat ed 

parameter to bring it back a saturated node to 

unsaturated status, Williams H. and Noble[2], Abbott 

and Nelson [5], even though these updating 

significantly improve the signal propagation within the 
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network, it has also damaged to the learning of the 

neural network and its performances, Williams H. and 

Noble [2], Williams [6]. Therefore, it is still a research 

challenge for researches to find appropriate learning 

algorithm based on Hebbian Postulate which is also 

supported by biological findings. In our article we 

propose a new approach to study Hebbian Postulate 

with the aim of developing more effective learning 

algorithm. Our study concentrate on the latter 

assumption that is there might be no significant changed 

(decreased) to the current correl ated firing frequency of 

the cell A and cell B when they become uncorrelated.  

We propose to integrate Homeostatic Plasticity with the 

Hebbian Postulate instead of introducing weight 

normalization concept as a boundednes factor.   

According to biologist while extremely large stimuli  

take neurons’ firing frequency into very high firing 

frequency, extremely low stimuli may take neurons’ into 

very low firing frequency, however as per biology,  

although fluctuations to external and internal stimuli are 

necessary for learning, it is also required to maintain the 

neuron’s firing frequency in a feasible range.  

Homeostatic Plasticity is the mechanism that helps 

neurons to maintain their fluctuations in a feasible 

range, Turrigiano [7]. The significant feature of this 

process is it decreases the firing frequency of the neuron 

when it is extremely high and similarly it increases the 

firing frequency of neuron when its firing frequency is  

very low. This is supposed to be achieved through the 

change of neurons’ electri cal and, morphological  

properties and ionic concentrations. For an example, 

when a neuron is in high firing frequency, Homeostatic 

Plasticity closes down ca+2 ion channels to decrease the 

ca+2 ion concentration which in turn reduces the 

amount of neurotransmitter release and thereby the 

firing frequency of the neuron. On the other hand, when 

the neuron firing frequency is very low, it opens up 

ca+2 ion channels to increase the ca+2 ion 

concentrations in order to increase the amount of 

neurotransmitter rel ease, Nicholls and Martin [8].  

 

II. METHO D 

We understand nervous system as a network o f 

neurons; each neuron is an agent consists of a large 

number of constituent elements which work as 

synapses. A synapse can be either a transmitter or a 

receptor. A model neuron, in our study is shown in fig. 

1. The propose model neuron enables synapses to have 

two dynamic statuses, either active or inactive. When a 

receptor receives a signal from a transmitter in another 

neuron, the receptor propagates the signal to a 

transmitter in the same neuron i f the receptor is in an 

active status at the time of receiving. Similarly, a 

transmitter can transmit a signal to a receptor in other 

neuron, if the transmitter is in an active status at the 

time of signal transmitting. If the selected receptor or 

transmitter is in an inactive status at the time of 

receiving and transmitting respectively then the signal is 

dropped. Further, receptors in a neuron are grouped and 

number of receptor-groups within a neuron is equal to  

the number of neurons in the network -1. Number of 

receptors in a group may be di fferent within a neuron 

and among neurons. Therefore, number of receptors and 

active number of receptors of a given connection are 

critical parameters that determine the strength of the 

connection between two neurons at a given time.   

These active and inactive statuses of constituent 

components are determined by an integrated process,  

which can be decomposed into two processes, synaptic 

computation and homeostatic plasticity. Our proposed 

network consists of 4 neurons because it has been 

proven that network with 4 neurons is capable enough 

to simulate learning effectively, Izquierdo-Torres and 

Harvey [9]. The network structure according to our 

approach is shown in fig 2. Receptors are grouped into 

three groups to establish the connection with other three 

neurons. For an example, if an active transmitter in 

neuron A wants to transmit a signal to a receptor in  

neuron B, then it selects a receptor from A-receptor 

group in neuron B. 

 

 

 

 

 

 

 

 

 

 
Fig. 1. A typical structure of a model neuron. 

1. Signal Propagation within the Network 
 

When a brief train of stimuli is applied to a pre-

synaptic neuron, during the train, amplitude of the 

resulting pre-synaptic potential may either increase 

(called synaptic facilitation) or decease (synaptic 
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depression). According to biologist, the amount of 

neurotransmitter release from pre-synaptic terminals is  

subject to these two rel atively short-term modi fications.  

At the facilitation, the amount of neurotransmitter 

release is very high and it decays along the time. This 

phenomenon can be easily explained using internal ca+2 

ion concentration. Arrival of train of stimuli increases  

the amplitude of pres-synaptic potential which opens up 

ca+2 ion gates. The growth of internal ca+2 ions 

concentration increases the amount of neurotransmitter 

release, however, as time goes, the appearance o f  

antagonized ions into pre-synaptic terminal such as 

magnesium, cadmium,  nickel, etc reduces the internal 

ca+2 ions concentration. This decreases the amount of 

neurotransmitter release. Similarly, continuous stimulus 

may also reduce pre-synaptic potential which makes the 

amount of neurotransmitter release is minimal at the 

depression. 

Fig.2. Structure of the network with four model neurons. 
 

These two phenomena have been considered in the 

model proposed by Maass and Zador [10]. They have 

modeled the behavior of a synapse as a stochastic 

process with two finite statuses, i.e. R and F. This model 

is used in our approach to control signals propagation 

within the network. We map these two statuses, into 

active status and inactive status of our constituent 

components respectively. In their model, for each spike 

in spike train t, the output of a synapse consists of the 

sequence S(t) of those ti ϵ t on which neurotransmitters 

are released by S. Thus, tÎS(t) becomes a stochastic 

process, computed by synapse S, with output sequence 

q = q1, q2, q3, ...., qn ϵ {R,F}.  Ps(ti) defines, see “ (2)”, 

the probability that ith spike in the pre-synaptic spike 

train t = (t1, t2, .. ,tk) triggers the release of a signal at  

time t of the synapse S. If Ps(ti) > 0 then spike excites 

synapse and releases the neurotransmitters, so the 

output is R, otherwise the output is F. Non-negative 

functions C(t) and V(t), defined in “ (3)” and “ (5)” 

model facilitation and depression. Function C(s) in 

“ (4)”, models the response of C(t) to a pre-synaptic 

spike that had reached to the synapse S at t-s. Moreover 

function V(s) in “ (6)” models the response of V (t) to a 

proceeding release of the synapse S at time t-s ≤ t.  

Whilst non-negative parameters α, τc and τv model the 

magnitude of the signal and decay constants of 

facilitation and depression respectively. C0 and V0 

model the parameters for facilitation and depression at  

the equilibrium. So that, C0 is the internal ca+2 ions 

concentration at the equilibrium and V0 is the maximum 

amount of neurotransmitters can be rel eased by a 

synapse.  
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  This stochastic process has been developed and 

tested only for a one synapse, but in our research it is 

applied into thousands of individual synapses. Therefore,  

we modified the model by introducing a θ as a threshold 

value, if Ps(ti) > θ then spike excites synapse, so the 

output becomes R otherwise it is F. This threshold value 

is determined in the training phase under homoeostatic 

plasticity process. 

2. Homeostatic Plasticity    
 

   Each model neuron has got four threshold values. 

One threshold value is for transmitters and other three 

threshold values are for three receptor-groups. These 

threshold values are determined to ensure the stability 

of the network within a particular range. So that, when 

firing rat e of a neuron increases, it also increases the 

threshold values of the rel evant groups to derive the 

network towards stability. Similarly, when the firing rate 

of a neuron is very low, it decreases threshold values o f 

the relevant groups, in order to increase the firing 

frequency of the neuron. Let RIJ is J-receptor-group of 

I-neuron. For an example, RAC is the C-receptor-group 

of the A-neuron. XAC is the output of the RAC 

receptor-group. TI is the transmitter group of I-neuron 
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and OI is the output of the transmitter group of I-neuron.  

For an example, TA is the transmitters in neuron A and 

OA is the output of the transmitter group of neuron A,  

see fig. 3. 

  

  

 

 
 

 

 

 

 

 

 
Fig..3. Signal transmission among neurons. 

 

   qI is the threshold value for the transmitters in 

neuron I. qIJ   is the threshold value for the J-receptor-

group of the I-neuron. We define qI as in “ (7)”. Instance 

of “ (7)” is shown in “ (8)”.  The output of IJ-receptor-

group, XIJ, can be expressed in terms of active receptors  

in the IJ-group as define in “ (9)”. Similarly, OI can be 

defined in terms of active transmitters in I-neuron as  

shown in “ (10)”. f(.) is the threshold calculation 

function, defined in “ (11)”.  
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Similarly, we calculate threshold values for each 

receptor-group, qIJ, in terms of active number of 

constituent components in relevant neurons, as defined 

in “ (12)”. Calculated threshold values are then use as 

constant values in the testing phase.  
                                                

)
O

X
f(=θ

J

IJ
IJ                                (12)                                              

III. DISCUSSIO N 

   In our study instead of defining weight component  

to represent synaptic efficacy we define small  

programmable computational units which change their 

statuses, active and inactive, according to the amount of 

signal processing. These programmable units are 

attached to the neurons which are defined as agents and 

their communication enable through the message 

passing which in turn represents the internal and 

external signals to the network. Thus number of active 

computational units defines the strength of the 

connectivity between presynaptic and postsynaptic 

neurons at a given time. The active and inactive statuses  

of these small programmable units are subjected to the 

Homeostatic plasticity process and Zador and Mass  

approach. The most significant feature of our method is 

no initialization of weight components but the 

introduction of threshold increment process to the 

training phase. Bipolar status of constituent components  

at the site of neurotransmitter rel ease, i.e. R or F, and 

integration of Homeostatic plasticity as a stability 

supportive mechanism and the complete elimination of 

weight components are other signi ficant features that  

distinguish our method from others while making us  

much closer to the biological findings than existing 

learning environments in Artifi cial Neural Network.   
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Abstract: We introduce sparse encoding into the autoassociative memory model with replacing units. We
search by computer simulation the optimal number of replacing units in two terms; the memory capacity and
the information capacity of the network. We show that the optimal number of replacing units to maximize
the memory capacity and the information capacity decreases as the firing ratio decreases, and that the
difference of the memory capacity between sparse encoding and non-sparse encoding becomes small as the
number of replacing units increases.

Keyword:autoassociative memory, sparse encoding, catastrophic forgetting, rebirth neuron, memory capac-
ity, information capacity

1 Introduction

The associative memory model is one of neural
network models made by imitating the form of mem-
ory in human brain, and consists of neurons and
synapses.

Properties of an associative memory model largely
depend on how items are encoded in pattern vectors
to be stored. When most of the components of en-
coded patterns are 0 and only a small ratio of the
components are 1, the encoding scheme is said to be
sparse. Rolls(1987) observed that sparse encoding
was realized in the hippocampus, and he proposed
an associative memory model of the hippocampus[1].
Amari(1989) gave a mathematical analysis of asso-
ciative memory models with sparse encoding[2]. He
proved that the memory capacity (the maximum
number of patterns to be stored in the network in
the form of its equilibria) and the information ca-
pacity (the total amount of information stored) of
the sparsely encoded associative memory model are
much larger than the ordinary non-sparse encoding
scheme. Moreover, he proved that the sparsely en-
coded associative memory model had a large basin
of attraction around each memorized pattern, when
and only when an activity (the number of excited
components) control mechanism is attached to it.

If the number of memorized patterns surpasses
the memory capacity, the network cannot recall any
memorized pattern due to the overloading[3]. This
phenomenon is called catastrophic forgetting.

Eriksson et al.(1998) discovered newborn neurons
in the hippocampus, where the associative mem-
ory was considered to be realized[4]. Date and Ku-
rata(2008) reported that the network, in which a

fixed number of units are replaced by newborn ones
while the model learns one pattern, can keep up
memorized patterns studied recently without catas-
trophic forgetting[5]. They showed that the optimal
number of replacing units to maximize the memory
capacity is about 3, and that it is independent of
the network size. Komatsu et al.(2009) analyzed the
associative memory model with replacing units by
utilizing statistical mechanics[6]. They showed that
replacing 3.2 or more units could make the network
avoid catastrophic forgetting and that replacing 6.9
units is optimal to maximize the memory capac-
ity. The difference between the results of Date and
Kurata(2008) and that of Komatsu et al.(2009) is
due to the order of selection of units to be replaced.
While Date and Kurata(2008) set units replaced in
a fixed order repeatedly, Komatsu et al.(2009) set
units replaced randomly with a certain probability.

Now we introduce sparse encoding into the as-
sociative memory model with replacing units. We
search the optimal number of replacing units to
maximize the memory capacity and the informa-
tion capacity of the model by using computer sim-
ulation. The replacing order is the same as Date
and Kurata(2008). We treat in the present paper
only an autoassociative memory model, which re-
calls a memorized pattern from its noisy version.
We show that the optimal number of replacing units
decreases as the firing ratio decreases, and that in-
crease of the number of replacing units reduces the
difference of the memory capacity between sparse
encoding and non-sparse encoding, but then makes
the information capacity of sparse encoding smaller
than that of non-sparse encoding.
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Fig. 1: The autoassociative memory model. The
units are interconnected by the network of synapses
with the synaptic strength wij from unit j to unit
i. Each unit i has two states, xi = ±1.

2 Associative memory model

Let us consider a neural nework of n mutually
connected formal neurons. We assume that all the
neurons work synchronously at discrete-times t =
1, 2, · · ·. The associative memory model consists of
memorizing process and recall process.

2.1 Memorizing process

The autoassociative memory model is a network
whose connection weight matrix W = {wij} is de-
termined by

wij =
m∑

µ=1

si
(µ)sj

(µ), (1)

from m patterns s(µ) = (s1
(µ), s2

(µ), · · · , sn
(µ))T, µ =

1, 2, · · · , m, to be stored, where s
(µ)
i is the i-th com-

ponent of s(µ). wij is the weight of connection from
the j-th neuron to the i-th neuron and it is, there-
fore, symmetric. Regardless of this definition, wii

is assumed to 0. This learning process is local; the
increment for connection wij does not depend on
the global structure of the state or past memories,
but only on si

(µ) and sj
(µ). It is fast, and does not

need to learn each memory repeatedly.
This network now functions as an associative mem-

ory. For example, if started from an initial state
which somewhat resembles state s(1) and which re-
sembles other s(µ)(µ 6= 1) very little, the state will
evolve to the state s(1). The state s(1) is evoca-
ble memory, and the system correctly reconstructs
an entire memory from any initial partial informa-
tion, as long as the partial information is sufficient
to identify a single memory. Detailed properties of
the collective operation of this network have been
studied extensively[3].

2.2 Recall process

Let x(t) = (x1(t), x2(t), · · · , xn(t))T be a vector
whose component xi(t) denotes the output of the
i-th neuron. This vector is called the state vector
of the network.

In our network of the associative memory model
(Fig.1), each unit i has two states, and is described
by variable xi(t) = ±1. The instantaneous state of
the system of n units can be thought of as an n-
dimensional vector having components xi(t). The
units are interconnected by a network synapses, with
a synaptic strength wij from unitj to unit i. The
instantaneous output to unit i is

xi(t + 1) = sgn(
n∑

j=1

wijxj(t)), (2)

where xj(t) is the present state ±1 of unit j. This
equation defines the state transition of the network
from the state xi(t) at discrete-time t to the next
state xi(t+1). The function sgn(u) denotes the unit
signum function,

sgn(u) =
{

1, u > 0,
−1, u ≤ 0.

(3)

A neuron is excited when a weighted sum of its in-
puts exceeds 0. A neuron emits output 1 when it is
excited, and its output is −1 when it is not excited.

The state of the system changes in time; each
unit i readjusts its state, setting xi(t) = ±1 ac-
cording to whether

∑n
j=1 wijxj(t), the input to i

at this moment, is greater or less than 0. This al-
gorithm defines the time evolution of the state of
the system. For any symmetric connection matrix
{wij} : wji, there are stable states of the network of
units. Starting from any arbitrary initial state, the
system reaches a stable state and cease to evolve.

2.3 Catastrophic forgetting

There is a critical memory capacity in the con-
ventional associative memory model. The mem-
ory capacity for one-half coded random memories is
given by Amit et al.(1985) as about 0.138n, where
n is the number of units[3]. If the number of mem-
orized patterns surpasses the memory capacity, the
network cannot recall any memorized patterns due
to the overloading[3]. This phenomenon is called
catastrophic forgetting. Fig.2 shows catastrophic
forgetting; the network which consists of n = 1000
neurons could recall all the memorized patterns for
µ < 140, but at µ = 140, forgetting started, and no
memorized pattern could be recalled correctly after
µ = 200, i.e., the network could not recall even the
most recent memory.
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Fig. 2: Catastrophic forgetting on the conventional
autoassociative memory model with 1000 neurons.

If the dynamics of weight connections of the net-
work have decay or saturation, the catastrophic for-
getting does not occur, and the network can keep
recent memories[7]. But, as yet, there is no conclu-
sive experimental evidence for the existence of such
a system in human brain.

3 Rebirth neuron and the modeling;
replacing units

Eriksson et al.(1998) discovered newborn neurons
in the hippocampus, where the associative mem-
ory was considered to be realized[4]. Date and Ku-
rata(2008) reported that the one-half coded asso-
ciative memory network, in which a fixed number of
units were replaced by newborn ones while learning
one pattern, could keep up memory patterns stud-
ied recently without catastrophic forgetting[5]. This
corresponds to resetting the connection weights wij =
wji = 0, j = 1, 2, · · · , n, for replaced neurons i.
Units were replaced from the oldest one first, i.e.,
they were always replaced in the same order.

4 Sparse encoding

We consider the case where patterns to be stored
are generated independently and randomly under
the condition that they have a fixed activity. The
encoding that the number of active components in
s(µ) is negligibly small compared to n is said to be
sparse. s(µ) are independent random vectors sub-
ject to a common probability distribution. More
precisely, s(µ) are generated in such a manner that,
nq, (0 ≤ q ≤ 1) components, randomly chosen among
n components, take 1− q and all the other compo-
nents are put equal to −q.

Amari(1989) proved that the memory capacity
CM of the associative memory model increases as
encoding sparser[2]. One pattern to be stored has
an average information content H(q) with the oc-

curence probability q as below

H(q) = −q log2 q − (1− q) log2(1− q). (4)

So, one sparsely encoded pattern s(µ) includes a
smaller amount of information than non-sparse en-
coding case. However, Amari(1989) proved that the
total amount of information stored in the network,
or the information capacity increases as encoding is
sparser[2]. This is due to the increase of the memory
capacity in the sparse encoding case.

Here, We define the information capacity CI of
the network as below,

CI = H(q)CM. (5)

5 Simulation

5.1 Settings

Simulations were carried out on a computer for
n = 1000 and 2000 by varying the number R of
replacing units and the firing ratio q to maximize
the memory capacity and the information capacity.

We applied equation(1) with replacing units to
memorizing process. For simplicity, we assume that
the total number of neurons does not change over
time. Every time the network memorizes a new pat-
tern, R neurons die and the same number of neurons
are born. The number m of memorized patterns de-
pends on the number R of replacing units as below,

m =
n

R
. (6)

We also used a non-integer value for R. In this case,
we define the number r(t) of replacing units at t as
below,

r(t) = int(R(t + 1))− int(Rt), (7)

where int(x) is the function which truncates a num-
ber after the decimal point. We used the memorized
patterns for the initial states in recall process. Since
the firing ratio calcurated with equation(3) couldn’t
keep the constant value q, the top nq neurons in de-
scending order of the sum of weighted inputs were
let to fire. The proximity of the state s(µ) of the
memorized pattern and the state x(µ) of the recalled
pattern was measured by the direction cosine

cos θ =
s(µ) · x(µ)

‖s(µ)‖‖x(µ)‖ , µ = 1, 2, · · · ,m. (8)

We counted the number of successfully recalled mem-
ories in which the proximity was larger than 0.8.
Because the system has the finite state transitions,
the state is always supposed to reach an equilibrium
or a periodical solution, and the period is known to
be no more than 2. Here we assume that the system
is forced to stop when the present state equals the
second to last one in recall process.
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Fig. 3: The results of simulation to maximize the
memory capacity. The horizontal axes are the num-
ber R of replacing units. The vertical axes are the
memory capacity CM. The 5 points represent the
each optimal number in the firing ratio q from 0.1
to 0.5.
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Fig. 4: The results of simulation to maximize the
information capacity. The horizontal axes are the
number R of replacing units. The vertical axes are
the information capacity CI. The 5 points represent
the each optimal number in the firing ratio q from
0.1 to 0.5.

5.2 Results

Fig.3 shows that the sparsely encoded associa-
tive memory model with a small number of replac-
ing units for R < 4 had a larger memory capacity
than the non-sparsely encoded one, i.e., q = 0.5, but
there was little difference of the memory capacity
between sparse encoding and non-sparse encoding
after R ≈ 6. It turned out that the optimal R to
maximize the memory capacity decreased as the fir-
ing ratio decreased; R ≈ 1 for q = 0.1, R ≈ 2 for
q = 0.2, R ≈ 2.6 for q = 0.3, R ≈ 3.7 for q = 0.4 or
q = 0.5. As shown in Fig.3(a), n = 1000, and (b),
n = 2000, the optimal R seemed to be independent
of the size of the network.

Fig.4 shows that the sparsely encoded associative
memory model with a small number before R ≈ 2
had also a larger information capacity than the non-
sparsely encoded one, but, after R ≈ 6, the infor-
mation capacity of sparse encoding became smaller
than that of non-sparse encoding. It turned out that
the optimal R to maximize the information capacity
decreased as the firing ratio decreased, and it was
about the same number as to maximize memory ca-
pacity. As shown in Fig.4(a) and (b), the optimal
R also seemed to be independent of the size of the
network.

6 Conclusion

We introduced sparse encoding into the associa-
tive memory model with replacing units. We re-
ported the optimal number of replacing units to
maximize the memory capacity and the informa-
tion capacity of the model by using computer sim-
ulation. The sparsely encoded associative memory
model with a small number of replaced units has
also a larger memory capacity and a larger infor-
mation capacity than the non-sparsely encoded one.
We showed that the optimal number of replacing
units decreases as the firing ratio decreases, and that
increase of the number of replacing units reduces the
difference of the memory capacity between sparse
encoding and non-sparse encoding, but then makes
the information capacity of sparse encoding smaller
than that of non-sparse encoding. We also found
that the optimal number of replaced units was in-
dependent of the size of the network.
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A Study on Q-learning Considering Negative Rewards

Takayasu FUCHIDA Kathy Thi Aung

Atsushi SAKURAGI

Graduate School of Science and Engineering, Kagoshima University

1-21-40 Kohrimoto Kagoshima-city, 890-0065 Japan

Email: fuchda@ibe.kagoshima-u.ac.jp

Abstract: In the reinforcement learning system, the agent obtains positive reward such like 1 when it
achieves own goal. Positive rewards are propagated around the goal area and the agent gradually becomes
to success to reach his goal. If you want to avoid some situations such like dangerous places or poison items,
you might want to give negative reward to the agent. But conventional Q-learning, negative rewards are not
propagated more than one state. In this paper, we propose a new way to propagate negative rewards. This
is very simple and efficient technique for Q-learning. At last, we show the results of computer simulations
and the effectiveness of proposed method.

Keywords: reinforcement learning, Q-learning, negative rewards

I INTRODUCTION

Reinforcement learning (RL) methods are powerful
and hopeful way to control the agents like an au-
tonomous robot [1], [2]. In the RL, a Q-learning is
the very popular way to construct the intelligence
about the given environments [3].

Normally, a state which is the goal for the agent
gives the reward 1 to the agent, and other states
will give the reward 0 to the agent. When we want
to show that a state which is bad for the agent, we
would want to give the reward −1 to the agent. But
in the normal Q-learning, only the maximum Q-value
in the next state must be selected even if a nega-
tive Q-value would exist. So if a state has a nega-
tive Q-value which absolute value is maximum value,
the positive Q-value will be selected and negative Q-
value is not propagated. When we could use the neg-
ative reward in order to indicate the bad state for the
agent, the agent would possibly avoid the states such
like this.

Reinforcement learning using reward and punish-
ment was proposed by OKADA in 2000 [4] but in
this paper experimental results were not shown.

In this paper, we propose a new learning method in
which the negative Q-value can be propagated, and
show the effectiveness of this method. The reason
that the negative Q-value is not propagated is that
the learning equation of normal Q-learning method
uses the maximum value of the next state. So we
changed the term of the equation from selecting the
maximum value of next state to using the absolute
value of Q-values.

As the results of computer simulations, we illus-
trate that the propagation of the negative Q-values
forces the agent to avoid the bad states and go to the
goal effectively.

3. decide action

Environment

Agent

1
.
o
b
serve

2.
st
at
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5. change state
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7. learning

Figure 1: Interactions of RL

II REINFORCEMENT LEARNING

Figure 1 illustrates the interactions of the reinforce-
ment learning. In the reinforcement learning, first,
the agent observes the environment and obtains the
state. The agent decides the next action using the
state and do it to the environment. The environ-
ment is influenced by that action and changes their
own state. After changing the state, the environment
returns the reward to the agent. Finally, the agent
learns with received reward.

During the learning period, this process is re-
peated and the agent accumulates the knowledge
about its circumstances as the value of Q.

1
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1 Q-learning

In the Q-learning, the worth of selecting an action in
the specified state is quite important. The Q-value is
the expected value of returns which is the discounted
sum of the rewards the agent received, and is used
as the worth of action and state pair.
On the general Q-learning, every action and state

pair have own Q-value. These values are initialized to
small random numbers and gradually change toward
the optimal values through the learning.
At the time t, the agent observe the state st and

executes the action at. As the result, the agent ob-
tained the reward rt, and finally the state of envi-
ronment turned into st+1, then the Q-value Q(st, at)
is updated as following equation (1).

Q(st, at) ← Q(st, at)

+α
³
rt + γmax

a
Q(st+1, a)−Q(st, at)

´
(1)

In this equation, α is the learning factor and γ is
the discount factor.

2 Deciding action

The agent selects next action which has highest Q-
value. The action which has large Q-value is consid-
ered as the good way to achieve the goal. But se-
lecting highest Q-value continually decreases the op-
portunities to find better way. Therefore the agent
sometimes selects next action randomly. This ran-
dom selection is useful for exploring the state space
and finding the new better way which has not been
found yet.

3 Propagation of worth

In the equation (1), the term maxaQ(st+1, a) selects
the highest value of next state st+1. This term has
an role to spread the worth of Q-value.
Generally, in the reinforcement learning, the agent

acts many times before it reaches to the goal. Ex-
cepting the goal state, other states usually give the
reward rt = 0 to the agent. So the update equation
becomes as (2).

Q(st, at) ← Q(st, at)

+α
³
γmax

a
Q(st+1, a)−Q(st, at)

´
= (1− α)Q(st, at) + αγmax

a
Q(st+1, a)

(2)

This means that Q-value gradually decreases and
is added the discounted maximum value of next
state.
For example, if the state s1 had large Q-value and

the state s2 was the previous state that could move

(a) positive worth (b) negative worth

Figure 2: Propagation of worth on conventional Q-
learning

to s1 with one action. The agent staying the state
s2, without random action, must selects an action
which leads it to the state s1 and This means that
the worth of s1 is propagated to s2.
In this way, the worth of goal area is propagated

step by step into the whole state space and the agent
will become to be able to reach to goal efficiently.

III PROPOSED METHOD

1 Problem in conventional way

If the objective of the agent would be only reaching
the goal, it was enough just to put the positive re-
ward in the state space. But if you want the agent to
avoid the obstacles and to reach the goal, you might
be want to put some negative rewards in the state
space. The negative reward represents the bad re-
sult and is to be avoided by the agent. Because of
the agent acts in order to increase the sum of re-
wards, the states which have negative rewards are
not suitable for the agent.
But in the conventional Q-learning, the positive

worth can be propagated around the goal area but
the negative worth can not be propagated. This is
because you select the highest Q-value of next state
st+1 in the equation (1).
Figure 2 illustrates the situations of spreading pos-

itive and negative worth. The center points of these
tow figures are the states giving their own rewards.
The positive worth will be propagated around the re-
ward state like fig.2-(a), but the negative worth will
not be propagated more than one movement length
like fig.2-(b).

2 Propagation of negative worth

In the case that some negative reward states exist, it
is better that the negative worth is also propagated.
If the negative worth would not be propagated, the
agent could not notice that the dangerous state was
approaching to him until the danger was close to
just next to him. If the negative worth would be
propagated, the agent might become to be able to
avoid the dangerous zone in early time.
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Figure 3: The difference of eqn.(1) and (3)

In this paper, we propose a new learning method
to be able to propagate the negative worth. The
learning equation is shown in (3).

⎧⎪⎪⎨⎪⎪⎩
p = argmax

a
|Q(st+1, a)|

Q(st, at) ← Q(st, at)
+α (rt + γQ(st+1, p)−Q(st, at))

(3)
In this equation, p is the argument of action index

which has the largest absolute Q-value in next state
st+1.
Figure 3 illustrates the difference of equation (1)

and (3). In this example, 3 actions a1, a2 and a3
can be selected in 1 state. For equation (1), the
action a1 which has largest Q-value is selected, but
for equation (3), even though the largest Q-value is
a1, the action a3 is selected because a3 has largest
absolute Q-value. In the actual learning, absolute
value is not used.
Therefore, if the state has large negative Q-value,

the negative worth is propagated around this state.

IV COMPUTER SIMULATIONS

In order to confirm the efficiency of proposed
method, we experiments several computer simula-
tions.

1 Problem

The problem treated here is as follows.
A bug moves in the closed 2 dimensional world.

This bug is an agent in this model. We call this world
“bait world”, because several bait areas for the bug
are put on this world. The bug eats the bait when
he enters into the bait area. There are two kinds of
bait. One is very good taste for the bug and gives
positive reward to him, and the other is very bad and

Figure 4: Image of experiments

negative reward is given. The objective of the bug is
to eat as mush as baits during a specific period.

Figure 4 illustrates an image of “bait world”. In
this figure, the bug is represented as a triangle and
the arrow of that triangle shows the direction of the
bug. A large rectangular area is represented a nega-
tive bait area and a small one is positive area.

The agent observes angle and distance to each
area. In the case of fig.4, since the number of bait
area is 3, the agent observes 6 parameters. These 6
parameters construct the 6 dimensional state space.
The actions of the agent are 1:go straight 2:turn

left and 3:turn right.
If the agent eat a bait, the position of the agent is

randomly changed in the world.

2 Simulation conditions

In the simulations, “one turn” means a cycle of re-
inforcement learning – from an observation of the
agent to an update of the Q-value. 100,000 turns
make “one period”. We executed 200 periods in “one
experiment”. we count the number of bait that the
agent has eaten during one period.

Q-values are initialized to small random numbers.
Positive reward is 1 and negative reward is -1. Other
state gives reward 0.
Learning rate α = 0.1 and discount factor γ = 0.9.

3 Results

We done following two types of simulation experi-
ments.

exp1 1 positive area and 1 negative area are placed in
the bait world.
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Figure 5: Result of 1 positive and 1 negative

Figure 6: Result of 1 positive and 2 negatives

exp2 1 positive area and 2 negative areas are placed
in the bait world.

Each experiment is done for 5 times and the results
are averaged.

Figure 5 shows the result of exp1. “exp1-c”
shows the conventional learning method and “exp1-
p” shows the proposed method.

From this graph, the positive rewards are almost
same on conventional method and proposed method,
but the negative rewards are different. The number
of negative rewards using proposed method is less
than the one using conventional method. This means
that proposed method is efficient for avoiding the bad
situations and reaching to good goal.

Figure 6 show the result of exp2. In this case,
the number of negative area is more than exp1. So
the probability to trap the bad area is larger than
exp1. From this result, you realize that the proposed
method is much more efficient for avoiding the un-
worthy situations.

V CONCLUSION

1 Conclusion

In this paper, we proposed a new learning method
which can propagate the worth of negative and
showed that this method can useful for avoiding that
unsuitable situations. Since this method works to
propagate the negative worth around the bad state,
the agent can be able to know the dangerous item at
the far point of such negative areas.
And also this method is very simple way. The

idea of this method is to use the absolute value of
next state. By using absolute value when we select
the next Q-value in learning, if the state has large
negative value, it become to be able to propagate
the negative worth.
The results of computer simulations, it is shown

that this proposed method is very efficient for avoid-
ing the bad situations.

2 Future works

In our experiments, the result of negative rewards
have been improved but the positive one is not so
much. This reason may be that in order to avoid
the bad area, the agent went a long way to reach the
positive goal.
Over spreading of negative worth often causes a

wasteful action for the agent. To avoid this, we may
have to control adaptively the discount factor γ. In
this simulation, we use the constant number for γ.
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Abstract: Human learns incidents by own actions and reflects them on the subsequent action as own 

experiences. These experiences are memorized in his brain and recollected if necessary. This research 

incorporates such an intelligent information processing mechanism, and applies it to an autonomous agent. In 

the proposed system, reinforcement Q-learning method is used for learning. Auto-associative chaotic neural 

network is also used as mutual associative memory system. However agent cannot retrieve some stored patterns 

exactly, in the case of too many stored patterns and strong correlation among them. To solve this problem, we 

propose to use kinds of attentive parameters and attentive characteristic patterns. The attentive characteristic 

pattern is a part of the stored patterns. When robots concentrate their attention on the specific part of the stored 

pattern, i.e., the attentive characteristic pattern, whole stored patterns are retrieved easily and completely. 

Finally, the effectiveness of this proposed method is verified through the simulation applied to the plural maze-

searching problems. 

 

Keywords: Intelligent, Attentive parameter, Chaotic neural network, Mutual associative memory system 

 

I. INTRODUCTION 

Recently, use of robots has been considered in 

various fields. Such robots which behave near to 

humans, namely intelligent robots have been required   

and have attracted attention of many researchers. As a 

part of things which are required for the robots, 

experience, learning, memory and their use etc. need to 

be considered.   

In our previous work we proposed a method [1] to 

realize these functions of the intelligent robots  

mentioned above, that is, by reinforcement learning 

algorithm for learning function [2] and chaotic neural 

networks for memorization and association [3][4]. It is 

important that robots can memorize their experiences 

and remember them quickly and exactly and behave 

making use of them. However in our work there is a 

problem, i.e., agent could not retrieve some stored 

patterns exactly, because of too many stored patterns 

and strong correlation among them. 

As a way to solve this problem, in this paper we 

propose to use kinds of attentive parameters and 

attentive characteristic patterns. The attentive 

characteristic pattern is a part of the stored patterns. 

When robots concentrate their attention on the specific 

part of the stored pattern, i.e., the attentive characteristic 

pattern, whole stored patterns are retrieved easily and 

completely. The attentive parameter is a scalar value 

and corresponds to its attentive characteristic pattern 

and is defined for every stored pattern.
 

  To be specific, the agent calculates the degree of 

similarity, i.e., the value of attentive parameter, between 

a specific attentive characteristic pattern and each 

retrieval pattern in the chaotic neural network. After that 

the agent changes the maximum attentive parameter 

value among them to 1.0, meanwhile, others to 0.0. 

Therefore the chaotic neural network can represent the 

whole pattern including the specific attentive 

characteristic pattern quickly and exactly.  

As another issue, there is a so-called aliasing problem 

that agents regard the two different overall states as the 

same because of partially observable ability of sensors 

of agents. One way to solve this problem is to make use 

of the past history of the agent’s behaviors. However it 

is difficult for the agent to retain its whole past history 

because of the memory capacity. Therefore we propose 

to retain the parity information of them less required 

capacity than whole information of history. Finally we 

show that our proposed methods are effective through 

computer simulations of the optimal path searching 

problem in mazes.  

II. ASSOCIATIVE CHAOTIC NEURAL 

NETWORK 

 Chaotic Neural Network (CNN) is constructed with 

chaotic neuron models that have refractory and 

continuous output value. Its useful usage is as 

associative memory network named ACNN [3][4]. Here 

are the dynamics of ACNN.  
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where )(tsi : output value of ith  neuron at time t , 

n : numbers of input, ij : synapse from ith  neuron 

to jth  neuron, )(tyi  :  internal state of ith  neuron  

at time t , )(tzi : internal state of ith  neuron as to 
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reciprocal action, ia  : threshold of ith  neuron, 

fr kk , : damping coefficient,   : constant.  

An input-output function )(f  to be used with 

CNN is described as follows, 
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where   is a positive constant. Threshold for binary 

representation is set to 0.5 for all neurons. 

For example, in the case of ACNN, patterns stored into  

the ACNN are set as follows, 
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p
ix : ith  element of pth  stored pattern (0 or 1), 

P : a number of stored patterns.  

Fig. 2 shows the example of behaviors of the chaotic 

neural network consists of 100n  neurons (10 times 

10) with 4 memory patterns and the network as shown 

in Fig. 1. We find that the stored patterns in the CNN  

are appearing through patterns of the output chaotically. 

Table 2 shows the parameters used in this CNN. 

 

 

 

 

 

   

 

 

 

 

  

Fig. 1 Stored patterns in CNN 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

          

 Fig. 2 Behavior of the CNN  

 

 Table 1 Parameters used in the computer simulation 
 

fk  fk  ia      

0.20  0.90   2.0    10.0  0.015  

 

III. MUTUAL ASSOCIATIVE CHAOTIC 

NEURAL NETWORK 

In this section, we consider the CNN as memory 

system of the agent, i.e. we explain the way to use the 

auto-associative CNN as a mutual-associative CNN  

(MACNN). The structure of both CNNs is same except 

the meaning of the synaptic weights. In the MCNN, it 

consists of environmental inputs (I) and their 

corresponding actions (O) and other neurons with 

random values to weaken the correlation among each 

stored patterns (M) (see Fig. 3). After learning of the 

optimal actions and input-output patterns are stored into 

the MACNN, when the agent moves in the environment,   

agent gets the information from environments and set 

the input information (I) to MACNN as the initial state, 

the action corresponding to input information (O) are 

retrieved. The agent executes the action. However, as 

the stored patterns increase, it becomes difficult to 

retrieve the desired patterns because of their strong 

correlations. Therefore, to solve this problem, we 

propose the method with using the attentive parameters.       
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   Fig. 3 Image of Mutual Associative CNN 

IV. ATTENTIVE PARAMETERS 

1.  Attentive parameter 

The synaptic weights are set as follows, 
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where )(tp : attentive parameter of p th stored pattern 

  )(
TpTpTpTp

i OMIx  at time t . The )(tp  is 

restricted as follows, 
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2.  Calculation of values of attentive parameters 

 In MACNN, the part of the stored pattern is set as the 

characteristic. An example of two stored patterns and   

characteristic 20 bits during operation at time t  are 

shown in Fig. 4(a)(b), respectively. The values of 

attentive parameters of the stored pattern 

)2,1()( ptp  are as follows, 
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Thus, attentive parameter gives the similarity of 

the output pattern for the p th stored patterns. 

 

3.  Operation of the MACNN 

  The attentive parameter is used as follows.  

Step1: The values of each attentive  parameter of  

stored patterns are calculated like Eq. (9). 

Step2: The number of stored pattern which has max 

value of attentive parameter is decided by 

        .)(maxarg
i

i tk   

Step3:  If thk t  )( , then  

            )(0.0)(,0.1)( kitt ik    

       else nothing is done. 

Step4:  Go to the next MACNN operation. 

 

 

 

 

  

 

 

 

 

 

(a)                        (b) 

Fig.4 (a) Example of two stored patterns, (b) the 

characteristic bits at time t  during operation  

  

V.  STORED PATTERNS WITH PARITY BIT  

   The agent is often faced with aliasing problem, i.e. 

there is often that agent is mistaken certain different 

environments as same environment because of the lack 

of its sensor ability. In this paper, we solve this problem 

by making use of past information, i.e. adding parity 

bits to the stored patterns of state-action pairs. This is 

the less memory required method than storing of all 

information used before. 

VI. REINFORCEMENT LEARNING 

  In this paper, agent uses the Q-learning method to 

learn the optimal action, as follows, 

 

)},,()','(max{),(),(
'

asQasQrasQasQ
a

  (10) 

where s  : state, a : action,  's : next state, 'a : next 

action, r : reward.  , : positive constant. 

 The agent action is selected using the next probability, 

 ,
)/),(exp(

)/),(exp(
)|(

 



Ab
TbsQ

TasQ
saB           (11) 

where )|( saB is probability of action a  under the 

state s , T  is positive constant called temperature 

parameter. 

VII. ALGORITYM 

 

 Our proposed method is organized as follows, 

1) Learning of the optimal action using the Q-

leaning with the parity bits in section V and VI.  

1) Constructing the synaptic weights with attentive 

parameters (Eq. (6)-(7)) in section III and IV   

using the results of learning. 

2) Agent moves step by step in the maze making 

use of MACNN with Eq. (1)-(4) in section II. 

 

VIII. COMPUTER SIMULATION 

In this section, our proposed method, MACNN with 

attentive parameters and parity bits, are simulated to 

confirm their effectiveness through the optimal path 

searching of maze problems in Fig. 6. Fig. 5 shows the 

sensor range of the agent. Table 1 shows the action and 

its code taken by the agent. The agent always moves 

keeping the attitude that its front of head is always 

upward of the paper and take one action shown in Table 

2. 

 

 

 

 

 

Fig.5 The sensor range of the agent  

Table 2 The action of the agent and its code 
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Fig. 6 Mazes and its optimal path used in the simu. 

At first 5 mazes in Fig. 6 are solved using Q-Learning 

and their optimal paths are also drawn in each maze by 

lines with arrows. The coordinate, environment and its 

corresponding to action of each maze are also shown in 

Fig. 6. Next these pairs of environments and actions of   

five mazes are stored in CNNs using form of Eq. (7). 

Showing in Fig.6, there are 44 patterns to store in the 

MACNN, and 6 of them are aliasing cases, i.e., some 

environments are same but each optimal action is 

different, as following cases,     

 

 

 

where (a,b), c in (a,b)c mean coordinates and the number 

of mazes, respectively.  

 

1. Simulation results only with attentive 

characteristic  without  parity  bits 

  In this case, in maze 1 and 2 agent could get the goal 

within 10 and 12 steps making use of the attentive 

parameters though there are aliasing (5,C) and (2,C), 

respectively. In maze 3 and 5, agent could get the goal 

when the agent select the action as learning chaotically, 

but it could not get the goal within the predefined trial 

number when the agent select the other actions. In maze 

4, The agent could not get the goal because of aliasing  

at (3,B)3 and (6,B)4 ,(4,D)4 and (5,F)4. 

 

2. Simulation results with attentive characteristic 

and parity bits 

  In this case, the agent could get the goal in all mazes 

because that the agent could discriminate the 

appropriate action through the past 4 step parity bits and 

attentive parameters to recollect the exact patterns. 

VII. CONCLUSION 

   We proposed the method to use kinds of attentive 

parameters and attentive characteristic patterns to solve 

the problem recollecting the false pattern and proposed 

using the parity bits required less memory to solve the 

aliasing problem.  
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Abstract: The characteristics of ZigBee System are highly reliable, highly secure, able to use very lower power, cost 
effective, and an open global standard. In this paper, we implement an intruder detection system using image 
transmission techniques based on ZigBee networking. The proposed system is composed of many sensor modules of 
infrared, temperature, humidity and illumination, together with RFID reader and camera modules. Image transmission 
is performed only in the emergency environment such as intruder detection in order to reduce overhead in the routing 
transmission. This system will be applied to low-cost image-based ZigBee product and will provide good security, user 
convenience and easy use. 
 
Keywords: ZigBee, RFID, Image transmission, Intruder detection system 

 
 

I. INTRODUCTION 

The characteristics of ZigBee System are highly 
reliable, highly secure, able to use very lower power, 
cost effective, and an open global standard. While most 
wireless applications are getting to go faster, ZigBee 
aims for low data rate and low power. So many ZigBee 
applications can be fitted on even 8-bit microcontrollers 
as like ATmega128. In this paper, we will propose an 
intruder detection system using image transmission 
based on ZigBee IEEE 802.15.4 protocol. The proposed 
system is composed of ATmega128 based ZigBee motes, 
many sensors to detect an intruder and to catch hold of 
indoor environment, and camera modules. This system 
provides user convenience and effectiveness. 

The organization of this paper is as followings. In 
Chapter 2, Organization of the proposed system is 
covered. Experimentation and results are discussed in 
Chapter 3. And finally, Chapter 4 draws a conclusion. 

 

II. ORGANIZATION OF THE PROPOSED 
SYSTEM 

In the proposed system, we use ZigbeX motes and 
13.56 MHz RFID tags and reader, many sensors 
including infrared sensor and camera modules. Each 
ZigbeX mote has ATmega128L microcontroller, 
CC2420 RF chip, and many sensors including 
temperature, humidity, and antenna module. 

Figure 1 shows the entire organization of the 
proposed system. Mote 1 is a sink node that receives 

sensed data from other motes in RF communication and 
transfer data to main PC in serial communication. Mote 
2 and 3 are installed on the floor and received the 
sensed data from motes from 4 to 9 through RF 
communication. In the mote 4, RFID reader is installed 
in order to identify visitors. In the mote 5, camera 
module C328 is added to acquire image information in 
the limited situation as like intruder detection and a fire 
occurring. Motes from 6 to 9 detect the temperature, 
humidity, illumination, and infrared sensing, and 
transfer data to main PC in RF communication via mote 
1.  

 

Fig.1. Organization of the entire system 
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In the proposed system, we can monitor a situation 
of environment using camera module in the limited 
situations. Originally, ZigBee system was developed for 
low data rate and low power consuming. Image 
transmission needs much data to transfer between motes. 
In this paper, therefore, we take the efficiency of image 
data transmission into fall account. ZigBee system uses 
20~250kbps in speed, so it is not good for image in real-
time, however, it is much efficient for monitoring on the 
unit of several minutes interval. In the proposed system, 
the camera module has image Codec inside and 
provides 160 * 128 pixel size image, and JPEG file. 
Camera module uses compressed data so that the system 
has not much overhead in image transmission. 

Figure 2 shows the number of image frames per one 
minute in one node. We can know from this figure that 
the proposed system can receive about 18.5 frames in 
20 minutes. In this figure, red line represents the 
average number of frames. 
 

Fig.2. Number of Frames in minutes 
 

III. EXPERIMENTAION AND RESULT 

In this paper, we implemented a main operation 
program using Visual C++ MFC environment. For 
ZigBee environment, TinyOS is used for mesh 
networking and operating written in a language called 
NesC. In the NesC, all sensors are treated as objects. 

Table 1 shows a sensed packet sample data in this 
system. 

 
Table 1. Packet samples 

7E 42 7D 5E 0 6A 7A 20 1 0 0 0 FE FF FE FF FF 0 0 0 1 AA A 5 3C 6 0 

9F 0 0 7E  
7E 42 7D 5E 0 6A 7A 20 1 0 0 0 FE FF FE FF FF 0 0 0 1 0 0 3A 0 FF D8 

FF E0 0 11 4A 46 49 46 0 1 2 3 4 5 6 7 8 9 A FF DB 0 43 0 10 C C E C A 

10 E E E 12 12 10 14 18 28 1A 18 16 16 18 32 24 26 1E 28 3A 34 3E 3C 

3A 34 10 0 40 0 0 7E  

7E 42 7D 5E 0 6A 7A 20 1 0 0 0 FE FF FE FF FF 0 0 0 1 1 0 3A 0 38 38 

40 48 5C 4E 40 44 58 46 38 38 50 6E 52 58 60 62 68 68 68 3E 4E 72 7A 

70 64 78 5C 66 68 64 FF DB 0 43 1 12 12 12 16 16 16 30 1A 1A 30 64 42 

38 42 64 64 64 64 64 64 64 29 0 34 0 0 7E  

 

• 

• 

• 

 

7E 42 7D 5E 0 6A 7A 20 1 0 0 0 FE FF FE FF FF 0 0 0 1 7 0 3A 0 A B FF 

C4 0 B5 11 0 2 1 2 4 4 3 4 7 5 4 4 0 1 2 77 0 1 2 3 11 4 5 21 31 6 12 41 51 7 

61 71 13 22 32 81 8 14 42 91 A1 B1 C1 9 23 33 52 F0 15 62 72 EA 0 8 0 0 

7E  

 
In Table 1, each part of one sensed packet is as like 

Table 2. 
 

Table 2. Packet analysis 
7E 42 7D 5E 0 7A 7A 20 3 0 0 0 FE FF FE FF CC 0 0 0 
1A 0 36 0 8A 1 9C 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 7E 

 
For Table 2, packet explanation is shown in the 

Table 3. 
 

Table 3. Packet explanation 
Data Analysis 
7E Start byte 
42 Packet type 
7D 5E 0 Serial communication address 
7A Type (image or sensor) 
7A Group ID 
20 Data length (16 byte) 
3 0 Source node address 
0 0 Destination node address 
FE FF Multi-hop communication 
FE FF Multi-hop communication 
CC 0 0 0 Packet number 
1A 0 Temperature  
36 0 Humidity 
8A 1 Illumination 
9C 0 Infrared ray 
0 0 0 0 Null 
0 0 0 0 Null 
0 0 0 0 Null 
0 2 CRC check byte 
7E Last byte 

  
Data (little-endian) Calculation (big-endian) 
1A 0 16*1+10 = 26 
36 0 3*16+6 = 54 
8A 1 16^2*1+16*8+10 = 394 
9C 0 16*9+12 = 156 
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Figure 3 shows an acquired image through ZigBee 
networking in the proposed system. 

 

Fig.3. Acquired image in the proposed system 
 
Figure 4 shows the operation window of the 

proposed system. In this, there are many display items 
of command box, several sensor’s data, visitors 
identification, moving routes, information of serial 
communication, and received packets. 

 

Fig.4. Operation window of the proposed system 
 

VI. CONCLUSION 

In this paper, have implemented an intruder 
detection system using image transmission based on 
ZigBee/IEEE 802.15.4 networking on emergency 
environment. Image data that are divided by 4 blocks 

are transferred in RF communication between nodes, 
therefore RF communication overhead are reduced. 

The proposed system has major function such as 
(1) Identification of image on emergency 

environment using user commands, 
(2) Identification of real-time temperature, humidity, 

illumination, and infrared sensing data, 
(3) Identification of visitors using RFID, 
(4) and, identification of emergence on main PC. 

 
In the future study, we will develop a more effective 

image transmission method without degradation of 
ZigBee performance. 
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Abstract: Tracking of multiple objects is more challenging than tracking a single object. Some problems arise in 
multiple object tracking that do not exist in single object tracking such as objects occlusion, appearing new object and 
disappearing already existed object, updating the occluded object, etc. In this paper, we present an approach to handle 
multiple objects tracking in the presence of occlusions, background clutter and appearance change. The occlusion is 
handled considering the predicted trajectories of the objects based on a dynamic model and likelihood measures. We 
propose also a target-model update conditions, ensuring the proper tracking multiple objects. The proposed method is 
implemented in the probabilistic framework such as particle filter in conjunction with a color feature. The particle filter 
has proven very successful for non-linear and non-Gaussian estimation problems. It approximates a posterior 
probability density of the state such as the object position by using samples or particles, where each state is denoted as 
the hypothetical state of the tracked object and its weight. The observation likelihood of the objects is modeled based 
on color histogram. The sample weight is measured based on Bhattacharya coefficient that measures the similarity 
between each sample's histogram with a specified target model. The algorithm can track the multiple objects in the 
present of occlusion and noise successfully. Some experimental results show the effectiveness of our method to track 
the multiple objects. 
 
Keywords: particle filter, color feature, multiple objects, occlusion. 
 

 

I. INTRODUCTION 
The increasing interest in visual tracking is 

motivated by a huge number of promising applications 
that can now be tackled in real-time applications. These 
applications include performance analysis, surveillance, 
video-indexing, smart interfaces, teleconferencing and 
video compression. However, tracking objects can be 
extremely complex and time-consuming especially 
when it is done in outdoor environments. Here, we can 
mention some problems of object tracking in outdoor 
environments such as fake-motion background, 
illumination changes, shadows and presence of clutter. 
Some problems are also taken into account concerning 
whether a single or multiple objects should be tracked. 
Because the multiple objects tracking has more 
challenging problem due to the presence of objects 
occlusion, objects appearing and disappearing or 
appearance changes.  

Traditionally, the tracking problem is formulated by 
Ristic et al. [1] as a sequential recursive estimation that 
is having an estimate of the probability distribution of 
the target in the previous frame and estimates the target 
distribution in the new frame using all available prior 
knowledge and the new information brought by the new 
frame. The state-space formalism where the current 
tracked object properties are described in an unknown 
state vector updated by noisy measurements is very well 
adapted to model the tracking. One of the methods of 
the sequential estimation is Kalman filter [2] which is 
dealing with target tracking in the probabilistic 

framework. But it cannot resolve the tracking problem 
when the model is nonlinear and non-Gaussian. The 
extended Kalman filter [2] can deal to this problem, but 
still has a problem when the nonlinearity and non-
Gaussian cannot be approximated accurately.  

Recently, particle filter, a numerical method that 
allows to find an approximate solution to the sequential 
estimation [3] has been proven very successful for 
nonlinear and non-Gaussian estimation problems [4-6]. 
It approximates a posterior probability density of the 
state such as the object position by using samples which 
are called particles. As for one of the particle filters, the 
Condensation algorithm was introduced by M. Isard et 
al. [4]. This algorithm has been typically used for 
tracking problems of moving object contours. For 
another particle filter, Monte Carlo filter was introduced 
by Kitagawa [5] and Bayesian bootstrap filter was 
introduced by Gordon et al. [6]. 

Although particle filters have been widely used in 
recent years, they have important drawbacks [7]. One of 
them is sampling impoverishment that is samples are 
spread around several modes pointing out the different 
hypotheses in the state space, but most of them may be 
spurious. Especially in the multiple objects tracking, the 
objects with higher likelihood may monopolize the 
samples set and objects whose samples exhibit lower 
likelihood have higher probability of being lost. Besides 
that, the multiple target tracking has another problem 
with occlusion, appearance change and background 
clutter. 
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In recent years, many improvements have been 
introduced, but there is still much ground to cover. 
Different approaches have been taken in order to 
overcome these facts. Nummiaro et al. [8] used a 
particle filter based on color histograms features. 
Histograms are robust to partial occlusions and rotations 
but no shape analysis is taken into account. Moreover, 
no multiple-target tracking is considered and complete 
occlusions are not handled. Perez et al. [9] proposed 
also a particle filter based on color histogram. They 
introduced interesting extension in multiple-part 
modeling, incorporation of background information and 
multiple targets tracking. Nevertheless, it requires an 
extremely large number of samples, since one sample 
contains information about the state of all targets, 
dramatically increasing the state dimensionality. Further, 
no appearance model updating is performed, what 
usually leads to target loss in dynamic scenes.  
Comaniciu et al. [10] proposed to use mean shift in 
order to track non-rigid object. His work has real time 
capabilities. However, the problem for object tracking 
with color occurs when the region around the object is 
cluttered and illumination is change. In this way, a color 
feature based tracking does not provide reliable 
performance because it fails to fully model the target 
especially when occlusion occurs. In another work, 
Comaniciu et al. [11] approach relied on gradient-based 
optimization and color-based histograms. In this case, 
no dynamic model is used therefore no occlusion can be 
predicted. Deutscher et al. [12] presented an interesting 
approach called annealing particle filter which aims to 
reduce the required number of samples, however, it 
could be inappropriate in a cluttered environment. They 
combine edge and intensity measures but they focused 
on motion analysis, and thus, no occlusion handling is 
explored. Some effort have been done in contour 
tracking [13] although it may be inappropriate, if used 
as the only cue, in crowded scenarios because of 
multiple occlusions. 

Another issue of the multiple target tracking is the 
management of multiple tracks caused by newly 
appearing targets and the disappearance of already 
existing targets. Some of them rely on hybrid sequential 
state estimation. In [14], the state vector denoting all the 
existing targets is augmented by a discrete random 
variable which represents the number of existing objects 
in a video sequence. The particle filter developed in 
[15] has multiple models for the object motion, and 
comprises an additional discrete state component, 
denoting which of the motion models is active. The 
Bayesian Multiple-Blob Tracker (BraMBLe) [16] 
presented a multiple persons tracking system based on 
statistical appearance models. The multiple blob 
tracking is managed by incorporating the number of 
objects present in the state vector and state vector is 
augmented as in [14] when a new object enters the 
scene. 

In this paper, we propose to solve some tracking 
problems related to the difficulties described above, 

such as multiple objects tracking with unknown 
dynamics in presence of background clutter and strong 
noise and in the presence of occlusion. 

The remaining of this paper is organized as 
following. In section 2, we describe a probabilistic 
tracking framework. Section 3 describes the multiple 
objects tracking. Section 4 presents some experimental 
results and finally section 5 is the conclusion of the 
paper.  

II. PROBABILISTIC TRACKING 
FRAMEWORK  

Since the tracking problem is formulated by 
sequential recursive estimation, a probabilistic 
framework is commonly used. The computation of the 
expected state xk given all observations to data z1:k is 
called filtering. Under certain assumptions, the posterior 
probability distribution function (pdf) ( )kkp :1zx can be 
calculated through recursive estimation, 

( ) ( ) ( ) ( ) 1
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1:11
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The pdf is projected forward according to the 
transition model to make a prediction. Then, it is 
updated in agreement with the new observation zk. 
When no assumptions are taken about the involved 
distributions, this problem is overcome by simulating N 
random samples from the posterior pdf, }:1;{ Nii

k =x . 
This approach is called particle filters [4-6]. 

In Bayesian sequential estimation, the filtering 
distribution can be computed according to the two step 
recursions, prediction and update step. The prediction 
step follows from marginalization and updated step is 
obtained through observation model. This recursion 
requires the specification of a dynamic model 
describing the state evolution, p(xk|xk−1) and a model 
that gives the likelihood of any state in the light of the 
current observation, p(zk|xk). The recursion is initialized 
with some distribution for the initial state p(x0). 

The basic idea behind the particle filter is very 
simple. Starting with a weighted set of samples at k-1 
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i
k =−− πx approximately distributed 

according to p(xk−1|z1:k−1), new samples are generated 
from a suitable proposal distribution, which may depend 
on the previous state and the new measurements. To 
maintain a consistent sample, the new importance 
weights are set to 

( )
⎟
⎠
⎞⎜

⎝
⎛

⎟
⎠
⎞⎜

⎝
⎛

=
−

−
−

kkk

i
k

i
k

i
kki

k
i
k

q

pp

:11:1

1
1

,zxx

xxxz
ππ . (2) 

The new particle set is re-sampled using normalized 
weights i

kπ  as probabilities. This sample set represents 
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the posterior at time k, ( )kkp :1zx . Then, the 
expectations can be approximated as 

( ) ∑
=

≅
N

i

i
k

i
kkkp

1
:1 x̂zx πΕ .  (3) 

This implementation of the approach corresponds to the 
bootstrap filter as proposed in [6]. 
 

III. MULTIPLE OBJECTS TRACKING 
In this paper, we proposed an algorithm based on 

particle filtering in conjunction with color feature. The 
motion of the central point of a bounding box is 
modeled using first-order dynamics model.  

The state of the object is defined as 
),,( kkkkkk A,ww,xxs = where the components are 

position, speed, bounding-box size, bounding-box scale 
and pixel appearance, respectively. Each object 
associates one specific appearance model to the 
corresponding samples, allowing multiple objects 
tracking. The observations zk is given by input images Ik. 
 
3.1. System Flow Diagram 

In this paper, we want to apply a particle filter in a 
color model-based framework to track multiple objects 
in outdoor environment. Initially, the samples are drawn 
randomly for the first frame. The sample prediction is 
performed based on a system model. The weight 
calculation is performed based on histogram distance 
computed using Bhattacharya coefficient. The estimate 
is performed based on the sample’s weight. Then 
resampling is performed for the next sample iteration. 
Target model is updated to ensure the proper tracking 
multiple objects. The overall working flow diagram is 
shown in Figure 1. 

 
3.2 Tracking Model 

We consider the motion of an object as the discrete 
time 2-dimensional (2D) motion with constant velocity. 

The state vector at a time step k is denoted by sk, 
including position, speed, size and bounding box scale 
of each sample and is predicted according to 

xxxx ξ∆ ++= −− tkkk 11ˆ ,   

xxx ξ+= −1
ˆ

kk ,    

wwww ξ∆ ++= −− tikkk 1ˆ ,        

 www ξ+= −1
ˆ

kk .        (4) 
The random vectors wwxx ξξξξ ,,, provide the system 
with a diversity of hypotheses. 
 
3.3. Likelihood Function 

The likelihood function computes the pdf of image 
features given the state. The target appearance can be 
represented by means of color histograms. Histograms 
are broadly used to represented human appearance, 
since they are claimed to be less sensitive than color 

templates to rotations in depth, the camera point of view, 
non-rigid targets, and partial occlusions. 

To achieve robustness against mixed color, rotation 
and variant illumination condition, we focus on 
weighted color histograms to represent the target model. 
In this paper, the color histogram is used as the 
discretized color distribution. The histograms are 
calculated from the function h(xi) that assign the color at 
location xi to the corresponding bin. Following [8-10], 
we do not use the entire image as a measurement, but 
rather we compute the color histogram inside the image 
region that is specified by the state vector. 

To increase the reliability of the target model, 
smaller weight are assigned to the pixels that are further 
away from region center by employing a weighting 
function 
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here, r is the distance from the center of the region. 

The color histogram { } mupp u ,...,1)( ==  yy at 
location y is calculated as 
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here respectively, I is the number of pixels in the region, 
xj is the position of pixels in the region, δ is the 
Kronecker delta function, a is the normalization factor, 
and f is the scaling factor defined as  
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measured using Bhattacharyya distance defined as 
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From this equation, the larger ρ shows the more similar 
the distributions. For two identical histograms we obtain 
ρ =1, indicating a perfect match.  

The weight π(i) of i-th state x(i)  is calculated as 
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Fig. 1. Particle filter implementation flow 
 
Where p(x(i)) and q are the color histogram of sample 
and target, respectively. From this equation, we can see 
that small Bhattacharya distance corresponds to large 
weight. During resample step of particle filter, samples 
with a high weight may be chosen several times leading 
to identical copies, while others with relatively low 
weights may be ignored. 

 
3.4 Weight Normalization 

In a multiple targets tracking scenario, those targets 
whose samples exhibit lower likelihood are more likely 
to be lost, since the probability of propagating one mode 
is proportional to the cumulative weights of its samples. 
In order to avoid one target absorbing other target 
samples, we proposed to normalize the weights as 
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here L is the number of tracked targets. Each weight is 
normalized according to the total weight of the target’s 
samples. Thus, all targets have the same probability of 
being propagated, since the addition of the weights of 
each target samples sums 1/L.  

 
3.5 State Estimation 

The k-target estimates are computed according to 
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where [ ]1,0,,, ∈wwxx αααα denote the adaptation rates.  

3.6 Target update 
The target appearance must also be updated. 

However, this is a sensitive task. The target models are  
only updated when two conditions hold: (i) the target is 
not occluded and (ii) the likelihood of the estimated 
target’s state suggests that the estimate is sufficiently 
reliable. In this case, they are updated using an adaptive 
filter 

estkk pqq qq αα +−= −1)1( ,  (13) 

where αq ∈[0, 1] is the learning rate that contribute to 
the updated histogram and pest is histogram of the 
estimated state, respectively. In order to determine when 
the estimate is reliable, the likelihood of the current 
estimate is computed, πest. The appearance is then 
updated when this value is higher than an indicator of 
the expected likelihood value and is calculated 
following an adaptive rule 

estukuk παλαλ +−= −1)1( ,  (14) 
here λk is expected likelihood, αu ∈[0, 1] is the learning 
rate and πest is estimated likelihood, respectively. This 
value indicates that the object has to be well matched to 
the model histogram before the update is applied. 

 
3.7 Occlusion Handling 

Occlusions can cause a failure in the tracking 
multiple objects. They may cause inaccurate in 
estimation and updating of the position and size of the 
tracked object. Thus, the target's estimated position 
would be shifted and its size should be adapted to the 
area that the target can be seen or not occluded. 
Moreover, the appearance model may be updated with 
completely wrong values which would cause target loss 
in few frames. The situation during complete occlusion 
could be even worst since the likelihood of the occluded 
target would be meaningless, the resampling phase 
would propagate the wrong random samples and 
quickly cause the loosing of the object. Therefore, a 
proper handling of occlusions is crucial. 

In this paper, occlusions are predicted according to 
the dynamic models by using the predicted distance 
between the objects such as,  
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here xm, ym, xn and yn are the sample position of each 
object and R is a threshold, respectively. When the 
predicted distance exceeds a certain threshold, the 
object is pointed out as occluded object. Subsequently, 
by exploring the maximum sample likelihoods and 
comparing them with recent historical values, we can 
conclude which object is being occluded. When the 
occlusion is detected, the object status turns into 
occluded object. This status involves several changes in 
the normal development of the process. First of all, the 
adaptation rates wwxx αααα ,,,  are set to zero and the 
target estimated speed is kept constant and the position 
is updated only according to its speed. In addition, no 
size or appearance adaptation is performed. Finally, 
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those samples belonging to the occluded target are not 
resampled according to their weights since they are 
meaningless but they are just propagated. As a result 
samples spread around the target, because of the 
uncertainty predictions terms. The other object samples 
are normally resampled but they cannot be assigned to 
the occluded target. When the occlusion is no longer 
predicted or sample likelihood exceeds the value of 
previous likelihood of the occlusion object, the object 
status turns into not occluded, which immediately 
implies the samples to be resampled again. In addition, 
position and speed are again updated.  

 

IV. EXPERIMENTAL RESULT 
In order to evaluate our proposed method, we have 

done the experiments to track the multiple objects in 
the presence of occlusion and background clutter in 
outdoor environment. The experiments are implemented 
on Pentium IV with 2.53 GHz CPU and 512 MB RAM. 
The resolution of each frame is 240320× pixels image. 
The color histogram is calculated in RGB space with 
8×8×8 bins.  

Figure 2 and 3 show the experimental results of the 
tracking objects. The small circle shows the estimated 
position of the tracking objects and the square shows the 
region of the tracked object used in color histogram.  

On the first experiment, we try to track the objects 
when they move on the opposite direction and merge in 
the middle of the scene. The tracking performance is 
shown in Figure 2. Firstly, the first object appears on 
the left side of scene and the second object appears 
afterward on the right side. After several frames, the 
first object occludes the second object in the middle of 
the scene. Occlusion is correctly detected by avoiding 
resampling of samples of the occluded object and 
appearance models updating. The occluded object is 
successfully tracked as shown in frame #123, #127 and 
#133. The object is also tracked successfully although 
the full occlusion is occurred (frame #127). The system 
successfully recovers the object from occlusion (frame 
#137). After the occlusion is no longer occurred, each 
object is normally resampled and the appearance is 
update again. On both conditions (occlusion and not 
occlusion), we successfully update the appearance 
models when reliable measures are obtained. 

On the second experiment, the objects have same 
moving direction and merge in the middle of the scene. 
The second object moves faster than the first one. On 
this experiment the occlusion status takes longer time 
(from frame #190 to frame #300). The occlusion is 
detected in the frame #190. At that time, the samples of 
the occluded object are not resampled but they are just 
propagated. The first complete occlusion is occurred on 
frame #220. The second object is still in the status of 
occlusion after several frames (frame #240 ~ frame 
#265). The second complete occlusion then occurs on 
frame #285 as the second object change the motion 
direction to the left side of scene. The system 

successfully recovers the second object from occlusion 
(frame #315). After the occlusion is no longer occurred, 
each object is normally resampled and the appearance is 
update again. On both conditions (occlusion and not 
occlusion), we successfully update the appearance 
models when reliable measures are obtained. Figure 3 
shows the tracking performance of our method. 

 

V. CONCLUSION 
This paper presented a new method to track multiple 

objects employing color-based particle filter. The robust 
color likelihood is used to properly evaluate samples 
associated to target which present high appearance 
variability. We rely on Bhattacharya coefficient between 
target and sample histogram to perform this task. Model 
updating is carried to update the object in the presence 
of appearance change. The multiple objects tracking 
cause several problems such as occlusion. These 
problems can be tackled by redefining the weight 
normalization, prediction based on the dynamical model 
and likelihood measures. The performance of the 
tracking algorithm was tested by experiments. From the 
results, the algorithm can successfully track multiple 
objects moving in the presence of occlusion, 
background clutter and appearance change.  

It should point out that although the experimental 
data used in this paper only contain close to linear 
motion model, there is no inherent difficulty for the 
proposed method to handle nonlinear motion model. 
This is because that the particle filter framework is 
generally not constrained to linear motion model. 
Furthermore, the performance of the multiple objects 
tracking can be improved in several ways such as 
adding the background modeling information [9] in the 
calculation of likelihood, detection of appearing objects 
and disappearing already existed object using hybrid 
particle filter [13] and so on. Taking them into 
consideration could lead to some improvement. These 
are remaining for our future works. 
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#110 #118 #123 #127 

 
#133 #137 #140 #150 

Fig.2. Two objects move in opposite direction and occlude in the middle of scene 
    

 
#160 #190 #220 #240 

 
#265 #285 #300 #315 

Fig.3. Two objects move in the same direction and occlude in the middle of scene 
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Abstract: Facial expressions are an important channel of nonverbal communication. Currently, many facial expression 

analysis or recognition systems have been proposed. In this paper, a study of dimension reduction of Gabor features 

from different facial expressions is presented. Principle Component Analysis (PCA) is used as dimension reduction 

method. The experiment is conducted by using samples of face image for eight subjects. There are six facial 

expressions; anger, fear, happy, neutral, sadness and surprise are used in this study. In this experiment, we use different 

poses and head postures of each subject. Experiment results demonstrated the reduced dimensions of Gabor features 

could be effectively used in the next processing for recognizing facial expressions. 

 

 

Keywords: facial expression, Gabor features, dimension reduction, PCA. 

 

 

I. INTRODUCTION 

Nowadays, computer-based applications become 

more sophisticated and are increasingly involved in our 

daily life. Human-computer interface is one of the 

outcomes that have been developed to fulfill human 

needs in facilitating some task. Over the last decade, 

face detection and facial expression recognition have 

become an active research area that finds potential 

applications for human-computer interfaces, talking 

heads, image retrieval and human emotion analysis [1]. 

In recent years, numerous algorithms for face detection 

and facial expression recognition have been proposed.  

Moore and Bowden [2] wrote in their literature 

review, the earliest work on facial expression 

recognition was introduced by Ekman, and it was called 

Facial Action Coding System (FACS). FACS provided 

a prototype of the basic human expressions and allowed 

researchers to study facial expressions based on 

anatomical analysis of facial movement. In other 

research, Ma and Khorasani [3] applied two-

dimensional discrete cosine transform (DCT) over the 

entire face image to extract the facial feature, and 

developed one-hidden-layer feed forward neural 

network to recognize the facial expressions. Littlewort 
et al. [4] proposed a method to extract the dynamics of 

facial expression automatically from video. In this study, 

Gabor energy filter was used in feature extraction 

technique and then three different classifiers were used 

to classify the facial expressions into 7 classes (neutral, 

anger, disgust, fear, joy, sadness, surprise). These three 

classifiers were AdaBoost, Supervised Vector Machine 

(SVM) and Linear Discriminant Analysis (LDA). At the 

end of this experiment, they had examined the 

performance of the classifier. 

Deng et al. [5] proposed a facial expression 

recognition system based on local Gabor filter banks 

with the selected part of frequency and orientation 

parameters. Two stages of feature compression method 

were employed to select and compress the Gabor 

features. First stage was PCA and then followed by 

LDA. The recognition of facial expression was done by 

applying minimum distance classifier. Loh, Wong & 

Wong [6] developed an e-learning system that used 

facial expression recognition. They also applied Gabor 

wavelet for facial feature extraction and back 

propagation neural network for the classification. 

In this paper, a study of dimension reduction of 

Gabor features from different expressions is presented. 

We selected 6 facial expressions in this work, which are 

sadness, happy, anger, fear, surprise and neutral. 

 

II. METHODOLOGY 

Face 
detection

Face 
tracking

Crop 
faces

Convert RGB 
to grayscale

Histogram 
equalization

Resize 
image

Gabor 
filtering

Down 
sampling

Dimensionality 
reduction : PCA

Pre-processing & Facial Feature Extraction

 
 

Fig.1. Block diagram of the proposed method. 

 

Figure 1 shows the block diagram of our work. In 

this paper we briefly present a face detection method, 

and then explain in detail the facial feature extraction 

technique. 
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1. Face detection & tracking 

 

Haar-like features and AdaBoost algorithm were 

used in the face detection phase. This technique was 

introduced by Paul Viola and Micheal Jones[7], and 

then was improved by Reiner Lienhart[8]. Following 

the algorithms, face tracking technique was added 

which enabled the face detector to track the moving face. 

This technique is called Camshift, otherwise known as 

Continuously Adaptive Mean Shift. At this stage, we 

used 700 positive samples (patch of human face) and 

437 negative samples (background images or non-face) 

to train AdaBoost algorithm. 

 

2. Pre-processing & facial feature extraction 

 

In this experiment we used images from eight 

subjects that were selected from FEEDTUM [9] 

database. Multiple images of six facial expressions with 

different poses and head postures were taken from each 

subject. Total number of sample images was 943. 

Firstly, at the pre-processing stage we cropped the 

face images manually in order to remove the 

background information and have only face details. 

Figure 2 shows samples of face image that were used in 

this study.  

 

             
   (a) Angry       (b) Fear       (c) Happy  

               
   (d) Neutral     (e) Sadness     (f) Surprise 

Fig.2. Image samples for different facial expressions. 

 

 
Fig.3. Output image of histogram equalization. 

 

At the beginning, all sample images were in RGB 

and then we converted them into grayscale. The 

grayscale images outcome from the conversion were 

poor because of lacking contrast; thus we employed the 

histogram equalization on the images. As a result, the 

images were enhanced and the face detail was improved. 

Figure 3 shows the output image of histogram 

equalization. 

 

 

The Gabor filter represents the properties of spatial 

localization, orientation selectivity and spatial 

frequency selectivity. The Gabor filter can be defined 

as:  

(1) 

where z = (x,y), u and v define the orientation and scale 

of the Gabor wavelets, respectively [10]. ku,v is defined 

as follows: 

ku,v = kve
iΦ

  ,     (2) 

 

where kv=kmax/f
v
 and Φu = πu/8. kmax is the maximum 

frequency, and f is the spacing factor between kernels in 

the frequency domain.  

In this experiment we applied Gabor filter with one 

scale (v=1) and one orientation (u= 4), with the 

parameters σ = 2π, kmax = π/2 and f=√2. The Gabor 

representation of an image, which is called the Gabor 

image, is produced from the convolution of the image 

with the Gabor kernels as defined by Eq.(1). For each 

image pixel, it produces two Gabor parts: the real part 

and the imaginary part. Subsequently, these two parts 

were transformed into two kinds of Gabor features: 

magnitude and phase. In this study we used magnitude 

features to represent the facial Gabor features.  Figure 

4 shows the Gabor magnitude responses for each 

expression (anger, fear, happy, neutral, sadness and 

surprise) derived from the images shown in Figure 2. 

 

          
(a) Angry      (b) Fear       (c) Happy 

          
   (d) Neutral     (e) Sadness     (f) Surprise 

Fig.4. Gabor magnitude responses 

for different facial expressions. 

 

 

The Gabor image size was 120x120 pixels, which 

produced 14,400 feature vectors. The numbers of the 

features were too many therefore we needed to reduce 

the image size so the number of features would be 

smaller. To get the smaller size of images we performed 

Gaussian pyramid down sampling [10]. This method 

reduced the size of an image by a factor of 2. The down 

sampling method performs a Gaussian smooth using 

5x5 Gaussian kernel and then removes every other line 

from an image. The image result obtained from the 

down sampling was 60x60 pixels. The output images 

still large, and again, we downsized the images into 30 x 

30 pixels so that we could have only 900 features. 
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3. Dimensionality reduction 

 

As mentioned in the previous section, the final 

output image size was 30x30 pixels that produced 

900x1 feature vectors. We used these feature vectors as 

input data to the Principle Component Analysis (PCA). 

PCA is a way of identifying patterns in data and 

expressing the data in such a way as to highlight their 

similarities and differences [11]. The other main 

advantage of PCA, it is able to reduce the number of 

dimensions without much loss of information. Besides, 

PCA is a powerful tool for analyzing high dimension 

data, since graphical representation for high dimension 

data is not available. In this paper, we used PCA to 

reduce the number of feature vectors so it also will cut 

down the computation time for the classification in the 

next stage. 

At this stage, we subtracted the mean from each of 

the data. The mean subtracted is the average across each 

dimension, then the covariance matrix was calculated. 

After that, eigenvectors and eigenvalues were calculated 

based on covariance matrix that has been computed 

before. Next, we selected 20 most significant 

eigenvalues to get the eigenvectors. Finally, the 

eigenvectors were projected onto subspace.  

 

III. EXPERIMENTAL RESULTS & 

DISCUSSION 

 
In this study, Gabor filter with horizontal orientation 

was selected because it produced discriminative Gabor 

features better than other orientations. In addition, by 

using only one orientation it helped to reduce the 

computational complexity of Gabor features extraction. 

As a result, facial features, such as eyes, nose, mouth 

and wrinkles at each expression (as shown at Fig. 4) 

would give different appearance. The variability in the 

underlying Gabor magnitude response of facial images 

corresponds to differences among different facial 

expressions. In the PCA, the eigenvector indicates the 

direction in which the data greatly distributed. The 

direction of maximum separation is called the first 

component of a dataset. We plotted the first, second and 

third component of dataset and it shows the separation 

of the data. 

From the observation of the scatter plots, the facial 

expression data for each subject were grouped with one 

another but some of them were slightly overlapped with 

the different group of expressions. It shows data in the 

tight cluster have least variability while data from 

separated cluster have the greatest variability (as shown 

at Fig. 5(a)). From the results, we found that our data 

were separated into each type of facial expression. 

Facial expressions data for subject number 5, 6 and 7 

had slightly scattered and overlapped. At these figures, 

the overlapped data were the expressions of sadness and 

neutral. This is because the sadness and neutral 

expressions for the subject is nearly similar which is 

shown in Figure 6.  

IV. CONCLUSION 

In this paper, a study of features extraction by using 

Gabor filter and dimension reduction by PCA is carried 

out. The PCA was used to downsize the big number of 

Gabor features. The purpose of the dimension reduction 

is not only to cut down the dimension, but also to 

reduce the computational time. Fast processing time 

will give advantage to the next process which is the 

classification of different facial expressions that we will 

develop later. Results obtained from the scatter plots 

show that facial expression data were grouped with one 

another according to the type of expressions. From the 

detailed analysis of data plots, the compressed Gabor 

features could be effectively used in the next processing 

for recognizing facial expressions. 
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(a) Subject no.  

 
(b) Subject no. 2 

 
(c) Subject no. 3 

 
(d) Subject no. 4 

 
(d) Subject no. 5 

 
(e) Subject no. 6 

 
(f) Subject no. 7 

 
(h) Subject no. 8 

Fig. 5 3D Plots of facial expression data from 8 subjects. 

 

 

        
Fig.6. Facial expressions of sadness and neutral that seemed almost the same.
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Abstract: We have developed a system that allows a piano to perform automatically. In order to play music in the 

manner of a live pianist, we must add expression to the piano’s performance. In the case of piano music, there are often 

1000 or more notes in the score of even a short piece of music, requiring that an editor spend a huge amount of time to 

accurately simulate the emotionally expressive performance of a highly skilled pianist. Therefore, we have developed 

an interactive musical editing system that utilizes a database to edit music more efficiently. We have analyzed MIDI 

data regarding the performances of highly skilled pianists in order to observe the stylistic tendencies of their 
performances. Our result showed that phrases having similar patterns in the same composition were performed in 

similar styles. Therefore, we developed a system that searches for similar phrases throughout a musical score and 

evaluates the style of the performance. The method of searching for similar phrases uses DP (Dynamic Programming) 

matching, and it evaluates performance expression based on the best alignment of DP matching. 

 

Keywords: automatic piano, knowledge database, computer music, DP matching 

 

 

I. INTRODUCTION 

We have developed a performance system for an 

automatic piano. In this system, 90 actuators are 

installed on the 88 keys and the 2 pedals of a grand 

piano. These actuators operate key strokes and execute 

pedaling on the piano. (See Figure 1) 

Reproducing music with the piano is similar in some 

ways to reproducing music on the computer. Essentially, 

variations in tempo, dynamics, and so on are needed to 

arrange the respective tones in the desired way. 

However, in the case of piano music, there are 1000 or 

more notes in a score of even a short piece of music, 

and for this reason an editor must spend an enormous 

amount of time working with an arrangement in order to 

simulate the expressions of an actual performance. 

Therefore, in this research, we have developed an 

interactive musical editing system to edit music more 

efficiently
 [1]
. 

We have analyzed MIDI data from the performances 

of highly skilled pianists in order to observe the stylistic 

tendencies of their performances. Out results showed 

that phrases having similar patterns in the same 

composition were performed in similar styles. Moreover, 

we found that the pattern of notes in a score sometimes 

influences the expression of a piece of music.. 

In this research we developed a system that searches 

for similar phrases throughout a musical score and 

evaluates the style of a performance. We propose a 

method that uses DP matching as a way to search for 

similar phrases. This system converts notes into 

character strings. In addition, the system runs DP 

matching using character strings and calculates the 

degree of disagreement between these strings. We use 

these calculations as an index to determine whether the 

strings resemble each other. Moreover, we designed a 

method for evaluating the performance expression based 

on similar phrases as found by DP matching. 

In this paper, we describe the results of searching for 

similar phrases using DP matching and evaluating 

performance expression. 

 

 

 

 

 

 

 

 

 

 

 

 

 Figure 1: View of the automatic piano 
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II. Musical Editing Support System 

2.1 System Architecture 

 

The structure of the system is shown in Figure 2.1. 

The user edits music via the user’s interface on a 

computer display. The user can also access a database 

that has musical grammar, the user’s preferences, and so 

on. As a result, editorial work is reduced and efficient 

editing becomes possible.  

 

 

 

 

 

 

Figure 2.1 Structure of the editing system 

 

2.2 Format of Performance Information 

 

The parameters of performance information are 

shown in Tables 1 and 2. The automatic piano that we 

have developed uses a music data structure that is 

similar to MIDI. We defined performance information, 

dividing it into two categories: the notes and the pedals. 

The note information is comprised of the six parameters 

involved in producing a tone: “Key (note)”, “Velo 

(velocity)”, “Gate”, “Step”, “Bar”, and “Time”. “Velo” 

is the dynamics, given by the value of 1～127. “Gate” is 

the duration of the note in milliseconds. “Step” is the 

interval of time between notes, and it also exhibits 

tempo. “Bar” is the vertical line placed on the staff to 

divide the music into measures.  

The pedal information is comprised of four 

parameters: “Key (indicating the kind of pedal: 

“Damper” or “Shifting”)”, “Velo (the pedaling 

quantity)”, “Time (the duration for which the pedal is 

applied)”, and “Bar”. 

 

2.3 Editing Support Process with Database 

 

Our system can automatically apply a rough 

performance expression using a Musical Rules Database 

and Score Database. (See Figure 2.2) 

In addition, the system has Preference Database, wh

ich stores the editing characteristic of the user. 

 

 

 

 

 

 

Figure 2.2: Automatic translation with database 

2.3.1 Musical Rules Database 

 

  This database contains the architecture of musical 

grammar necessary to interpret symbols in musical 

notation. It is composed of five tables containing 

“Dynamics marks”, “Articulation marks”, “Symbol of 

Changing Dynamics or Changing Tempo (symbol that 

affects the speed of a note or the increase or decrease of 

the volume)”, “Time signature”, and “Tempo marks”. 

   Analyzing a music symbol according to its usage 

allows efficient information processing by the system. 

 

2.3.2 Score Database 

 

This database has symbols including notes, time 

signature, rests and so on in standard musical notation. 

Symbols were pulled together in order of bars, and bar 

symbols are arranged in time series. Performance 

expression in itself is only information such as pitch, 

strength, and length and concerns only the enumeration 

of a sound. Because the identification of each sound is 

difficult, editing of the performance expression is 

difficult. By adding the Score Database’s information to 

performance expression, we can connect each note. In 

doing so, it becomes easy to edit each phrase. 

This database consists of three tables, the “Element 

table” (showing the position of the note and the 

composition of the chord), the “Symbol table” (showing 

the position of the music symbol) and the “Same table” 

(showing the position of the repetition of the phrase). 

The Element table contains the field “Note Value”. 

Data in this field indicates the type of note, e.g., a 

quarter note, a triplet, and so on. “Note Value” is 

expressed by three hexadecimal numbers, which are 

shown in Figure 2.3.  

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

① Note or Rest (0: Note, 1: Rest) 

② Note Value (000: A whole note, 001: A half note …etc) 

③ Tie (If the note has a tie then this number is 1.) 

④ Ornament  

(If the note has an ornament then this number is 1.) 

⑤ The number of dots  

(Exceptionally, if it is “11” then the note is tuplet.） 

⑥ Additional Information 

The number of tuplets. (Triplets: 0011) 

The type of an ornament. (Trill: 0101）         etc… 

Figure 2.3: Note Value 
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III. Searching for Similar Phrases 

As a result of the analysis, it was found that phrases 

of the same pattern existing in the same tune are 

performed in a similar expression. This time, we used 

DP matching to search for similar phrases.  

 

3.1 DP matching 

 

a) DP matching 

DP matching is a technique used well in the field of 

speech recognition, bioinformatics and so on. It has a 

feature that can calculate similarity between two words 

that are different in a number of characters from each 

other.  

In Figure 3.1, the route of minimum cost in each 

point is taken, and the route with the lowest cost is 

assumed finally to be an optimal path. The cost at that 

time is defined as the distance between patterns. In this 

system, this distance is handled as a threshold to judge 

whether the phrases are similar to each other. 

For example, if the cost moves up or to the right, the

n it is increased by 1. If it moves to the upper right, then

 it does not increase. Also, if the characters do not corre

spond in each point, then the cost is increased by 5. 

 

 

 

 

 

 

 

 

b) Best alignment of DP matching 

The best alignment of DP matching is what enables 

it to express the best correspondence between notes. 

Figure 3.2 shows the best alignment from Figure 3.1. 

This relation is not used because of the searching 

processing but instead is used because of the inference 

processing. 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2 Searching with DP matching 

 

In this passage, we describe a method of searching 

with DP matching. We had to convert a musical score 

into character strings (a Note Pattern) before searching 

for similar phrases. This process is explained below. 

 

3.2.1 Note Pattern 

 

Our system converts a score into a Note Pattern 

using Note Values (See Passage 2.3) in order to perform 

DP matching. Of the three columns of Note Values, we 

used the two columns on the left. The system replaces 

numbers in the second column with letters of the 

alphabet (from G) because a letter, being a different 

notation than that used in the first column, allows the 

expression of one note with two columns. An example 

of a Note Pattern conversion is shown in Figure 3.3. 

 

 

 

 

 

 

 

 

3.2.2 The Method of Searching 

 

The flow of the similar phrase search is shown in 

Figure 3.4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Essentially, two rounds of search processing are 

performed. The first processing round narrows down the 

points to those having a resemblance in all search 

ranges. A pattern with the same number as the search 

phrase is pulled out, and the distance between two 

patterns is calculated using DP matching. If they are in 

complete accord (distance = 0), then the phrase is stored 

best correspondence between notes 

a a b b 

a a b b 

Figure 3.2 Best alignment of DP matching  

Figure 3.3 Example of Note Pattern 

Figure 3.1 DP matching 
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Figure 3.4 The flow of the similar phrase search 

(Search range and expand range are set beforehand.) 
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in the Similar Table. If the distance is lower than the 

threshold, then the phrase is stored in the Temporary 

Table. In the second round of processing, DP matching 

is performed again using the phrases in the Temporary 

Table while increasing the number of characters. In 

other words, the system looks for the most similar 

phrases in the surrounding phrases. The threshold of this 

system has been decided by trial and error. 

 

VI. Phrase Expression System of Evaluations 

The similar phrases derived by the search method 

described in Chapter 3 are evaluated with regard to the 

performance expressions of the search phrases. 

 
3.3 Method of evaluating phrase expressions 
 

The method of evaluating performance expression, 

which uses the best alignment in DP matching, enables 

it to express the best correspondence between notes. The 

best alignment in DP matching gives us points of 

agreement and disagreement.  

Our evaluation method to determine the 

disagreement points is as follows. A correspondence 

between note patterns is revealed when the distance is 

minimized in DP matching. Next, the ratio of Velo to the 

previous sound is calculated for each sound in the 

searching phrases. The Velo of associated phrases is 

determined using a ratio 
iR  so that the ratio of the Velo 

is shown in the expression: 

 

 

V is the Velo of each searching phrase, and W is the 

Velo of similar phrase as calculated in R. 

 

Thus, the Velo of a similar phrase is determined. The 

value of Time uses the value determined by Automatic 

translation (see Passage 2.3). 

 

3.4 Searching & Inference Result 
 

The result of the searches and inferences using this 

system is shown in Figure 4. The phrase in the seventh 

bar of Beethoven’s Sonata No. 23 in a performance by 

Gerhard Oppitz was inferred from the first bar . The 

figure shows that the basis for this result is that the 

distance = 33 between the two phrases. The inferred 

phrase was similar to the performance expression of the 

searched phrase. 

In addition, even the phrase which distance leaves, 

we understand that the reasoning that resembled closely 

to some extent is made. 

 

 
 
 
 
 
                  Distance 33 

Figure 4 Searching and Inference Results 
 

V. CONCLUSION 

We designed methods of searching for similar 

phrases and evaluating performance expressions using 

DP matching and combined these functions into a single 

system. 

In the similar phrase search, the system was able to 

find similar phrases using DP matching in a short time, 

and it was even possible to find phrases whose 

resemblance might not be immediately apparent. 

In evaluating performance expressions, the system 

could make the best associations between phrases by DP 

matching of search results. 

The performance expression of some similar phrases 

that exist in a tune can be inferred at the same time 

using this system. We believe that this system can 

increase work efficiency by its automatic editing 

without sacrificing quality, in contrast to editing a piece 

by hand from the beginning. 

  In this study, we were able to perform only 

similar phrase searches and evaluations of performance 

expressions in the same piece of music. In the future we 

will perform evaluations with different pieces of music 

and will evaluate the existing system. In addition, it will 

be necessary to consider the music sign in these 

evaluations 
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Abstract: The authors are currently on the way to develop a couple of educational applications for learners to improve 
their utterance/writing skills with a particular reference to stylistic coherence: a visual aid for teachers and learners to 
detect style inconsistencies with advice on improvements, an evaluation aid for teachers to grade learners’ writings. In 
this paper, as a foundational data accumulation and analyses for them, we propose a method using multi-corpora 
comparison to correctly extract expressions not suited to a particular subgenre intended. 
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I. INTRODUCTION 

Any kind of text expressions, from human 
utterances and writings to robotic utterances and text 
generations, require stylistic consistency suited to the 
targeted genres and the author’s communicative 
purposes. Particularly in the educational field, automatic 
error detection and proof-reading tools are effective for 
students to learn how to write good essays. However, 
most of these tools including grammar and style 
checkers implemented in commercial word processing 
software ignore genre/subgenre differences and thus the 
user do not know whether the expressions that are 
pointed out as bad or wrong are indeed bad or wrong for 
the targeted genre/subgenre. So alternative method for 
detecting undesirable expressions for the targeted 
genre/subgenre is required. 

 

II. GENRE AND STYLISTIC CONSISTENCY  

Any text is classified into a genre. A genre is a set of 
criteria for a category of text, usually according to its 
topic and its way of publication. Thus, a text may be 
categorized as in the genre of biology according to its 
topic, or as a newspaper article because it is published 
in a newspaper. A genre is further divided into 
subgenres, part of which is sometimes regarded as 
linguistic register, mainly according to narrative aspects. 
How to narrate, or style, is highly related to the targeted 
audience and the author’s communicative purpose of the 
text, and stylistic consistency is required in a text, 

though deliberate inconsistencies bring extra literary 
effects.  

Stylistic consistency constitutes the use of suitable 
words, grammatical expressions, syntactic word orders 
and complexities, average sentence length, and 
information flow, though not limited to them. Several 
studies have tackled with style; particularly it has long 
been pointed out that basic stylistic consistency is held 
by the restrictive use of functional expressions 
particularly in the case of Japanese and other languages 
that have a rich variety of stylistic grammar forms.  

 
  a. Kore-wa hon-desu. 
   this   book  be-pres. 
     This is a book. 
 b. Kore-wa hon-da. 
 

Both ‘desu’ and ‘da’ are auxiliary copular verbs and the 
difference is up to politeness, which in turn should be 
determined according to the targeted audience and the 
author’s communicative purpose. So the mixed use of 
‘desu’ and ‘wa’ causes undesirable stylistic incon-
sistency and thus should be avoided.  

However, finer-grained observations of various 
kinds of human texts have found that a text genre 
traditionally considered to hold one single style should 
be decomposed into several different styles according to 
their subtle differences of the targeted audience and the 
author’s communicative purposes. For example, we can 
easily distinguish a newspaper article and a newspaper 
editorial, or a textbook for graduate students and one for 
undergraduate or high school students, not just in terms 
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of their contents but in terms of their style, though few 
of us can always make clear our criteria for this kind of 
distinction. Style has been studied mainly in the field of 
linguistics, literature, and education (for example, [1], 
[2]) but most of them are based on subjective, aesthetic 
judgments, and the finer-grained distinction of 
subgenres requires more objective, corpora-based 
analysis. From this viewpoint, in order to develop 
educational tools for better utterances and texts, it is 
necessary to first develop computational tools for 
detecting and evaluating stylistic inconsistencies. 

 

III. STYLISTIC FEATURE EXTRACTION 

AND STYLISTIC VISUALIZATION 

Stylistic consistency does not only depend on the 
inner consistency in the text, but also on the appropriate 
choice of style for the textual purpose. In other words, 
the targeted audience and the author’s communicative 
purpose determine the desirable style; then the author, 
with his/her limited reading experiences, tries to use as 
many appropriate stylistic features as possible and tries 
not to use inappropriate stylistic features. Very often the 
author, particularly the learning one, makes mistakes on 
the choice of appropriate expressions partly because the 
stylistic distinction is subtle and often unconscious, 
partly because the author unconsciously relies on his/her 
judgments that comes from the most accustomed style, 
informal speech style, and partly because every one of 
us speaks and writes a number of different texts each of 
which has its own style and tends to rely on his/her 
intuition which only tells them that a particular stylistic 
feature may not suit the purpose. 

With these in mind, we first construct a set of textual 
corpora that consists of two or more subgenres and 
extract stylistic features of each subgenre. This set 
roughly corresponds to our reading experiences but the 
larger size is naturally expected to contribute to a better 
detection of stylistic features. For the first 
approximation, let us consider that stylistic features of a 
subgenre are based on the preferable and unused 
expressions for the subgenre. The definition of 
‘expression’ may vary, but we should note that a large 
number of words, including misspelled ones, are found 
unregistered in the dictionaries that any taggers use,  
that our current target language, Japanese, has still some 
serious problems in tokenization, and, most importantly, 
that the mere frequency of a word or a phrase without 
regard to its context does not reflect the precise 

tendency of the use of the word in a subgenre because a 
word usually has more than one meaning and usage, 
each of which are differently preferred or avoided in 
different subgenres. So here, we tentatively define an 
expression as an n-gram character string. The n-gram 
character extraction is a simple way of extracting 
expressions, but successfully contains contextual 
information when n is large enough, though too large n 
naturally causes too many low frequencies. The 
determination of the proper (range of) n is a heuristic 
issue, and we first adopt the range of n as two to four, 
partly because most of the Japanese words consist of 
one or two characters. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.1. n-gram sample expressions in a Japanese 
equivalent of ‘It is cold today’ 

 
As sample contrastive data, we use a dumped file of 

Japanese Wikipedia [3] and a sample of 2ch BBS 
(http://www.2ch.net/).  

 
Data Number of characters 
Wikipedia 161,223,892
2ch 108,031,243

Table 1. Data set 
 
The frequency of each expression in Wikipedia and 

2ch classifies the expressions roughly in three classes: 
(a) expressions frequently used in Wikipedia but not 
frequently used in 2ch, (b) expression frequently used in 
both data, and (c) expressions not frequently used in 
Wikipedia but frequently used in 2ch. This classification 
means that the class (b) consists of rather neutral 
expressions, but the class (a) and (c) are to be 
considered to be stylistic features for Wikipedia and 2ch, 
respectively. The scatter diagram of 2- to 4-gram 
expressions is shown in Fig.2. 

With this kind of scatter diagram, each expression, 
or stylistic feature, can be graded according to its 
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distance from the catercorner([4]). Let a function gr(e) 
be defined as follows: 

For a given expression e, the grade function gr (e) of  
Wikipedia-preferred expressions is 
gr (e) = c dis (e) 
where dis (e) is the distance from the catercorner, 
 and c = 1 if e is plotted below the catercorner 
    c = 0 if e is plotted on the catercorner 
    c = -1 if e is plotted above the catercorner. 

 

 
Fig.2  Scatter Diagram of 2- to 4-gram expression 

(X: frequencies in Wikipedia, Y: frequencies in 2ch) 
 
Then, a given text T can be analyzed using gr (e) for 
every expression in T in terms of the resemblance with 
Wikipedia or 2ch.  
   We made an expression database Σ(e) consisting of 
gr (e) of all the expressions in the Wikipedia and 2ch 
corpora we used. Then every expression that appears in 
a given text T is graded using Σ(e), with which we 
obtain a sequence of gr (e) of T. A sample visualization 
of a student’ essay is shown in Fig. 3. 

 
Fig. 3 Resemblance Visualization 

 

As shown in Fig. 3, the overall tendency of the 
student’s essay used for this analysis resembles more to 
Wikipedia than to 2ch, but still it contains lots of 
expressions that are avoided in Wikipedia or preferred 
in 2ch. In other words, if we have a model set of 
corpora, one of which represents the targeted subgenre, 
any text can be graded and visualized with the function 
gr (e), and this type of visualization, though more 
improvements are necessary for practical use, can be 
used to visually point out expressions that may be 
avoided for the targeted subgenre. 

 

IV. IMPROVEMENTS 

In the previous section, we proposed a rather simple 
approach to evaluate a text in term of its appropriate 
style for the targeted subgenre by comparing its 
expressions with a model set of corpora, and visualized 
the result. In order to apply this method to an 
educational tool, at least two problems are to be solved. 
First, the method only uses the frequency of expression 
to judge whether a given expression is preferable or not 
for the targeted subgenre, but there should be different 
reasons for each expression being judged unfavorable: 
some may contain spelling errors, some grammatical 
errors, and others undesirable choice of words or 
phrases. Second, the visualization like Figure 3 is 
redundant for educational purposes, since what is 
important is to point out unfavorable expression for the 
targeted subgenre, and the grade differences among 
preferable expressions make little sense because the 
value of gr (e) near zero means that the expression tends 
to be used neutrally among corpora. 

For dealing with the first problem, an additional 
method detecting serious errors is required. As for the 
determination of the serious errors, we manually 
observed a set of students’ essays and picked up the 
following five frequent serious errors that should be 
detected: 

(a) Spelling errors 
(b) Inappropriate choice of case particles 
(c) Nouns with inappropriate modifiers 
(d) Inappropriate letter choice in nouns 
  (mischoices among hiragana, katakana, and kanji) 
(e) ordering errors of phrases (bunsetsu in Japanese) 

Then we prepared an artificial set of data in which five 
types of errors pointed above were mechanically added. 
With this data set, we tested two error detection models 
for Japanese optical character reading ([5], [6]), and 
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made experiments for evaluating these two models and 
tuning parameters. One model ([5]) focuses on the 
contextual allegation and detects the maximum 
inappropriateness. The other model ([6]) employs mth 
Order Markov Model to detect the lowest probability of 
transitions of a given string xi following the prior m 
strings using the following equation: 
 
 
 
 
 
 
Neither models can detect all the errors of (a) to (e) but 
tuning up the parameters with the artificial set of data 
improved the detection rate. 

As for the second problem, it is desirable to 
visualize only the appearances of undesirable 
expressions effectively, but at the same time, visualizing 
the sequence of the raw value of gr (e) as in Figure 3 
should be smoothed. For these purpose, we propose a 
function score (x, w) for smooth visualization of the 
appearances of undesirable expressions for the targeted 
subgenre: 

 
score (x, w) = 
 
 
where b (e) = 0 when dis (e) – α>0 
          = (dis (e) – α)2 when dis (e) – α<0 
      α is a heuristically determined coefficient. 
      n-gram (x, x+w) is a function that returns the  
      set of n-gram expressions included from x-th  
      to w-th strings. 

With this function, the result visualization of the same 
student’s essay used for Figure 3 is as follows: 

 
Fig. 4  Smoothed Visualization 

 
With these improvements, we are currently 

implementing a pilot application for enabling teachers 
and students to easily detect expressions that are to be 
revised or improved in an essay. 

 

V. CONCLUSION 

In this paper, as a foundational data accumulation 
and analyses for them for the purpose of developing 
educational tools for improving stylistic aspects of 
writing skills, we proposed a method using multi-
corpora comparison to correctly extract expressions not 
suited to a particular subgenre intended, and developed 
an experimental visualization for teachers and students. 
Much has to be done towards a practically effective tool, 
but any advanced tool to help teachers and students to 
detect undesirable expression should be conscious of 
stylistic differences among subgenres and our proposed 
methods are foundationally effective. 
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Abstract: In this paper, for designing more sophisticate Emotional process considering the personality Emotional In-
spired mechanism in the intelligent system is studied. We propose the mechanism for implementing the connection be-
tween knowledge and emotion, personality and emotional reaction process. Also personally different emotional reaction
mechanism about the same external emotional stimulus is designed and tested with virtual memory.
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1. INTRODUCTION

Why does a human being have a different emotional
reaction to the same stimulus individually? This is not a
solvable problem but it is guessed that the main reason is
caused by personality and current emotion. The person-
ality is the own property which the individual person has.
It is thought that the personality is formed by inherent
characteristics and acquired characteristics. The acquired
characteristics mean the obtained knowledge and experi-
ence. Human being percepts the things on the basis of
neural network in the brain which is obtained by learning
and experience. That is to percept and process the things
in the own viewpoint.

Recently as one way of implementing Human-
Computer-Interface the research on emotion has started
in the engineering part for implementing more human
friendly computer system. However the main problem
of Emotional process is that it is difficult to formalize the
emotional factor because its characteristic is too personal
and subjective. In order to overcome this shortcoming,
the personality should be quantified as concrete as pos-
sible and designed sophisticatedly. Suppose that the per-
sonality depends on the structure, contents and type of
neural network in the brain, we should investigate these
factors. Every person has his own type and receives the
matching typed knowledge and makes the structure of
memory. According to the research of Neuro-Science,
it is known that there are two pathways in the process of
memorization. One is a pathway to memorize the knowl-
edge including the Emotional state and the other is a path-
way to store the knowledge without emotional factor. In
the brain hippocampus takes part in the main memoriz-
ing process and amygdaloid nucleus plays an important
role of emotional process. In the first pathway, both of
hippocampus and amygdaloid nucleus are working but in
the second pathway only hippocampus takes part in the
memorizing process. It is known that the knowledge in-
cluding the emotion lasts longer. Nobody can deny the
fact that the emotion has much effects on the memorizing
process, reasoning, and decision making process.

The main issue is how to design and implement the
emotional state which has much personal tendency. For-
tunately we can find some clues from the brain function.
First key is to make the emotion state quantified, second

is to connect emotion factor to knowledge and third is to
qualify the type to the knowledge.

In this paper,considering the above three points of
view Emotion inspired system is designed for making
more sophisticate intelligent system. The emotional reac-
tion mechanism is proposed and its experimental results
are investigated.

2. THE DESIGN OF EMOTION,
KNOWLEDGE AND TYPE MATCHING

2.1 Emotional factor
Many studies on the Emotional modeling have been

made for these decades, for example, valance-arousal-
plane of Emotion space based on Russells circomplex
model of affects[4], The Tellegen-Watson-Clark model of
mood[5],OCC model[6]. The most popular example of
this is the Ortony, Clore and Collins(OCC) model. The
OCC model divides a character’s concerns in an envi-
ronment into goals(disired states of the world), standards
(ideas about how people should act) and preference(likes
and dislikes).

In this study,we differentiate moods and Emotions on
the basis of three criteria: like, excited and stable. Emo-
tion state is represented by three dimensional space as
following figure 1. The emotion state is specified as the
degree of three factors.

Emotional State Ei=( a degree of ’like’, a degree of
’excited’, a degree of ’stable’) where the degrees of three
factors have values of [-1.0,+1.0].

For example, the six emotional states can be expressed
by the following space. The value of degree is not fixed
and can have a variation depending on the situation.

happy=(+1.0,+0.8,+1.0)
surprise=(0.0, +1.0, -1.0)
sad=(-1.0,-1.0,-0.5)
fear=(-1.0,+1.0,-1.0)
disgust=(-1.0,+0.5,-0.5)
interest=(+1.0,+0.5,+0.8)

2.2 The knowledge network design
We designed knowledge network as a structure of

memory for efficient processing. The knowledge network
consists of knowledge nodes and their associative rela-
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Fig. 1 Emotion space

tions[1]. It is represented as a form of

〈K-nodei, Rij ,K − nodej 〉

where K − nodei is the name of knowledge node
and Rij is connection strength between two knowledge
nodes. Rij is calculated by equation (1).

Rij=P(K − nodei |K − nodej ) (1)

Knowledge node is an basic atom composing the
Knowledge Network. It contains ’ID’,’Type(T)’,’Self
Energy(S)’,’Retained Emotional Energy(E)’ attributes
which can identify itself. Knowledge node is represented
as a form of ’struct’.

struct k-nodei〈ID, T, S,E〉

Type,T,represents its own property of knowledge
which is base factor for the personality and Self En-
ergy,S,is used for the forgetting or incarnation mecha-
nism. The term of Retained Emotional Energy,E, is used
for processing the emotional part. Emotional energy has
a value between -1.0 and +1.0. The value 0.0 means that
emotional energy is in the neutral state. The explanation
about this emotional factor will be described in the next
section in detail.

2.3 Type Matching Selection

Type is defined as a factor representing the property
of a thing and is classified to five types, M,F,E,K and S.
These five types can be flexibly designed for the appli-
cation area. We also defined Type matching rule. Type
matching rule is used for selecting the knowledge from
master Knowledge Network. There are two types of
matching relations,Attracting Relation and Rejecting Re-
lation[1].

Attraction Relation Attracting degree di

M ⊕ À F d1=0.5
F ⊕ À E d2=0.5
E ⊕ À K d3=0.5
K ⊕ À S d4=0.5
S ⊕ À M d5=0.5

Rejecting Relation Rejecting degree di

M ª À E d1=-0.5
E ª À S d2=-0.5
S ª À F d3=-0.5
F ª À K d4=-0.5
K ª À M d5=-0.5

The matching rule ’M ⊕ À(0.5) F’ means that M
type helps F type with attracting degree 0.5. The value
ds of ’M ⊕ À(ds) S’ is derived from ’M ⊕ À(0.5) F
⊕ À(0.5) E ⊕ À(0.5) K ⊕ À(0.5) S’. The attracting
degree of multiple relation is calculated by the following
equation(2).

ds=
{ ∏n

i=1(−1)n+1di if Typei 6=Typej

1 otherwise (2)

If the value of ds is positive, it is attracting relation.
Otherwise, the minus value means rejecting relation.

3. THE DESIGN OF EMOTION
INSPIRED SYSTEM

3.1 The Emotional process
As described in the previous section, the knowledge

network consists of ID, Type,Self Energy and Retained
Emotional Energy. In the process of structuring the
memory,the system acquires the knowledge including the
emotional factor. There are two pathways to receive the
learning data for constructing the knowledge network.
One is to get the knowledge including the emotion factor
and the other is to receive only knowledge. In the first
case including the emotional factor, the value of emo-
tional Energy is represented as a vector form as follows.

Ei =(Ex, Ey , Ez),
where Ex is ’like’ term, Ey is ’excited’ term and Ez is
’stable’ term.

In the second case, the value of Emotional energy is
Ei =(0.0, 0.0, 0.0)

The learning structure and mechanism are described
in the paper[1,2,7] in detail. In this section we ’ll explain
the mechnism focusing on the emotional reaction by the
personal perspective and emotional state. For deciding
the reaction emotional state, three factors of input emo-
tional stimulus,Es, and the emotional energy of retrieved
Thougth thread, EM

i , are considered.
The figure 2 shows the Emotional reacting process.

when the emotional stimulus, Es, comes into the sys-
tem, the system receives the stimulus knowledge and
its type together and starts the emotional reaction pro-
cess. First of all, the system extracts the related Thought
threads from the Emotion inspired knowledge network
using Type Matching Selection mechanism. Through this
extracting mechanism, several Thought threads can be
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Fig. 2 Emotional reacting process

Fig. 3 Extracted Knowledge Network :Thought thread

retrieved. As shown in Figure 3, the related Thought
threads are extracted by Type Matching Selection mech-
anism. In this step the system should select one Thought
thread for reaction and Decision making. For emotional
process, the system evaluates the mean value of the emo-
tional energy in the extracted Thought threads. The mean
value of Thought thread,EM

i , can be calculated as fol-
lowing equation.

EM
i = (EM

ix , EM
iy , EM

iz )

= (
Σn

i=1Eix

n
,
Σn

i=1Eiy

n
,
Σn

i=1Eiz

n
) (3)

After calculating the mean value of emotional en-
ergy in the retrieved Thought thread, one Thought thread
matched with stimulus emotional stateshould be se-
lected. Suppose that the stimulus emotional state is
Es=(Esx,Esy ,Esz), the choosing rule is as following
equation(4).

T =
√

(Esx − EM
ix )2 + (Esy − EM

iy )2 + (Esz − EM
iz )2(4)

p = argminiT (5)

From this calculation, the Thought thread,p, is se-
lected. The final emotional state,Ef is calculated by
equation (6).

Ef = (Efx, Efy, Efz) (6)

Efx =





Esx + Epx if −1 <= Esx + Epx <= 1
1 if x > 1
−1 otherwise

(7)

Efy =





Esy + Epy if −1 <= Esy + Epy <= 1
1 if x > 1
−1 otherwise

(8)

Efz =





Esz + Epx if −1 <= Esz + Epz <= 1
1 if x > 1
−1 otherwise

(9)

3.2 Emotional Reaction Algorithm

Based on the the calculation of Emotional state in
the previous section, Emotional Reaction process is per-
formed by following algorithm.

Algorithm 1 : Emotional Reaction Process

STEP1 input Type T, Emotional stimulus Es;
STEP2 Type Matching selection;
STEP3 i=1;
STEP4 while(queue != Empty) do

begin
Calculate the mean value of Emotional state, EM

i

end
STEP5 Select Thought thread p;
STEP6 Calculate reaction Emotion;
STEP7 Interpretation;
STEP8 : Stop.

4. EXPERIMENTS

In this experiment, we tested the emotional reaction
process with the virtual memory which consists of 15
knowledge nodes as shown in Figure 4. Input condition
is set that the Type of input data is ’M’ and input stim-
ulus comes variously. Figure 5 shows the four extracted
Thought threads about Type ’M’ by Type maching selec-
tion. In this step, the mean values of emotional states in
the Thought threads were calculated. As shown in Fig-
ure 6, the emotional distance between 5 incoming emo-
tional stimulus and the mean value of emotional state of
Thought thread. As a result of experiment, the closest
Thought thread was selected and reacted. From the data
in Figure 7, we can check that when the incoming input
stimuli is E1(-1.0,-1.0,-1.0) Thought thread4 is selected
and its reaction value is also (-1.0,-1.0-1.0). In the case
of E3(0.0,0.0,0.0), Thought thread3 is choosed and it re-
acts as (0.18,0.40,0.35). It means that there is no emo-
tonal stimulus but the emotional state stored in memory
is represented. This experiments have a meaning that this
mechanism connsiders not only external emotional stim-
ulus but also internal emotional state stored in the mem-
ory.
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Ex Ey Ez

E1 1.0 1,0 0.9
E2 0.8 0.9 0.7
E3 0.5 0.5 0.3
E4 0.2 0.0 0.1
E5 0.6 0.7 1.0
E6 0.8 0.9 1.0
E7 0.3 0.3 0.3
E8 -0.1 -0.2 -0.5
E9 0.1 0.1 0.0
E10 0.4 0.5 0.7
E11 -1.0 -1.0 -1.0
E12 -0.8 -0.7 -1.0
E13 -0.7 -0.8 -0.5

Fig. 4 Master Emotion inspired Knowledge Network

Fig. 5 Extracted Thought threads

Fig. 6 Emotional distance

Fig. 7 Emotional Reaction

5. CONCLUSION
In this paper, Emotional Inspired mechanism in the in-

telligent system was studied. We designed the mecha-
nism for implementing the connection between knowl-
edge and emotion, personality and emotional reaction
process. Also personally different emotional reaction
mechanism about the same external emotional stimulus
was designed and tested with virtual memory. As a re-
sult, it shows the successful testing results. This strategy
can be usefully applied to design and construct more so-
phisticate Intelligent System.
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Abstract: Vocabulary Tree algorithm builds a tree structure by performing the off-line learning method using the large 
number of training image datasets. After constructing, we can retrieve a query image class very quickly by searching 
the tree structure. Because of the great improvement for computation time reduction, this algorithm comes into the 
spotlight recently. 
   In this paper, we suggest a method which improves the classification accuracy via searching our tree with multiple 
times per one test data. The information which given by pre-matching array determines how the tree is visited. Taking 
our new algorithm, we can reduce miss-classification rate considerably. On the other hand, losses from computation 
time and memory allocation are negligible.     
 
Keywords: Vocabulary Tree, Pre-Matching Array, Object Recognition  
 
 

I. INTRODUCTION 
   Object recognition field which is a one of central 
parts in computer vision, deals with the method that 
determines the unknown class of test image from given 
training image datasets.  

When constructing training image datasets from a 
large number of images, we can’t use whole image pixel 
information for computation time and memory allo- 
cation problems. Recently, the method, so called key- 
point based feature extraction technique, is widely used 
for making training data values. One of SIFT, SURF, 
MSER, CenSurE and the others is used for each proper 
design goal. These techniques use some meaningful 
pixels which appear more frequently than other pixels 
when image information such as scale, orientation, 
illumination is changed. Using above feature extraction 
technique, we can get D-dimensional vector for each 
keypoint. These vectors are used for our training image 
datasets [1].    
   When Object recognition based on above feature 
extraction methods performs learning process, we can 
categorize object recognition by which learning method 
is used among various kind of method such as offline 
learning, online learning, supervised learning and unsu-
pervised learning.  
   Offline learning is done before test input is coming. 
In other words, when test step is on progress, there isn’t 
additional learning. On the other hand, online learning 
performs learning step and test step simultaneously. 
Supervised learning is used when we know all classes of 
training image. Otherwise, we can use unsupervised 
learning to categorize all images [2]. 
   The most general method used for object recog-

nition is machine learning techniques such as support 
vector machine(SVM), kernel machine, expectation-
maximization(EM) and their variations [2]. These 
techniques assume that the labels of our training image 
datasets are already known. In other words, supervised 
learning case is popular for object recognition field. 

But vocabulary tree case, which is mainly referred    
by our paper, uses K-means clustering and tree struc-
tured vocabulary. The former allow us using unlabeled 
training datasets easily [3], and the latter give less 
computation time with respect to other method which 
doesn’t use tree structure. And, the retrieval perfor-
mance is about 70~80% [4]. 

In this paper, we tried to get more accurate retrieval 
performance than that of previous vocabulary tree case. 
Once the tree is constructed, when performing test 
process through this tree, we are just required very short 
computation time. So, we try to search tree structure in 
multiple times per one test image for the object of 
improvement of performance. Because we use tree 
structure, multiple time searching doesn’t need too 
much additional calculation time. Also, by adding 
simple array so called pre-matching array, we can do 
multiple tree searching process efficiently just using few 
additional memory space. 
           

II. REVIEW OF VOCABULARY TREE 

1. Characteristics 
Using vocabulary tree(VT) is usable whether 

training datasets have label or not. VT always categorize 
class of test data very quickly with reasonable perfor-
mance. 
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   At training step, we construct a tree using K-means 
clustering which is one of popular methods in unsuper-
vised learning. At test step, we try to search that tree, 
then our computation time is expressed with ( )O KLD  
where K is branch factor of tree, L is depth of tree and 
D is input vector dimensions as described Fig.1 [4].  
 

2. Implementation 
A. Training Step 
 

 
Fig.1 Tree construction Process when K=3,L=2 [4] 

 
Step1.  Using one of keypoint feature extraction 
algorithm, extract all feature D-dimensional vectors 
from all training image sets. 
Step2.  Define some constant K. And, categorize 
features for K-children node using K-means clustering 
based on all feature vectors within current node. 
Step3.   Define tree depth constant L. Repeat Step 2 
until arrives at leaf-node.   
Step4.   At each leaf node, save number of training 
image numbers( iN ) within ith node.  
Step5.   Save the number of feature vectors( in ) for 
each image within ith leaf node. Repeat for all images 
within ith leaf node. 
B. Test Step 
 
 

 
Fig.2 Testing Process concept [4]. Minimum scoring 

described as maximum counting. 
 

Step1.   Extract all feature vectors from test image.   
Step2.   Start at root node. 
Step3.   For each feature vector, compute Euclidean 
distance with this vector and K-means vector.  
Step4.   Go child node which give smallest distance 
number. Repeat until arrive at leaf node. 

Step5.   Repeat Step 3-4 for all feature vectors from 
test image.  
Step6.  Count and save the number of feature 
vectors( im ) within ith leaf node. Repeat for all leaf 
node. 
Step7.   For each training image, calculate score s  as 
follows. 

lni
i

Nw
N

=                (1)   

where N  is total number of training image. 
 

i i i

i i i

q n w
d m w
=

=
                (2) 

 
2

| 0, 02

2 2
i i

i i
i q d

q ds q d
q d ≠ ≠

= − = − ∑       (3) 

 
Step8.   For all training image, find minimum score. 
And, return image index information which give 
minimum score value as Fig.2.  
   These all steps are progressed by referring [4]. 
 

III. PRE-MATCHING ARRAY 

1. Characteristics 
   If we change the index returning method that 
retrieve not only one image but also multiple images, 
then we expect that test process give correct 
classification for all images returned. But, as we 
mentioned, average retrieval performance is about 
70~80%, in other words, not perfect. 
   So, we suggest pre-matching array for the object of 
improvement of retrieval performance, maintaining fast 
computation time as possible using VT structure.  

2. Definition  
   Pre-matching array contains retrieved training image 
indexes with high scored sequence from one test image. 
So, array size( pN ) determines how many images we 
consider.  
   And regarding each saved training image as new test 
image, we can search tree structure again and get 
another result image indexes.  
   Next, among these all result image indexes, we have 
to extract image indexes regard as same class with our 
test image. This process is performed by using new 
variable defined R . 
   Here, R is defined as the number of count that 
calculated from all result image indexes. So, from 

( )1 1p pN N − ×  vector R , we can get best image 

index what we want to extract. When using training 
image as test image, we have to eliminate first resulting 
image index because first index is always that of 
training image itself. 
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3. Implementation 
 
 

 
Fig.3 Correction of miss-classification by using pre-

matching array  
 
Step1.   Construct VT using training image dataset. 
Step2.   From putting test image into VT, get pN  
number of training image indexes which has best score 
sequentially. 
Step3.   For all selected training images,  put those 
images into VT, get ( )1p pN N −  number of result 

image indexes except of first result image index for 
each selected training image.   
Step4.   Count for each result image index, and save 
that result at R. 
Step5.   Return one result image index which has best 
R count and replace lowest counted training image 
index as our selected image index as Fig.3.     
    

IV. EXPERIMENT & RESULT 

1. Parameter Setting 
   Among wide variety of keypoint feature extraction 
method, we select SURF algorithm for the object of fast 
calculation via filter scaling method [1]. We utilized 
SURF inside OpenCV library. 
   When performing tree construction process, we have 
to determine K and L. As referred from [4], to get 
reasonable performance, we select K=10 and L=6. 
   Next, we have to determine training image contents 
and numbers. As Fig.4, we select same training images 
with [4]. Four images exist for each one specific object. 

 
Fig.4. Part of our training image dataset [4]. 

   Total number of training images is 1000, in other 

words, 250 objects. Our purpose is relative comparison 
with previous VT and our pre-matching array algorithm, 
for simplicity, number of training images is fixed.  

2. Result  
A. Basic training image dataset case 
 
Using above training image dataset, we extract feature 

vectors from SURF, construct tree and classifying 
randomly selected test images. Our result values are tree 
construction time, test time, and performance for all 
randomly selected test images.  
  
Table 1. parameter variation for Np when fixed training 

image dataset is used.  
 

 Construction 
time 

Test time 

0(VT) 356.8sec 39.3sec 
1 356.9sec 40.8sec 
2 355.3sec 40.3sec 
3 352.8sec 41.5sec 
4 357.7sec 41.5sec 
5 358.0sec 41.3sec 
6 360.2sec 42.2sec 
7 356.1sec 42.7sec 
8 355.6sec 43.6sec 
9 358.3sec 42.9sec 

 
Fig.5. Performance graph when fixed training image 

dataset is used.(Best at Np=4) 
 

As we expected, computation times for both 
construction and test case are slightly increase with 
respect to that of basic VT case. But, those increment 
value is negligible. 

And, when Np=4, best performance is returned and 
this value is much better than that of basic VT case. 
Best performance is taken when Np equals 4. Because 
we use training images which have equally 4-images for 
each one class, Np=4 give us best performance.  
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B. Random selected training image dataset case 
 
To verify generalization which means our algorithm 

is robust for changing training image datasets. So, in 
this step, we select randomly 1000 images regardless of 
equal number of class for equal number of image groups. 

Our result is as follows.  
 

Table 2. parameter variation for Np when randomized 
training image dataset is used.  

 
 Construction 

time 
Test time 

0(VT) 358.3sec 40.6sec 
1 358.1sec 40.9sec 
2 357.7sec 40.5sec 
3 359.8sec 41.1sec 
4 362.3sec 41.0sec 
5 366.8sec 40.3sec 
6 361.5sec 49.9sec 
7 353.7sec 40.2sec 
8 361.1sec 42.5sec 
9 359.6sec 41.8sec 

 

 
Fig.5. Performance graph when randomized training 

image dataset is used. 
 
If our data is selected randomly, the Np value which 

give us best performance can be changed. Also, Our 
best performance value is decreased. Np = 5 case give 
us worse than that of basic VT tree case. For 
generalization, the method that determines good Np 
value have to be studied later.  

Of course, computation time is very close to 
constant. 

 
 
 

  

V. CONCLUSION 
Combining vocabulary tree and pre-matching array,    

we can get considerably improved retrieval performance 
with compensating additional small memory allocation 
and computation time. The tree structure gives us 
almost same calculation time. And, just additional 

( )1 1p pN N − ×  memory allocation is needed. Our 

algorithm can be applied for auto categorization for 
unlabeled digital camera pictures or unlabeled image at 
web search engine which requires high accuracy for 
retrieval task. 

If the number of images in one class is varying 
greatly, in other words, when we use random unlabeled 
image, another pN  selection method have to be 
introduced. We tried this problem later for generali-
zation.  
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Abstract: As an interest in researching brain is growing for recent years, the researches into intelligence, mind, sensory
and memory based on the brain function is getting activated. focusing on conditioning among the brain functions,we
designed the strategy of memory association and reaction process. First of all, the functions of amygdala in the brain
is investigate and applied to design the intelligent system. We developed memory association system considering ’con-
ditioning’. DTAM(Dynamic Thinking Association Map)was designed for implementing ’conditioning’ function. It is
applied to the virtual memory and tested with sample data.

Keywords: Conditioning,Thinking chain extraction, Data selection, knowledge network

1. INTRODUCTION
Human brain has evolved for several million years and

has a most optimum functions for surviving in the dy-
namic complex environment. That is, the brain is a final
intelligent product which is adaptable in the dynamic sit-
uation.

Many of innovations introduced in the field of technol-
ogy by the scientific and information revolutions set the
stage for a qualitative change in the base of human soci-
ety. We are standing on the dramatically changing point
where human society and computer world overlap. In this
situation, the importance of implementing more human
friendly computer system is getting high and more conve-
nient Human-Computer-Interface(HCI) is required. The
strategy of adopting human brain functions has a strong
point in two perspectives. One is that human brain is most
outstanding problem solver in the circumstance enclosing
the human society. Human brain is not only intelligent
but also adaptable in data learning, memorizing, reason-
ing and memory recalling process. The other is that it
has an effective communication tools and process. Re-
cently many studies on the brain science has been made
and applied to many engineering parts for making more
intelligent and efficient systems.

In this paper, focusing on conditioning among the
brain functions,we designed the strategy of memory asso-
ciation and reaction process. First of all, the functions of
amygdala in the brain is investigate and applied to design
the intelligent system. We developed memory associa-
tion system considering ’conditioning’. DTAM(Dynamic
Thinking Association Map)was designed for implement-
ing ’conditioning’ function. It is applied to the virtual
memory and tested with sample data.

2. CONDITIONING AND HUMAN
AMYGDALA

Since Pavlov(1927), it has been known that an ini-
tially stimulus, a conditioned stimulus(CS), can acquire
affective properties upon repeated temporal pairings with
a biologically significant event, unconditioned stimu-
lus(US)[1]. As the CS-US relation is learned, innate
physiological and behavioral responses come under the

control of CS. Research from several laboratories com-
bined in the 1980s to paint a relatively simple and
clear picture of the neuroanatomy of fear condition-
ing[2,11,12,13,14]. In this studies, the CS and US are
typically an audible tone and foot shock, and the re-
sponses measured include freezing. It is thought that fear
conditioning is mediated by the transmission about the
CS and US to a small almond-shaped area which is called
’Amygdala’. Amygdala is a group of nuclei located deep
within the medial temporal lobes of the brain in com-
plex vertebrates, including humans. Shown in research
to perform a primary role in the processing and memory
of emotional reactions, the amygdalae are considered part
of the limbic system

The control of fear reactions is made by way of out-
put projections from the Amygdala to behavioral auto-
nomic, and endocrine response control systems located in
a collection of nuclei, altogether referred to as the ’brain
stem’. In addition to expressing fear responses to the CS,
rats exhibit these when returned to the chamber in which
the tone and shock were paired or a chamber in which
shocks occur alone. It is called ’Contextual fear condi-
tioning’ where context refers to various visual and olfac-
tory aspects of the chamber, and requires both the Amyg-
dala and hippocampus, a brain structure know to enable
long-term memories. Conditioning can be mediated by
US inputs to the Amygdala from either thalamic or corti-
cal area.

Fig. 1 Initial

As shown in figure 1, Conditioning to a tone involves
projections from the auditory system to the lateral nu-
cleus of the amygdala (LA) from LA to the central nu-
cleus of the amygdala(CE). In contrast in figure 2, condi-
tioning to the apparatus and other contextual cues present
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Fig. 2 Conditioning

when the conditioned stimulus and unconditioned stimu-
lus are paired involves the representation of the context
by the hippocampus and the communication between the
hippocampus and basal(B) and accessory basal(AB) nu-
clei of the amygdala, which in turn project to CE. As for
tone conditioning, CE controls the expression of the re-
sponse.

3. MEMORY ASSOCIATION AND
REACTION BY CONDITIONING

PROCESS
3.1 The design of DTAM

Adopting the function of amygdala Dynamic Think-
ing Association Map(DTAM) composed by conditioned
learning process is designed. Also based on the formed
Dynamic Thinking Association Map the system extracts
the related knowledge fragments from the Knowledge
Network.

Fig. 3 Dynamic Thinking Association Map

Fig. 4 Stimulus : S

As shown in figure 3, two nodes in DTAM are asso-
ciated by conditioning mechanism. The associative re-
lation between S and E node is gained by conditioning.

Fig. 5 Stimulus :E

After conditioning process, S-E pair shows the associa-
tive reaction. Especially in memory recalling process,the
conditioned associative relation effects on the knowledge
extraction. In the initial states, node E has no relation
with the retrieved thinking chains connected to node S.
But after conditioning mechanism, only stimulus of E can
retrieve the thinking chains related to node S.

3.2 Hierarchical Memory Construction with Knowl-
edge Networks

The knowledge network which construct memory con-
sists of knowledge nodes and their associative relation.
We design the knowledge network as a base of memory
for the efficient reasoning and extracting process. And it
also has a strong point that it is easy to express the con-
ceptual dependence in the knowledge.

The basic unit of knowledge network consists of two
nodes and their connected relations as following figure 6.

Fig. 6 The basic frame of knowledge network node and
knowledge network

Knowledge node, Kj represents jth knowledge node.
One knowledge node is connected to the other knowl-
edge nodes with relational strengths. Relational strength,
Rjk,represents association degree between two nodes.
The knowledge network is stored in the memory in a form
of knowledge associative list[3].

Ri
jk = P (Ki

k|Ki
j) (1)

3.3 Conditioning Mechanism in DTAM
In this system, DTAM(Dynamic Thinking Association

Map) is designed for implementing Conditioned Reac-
tion. Conceptual thinking association makes DTAM by
repeated process of conditioned learning. As a Think-
ing activity is repeated, the new conceptual association
is created and its Thinking relational strength gets high.
Thinking Relational strength,Tqs, is calculated by equa-
tion (2).

Tqs =
∑

Cqs∑
nq +

∑
ns

(2)
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where Cqs is a number of Conceptual thinking associ-
ation between knowledge node Kpq and Krs and nq , ns

is the referred number of knowledge node Kpq and Krs

respectively .
Given Firing threshold,θ, associative activating status,ai,

is determined by equation(3).

ai =
{

1 if Tqs > θ
0 otherwise (3)

3.4 Thinking chain extraction from Knowledge Net-
work using DTAM

Using Conditioning Thinking association on DTAM,
the system extracts Thinking chains from Knowledge
Network. If the activation status is on, the system finds
the related knowledge node and from these nodes it starts
to extract the connected knowledge fragments from the
knowledge associative list. The knowledge fragments ex-
tracting algorithm is as follows:

Algorithm 1 : Knowledge Fragments Extraction
* Search DTAM
STEP1 : If( activate status = on)
STEP2 : Put the related nodes to queue;
STEP3 : while(queue != Empty) do

begin
Take out node.

* Extract the related Knowledge Fragments
from knowledge associative list.
STEP4 : Search the matched knowledge node with the

Keyword in knowledge associative list.
STEP5 : while(found != true) do

begin
Attach the extracted knowledge network to the
starting node;
node = node-next;
end
end

STEP6 : Output the concatenated knowledge Fragments.
STEP7 : Stop.

If there are branches in knowledge network, several
paths of knowledge fragments are extracted. We define
this knowledge fragment as Thinking chain. For the de-
cision making process, the efficient selection process is
needed for choosing the best matching knowledge path.
The selection process has two steps: First step is filtering
the path by the threshold of Relational strength. In this
step the connected path which has the relational strength
greater than threshold value. The next step is to select the
best matching path by Maximum Likelihood method.

KB = argmaxvP (v)
∏

i

P (Ki|v) (4)

4. EXPERIMENTS
We apply Conditioning process to the example of vir-

tual memory as following Figure 7. In the example, there
is no conceptual relation between K1 and E node in the
initial state, but the new association in DTAM was made

by Conditioning process. As shown in figure 8, when in-
put data stimulates E node in the initial state,there is no
reaction because there are no related knowledge node to
node E. But in the case of DTAM=active, E-K1 pair is
formed and K1 node is activated. Then the system starts
to extract the connected knowledge nodes with node K1.

Fig. 7 Example of virtual memory:Initial state

K1 1.0 K2

K2 0.9 K3

K3 0.8 K4

K4 1.0 Null
K3 0.5 K5

K5 0.8 K6

K6 1.0 Null
K7 0.9 K8

K8 0.7 K9

K9 1.0 Null

Fig. 8 The activation of Knowledge Network: After
conditioning

In the experiments, the new creating process of Think-
ing Chain and DTAM made by conditioned Learning
module was shown. The conditioning mechanism can
be usefully used for reasoning process, conceptual de-
pendency and data extraction. Like a main function of
amygdala in human brain, the concept of knowledge as-
sociation including emotional factor can be designed and
implemented naturally in the future work. This system
also can be applied to construct core brain like frame of
Intelligent System.
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Fig. 9 DTAM test

5. CONCLUSION

As a Thinking Association system by conditioning
mechanism, DTAM was designed for representing inter-
nal conceptual association. Based on DTAM the system
extracts the related thinking chains from the Knowledge
network. The knowledge extracting process is made in
various ways of level extraction by threshold. It means
that this system can control the depth of Knowledge ex-
traction by threshold values. As a results of experiments,
we could find that the extracted knowledge fragments
were successfully obtained in the different conditions.
This system can be applied to construct core brain like
frame of Intelligent System.
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Abstract: Drinking water can be contaminated by microorganisms which can be re-grown in case of not controlling 

chlorine concentration well in water treatment plant (hereafter WTP). It can be harmful to public health. Most WTPs 

have used chlorine as disinfectant. It can be used in pre-chlorination, post-chlorination and re-chlorination. In post-

chlorination, it is injected after filtration to keep residual chlorine from being contaminated by microorganisms. Post-

chlorine process without re-chlorination is directly serviced to citizens. If the concentration is low, drinking water can 

be contaminated by bacterial re-growth. On the other hand, the high chlorine can lead to customer complaints about 

taste and odor. Therefore, it is necessary to predict chlorine decay in clear well to maintain desired chlorine levels. In 

this paper, it is shown that artificial neuro-fuzzy inference system could be used to model chlorine decay in the process 

and control residual chlorine better than present controller, in which cascade control is considered to compensate the 

error in the output. 

 

Keywords: Post-chlorination, Neuro-Fuzzy inference system, Chlorine decay 

 

 

I. INTRODUCTION 

A major objective of drinking water treatment is to 

provide microbiologically safe drinking water. Water 

contaminated by microorganisms can be a major risk to 

public health. Chlorine is the most commonly used 

disinfectant due to its ease of application and 

monitoring, its low cost and its effectiveness in killing 

bacteria [1–3].   

Usually, chlorine dosing rate is determined by 

operator by monitoring input and output chlorine rate in 

WTP. However, it is hard to concentrate on the process 

all day long among many processes and the rate is 

usually fixed, which doesn’t guarantee the output 

chlorine to be as we wish. Therefore, it is necessary to 

predict the proper rate based on reliable data to ensure 

pleasant drinking water.   

The simplest model for chlorine decay is the first 

order decay model in which the chlorine concentration 

is assumed to decay exponentially [4–6] and for a given 

initial concentration and temperature, the first order 

model can provide a fair approximation. The difficult 

problems are to decide the decay constant and carry out 

many experiments that can vary with the quality of the 

source water, the water temperature, the Reynolds 

number and the material properties. These kinds of 

works are based on a high level of knowledge of the 

chlorination process. First order decay with respect to 

chlorine [7] : 

dC/dt = -kC or Ct = C0 exp(-kt)             (1) 

Where k is the first order decay constant. 

As an alternative, statistical models can be used. 

Unlike first order decay model, it is not necessary to 

decide the constant and take experiment. Instead, it 

requires much reliable data stored in a database to 

predict residual chlorine. The development of 

statistically based models for disinfection control 

purposes is proper in cases where parameter estimation 

within the process-based model is imprecise or difficult 

to obtain [8] or where the data required for the 

development of first order models are not available. 

This data driven method doesn’t require a prior 

knowledge of chemistry and mathematics related to 

residual chlorine [9]. It is very important to find related 

variables to predict residual concentration well. Most 

WTPs are computerized to monitor and control their 

processes and then to accumulate huge amounts of data 

in hard disk drives. These large amounts of data can be 

used to analyze chlorine decay and to determine proper 

injection rate. The following figure demonstrates water 

treatment plant and detailed post-chlorination process. 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 634

mailto:lhh72@kaist.ac.kr
mailto:cmoh@kaist.ac.kr
mailto:jjlee@ee.kaist.ac.kr
mailto:finger@kwater.or.kr
mailto:dhhero@kwater.or.kr


 

Flash Mix Coaguation Sedimentation 
Basin 

Filtration 
Basin

Clear 
Well

PLC

Citizen

Residual 
chlorine rate

Flow rate

Chlorine Injector

1~6 

hours

Injection Rate

Residual 
chlorine rate

Flow rate

Fig. 1. Conventional Water Treatment Process 

 

II. CASE STUDY 

1. Object WTP  

The case study considers chlorine decay and 

residuals in the Cheonan WTP, Cheonan, Korea. This 

treatment has a capacity of 414,000 m
3
/day and has 

served citizens living in North Cheoung-cheong 

province since December, 2003.  

2. Research Procedure 

The most important item in controlling post-chlorine 

is to model travel time as accurately as possible and to 

know the decay according to time. If chlorine decay is 

predicted, it is easy for the controller to decide desired 

input chlorine. In the following figure, design procedure 

is introduced. 

Travel Time Learning

Chlorine Decay Learning

NN (Flow & Level) 

Input Residual Chlorine
Learning 

Injection Rate
Learning

NN (Travel Time & Water_Temp)

NN (Sed_cl2 & Injection Rate)

NN (Desired_In_cl2 & Sed_cl2)

Fig. 2. Design Procedure 

3. Comparison of Learning Algorithm 

There are many learning algorithms which can 

predict output according to states. Applied algorithm is 

selected considering error and easy implementation. 

Test result is as follows:  

Table 1 Comparison of Learning Algorithm 

 NN(BP) ANFIS LR SVR 
APE 

(%) 

Trn. Chk. Trn. Chk. Trn. Chk. Trn. Chk. 

7.24 8.35 7.84 8.13 8.15 8.79 8.59 8.41 

As a result, neural network (back propagation) has 

the best result only in training data but its check data 

isn't best. It appears slightly over fitted. ANFIS has 

better result in training data compared to LR and SVR, 

and its check data has the best result. Also, ANFIS with 

fuzzy C-means clustering can reduce the number of 

rules which make implementation easier. Thus, ANFIS 

is selected as modeling algorithm for the process. 

 
Fig. 3. ANFIS Structure 

 

Layer 1 : Create fuzzy set with proper function 

 Oi
1 =  μ Ai(x)                        (2) 

μ Ai x =  1/{1 +  
x−ci

ai
 

2b i
}            (3) 

Layer 2: Multiply the incoming signals and send the 

product out.  

wi =  μ Ai x  ×  μBi y , i = 1, 2        (4) 

Layer 3: Normalize the weight 

w i =  
w i

w1+ w2
                        (5) 

Layer 4: Compute the result of each node 

Oi
4 =  w i  (pix + qiy + ri)              (6) 

Layer 5: Compute the overall output as the summation 

of all incoming signals 

Oi
5 = overall output =   w i  ×  i fi =  

 w i  ×  i fi

 w i  i
  (7) 

The premise [ai ,bi,ci] and the consequent parameters 

[p i,q i,r i] can be chosen to minimize the following sum 

of squared error by least square estimate [10].  

𝑬 =  (𝐓𝐦 −  𝐎𝐦)𝑵
𝒎=𝟏

𝟐
              (8) 

 

III. RESULTS 

1. Simulation 

The following figure is the proposed structure to 

model and control post-chlorination process. 

Environment

PID 
Controller

Model 1 Model 2

Out_cl2
In_cl2

NN+PID
[Tar_InCl2]

Environment

Error

Environment

Error

Tar_InCl2

Tar_inj

Fig. 4. Modeling and Controller 

At first, its variables are chosen by the use of 

correlation coefficient and prominent component 

analysis. All of modeling is based on neuro-fuzzy 
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inference system. If the system gives desired input 

according to states, PID controller try to get rid of its 

error. Other PID controller is used for cascade control, 

because this process has very long delay time. The 

result of simulation is as follow. 

A. Modeling 

- Estimate of travel time 

Table 2 Error according to Selected Variables 

Variables APE 

Level, Out_flow, Travel Time(n-1) 9.1% 

Level, Out_flow, Level_dot 9.2% 

Level, Out_flow, Out_flow_dot 9.6% 

Level, Fil_flow, Out_flow 8.1% 

Fig. 5. Estimate Result of Travel Time 

 

- Estimate of Out_cl2 

Table 3 Error according to Selected Variables 

Variables APE 

In_cl2, Travel time 2.21% 

In_cl2, Travel time, Water temp 2.16% 

Fig. 6. Estimate Result of Output Chlorine 

 

B. Controller 

 
Fig. 7 Old Controller 

 

 
Fig. 8. New NF+PID Controller 

 

Table 4 Comparison of Controller 

Old Controller New Controller 

Mean STDEV Mean STDEV 

0.746 0.0286 0.75 0.0038 

 

C. Simulation result 

Given the above figures, the output chlorine by old 

controller varies from 0.66mg/L to 0.82mg/L but new 

controller ranges from 0.723mg/L to 0.766mg/L. The 

major difference is whether travel time is fixed or not. 

While input of old controller is not changed a lot, neuro-

fuzzy system helps to calculate the desired input 

chlorine in real time. Additionally, PID controller would 

help to keep the desired output chlorine by controlling 

the offset. 

2. Experiment 

Control input given by neuro-fuzzy system was 

given from Sep 18 11:40 to Sep 19 01:00. Its output 

result would be affected 3 hours later owing to its delay 

at that time. Then, its real result is from Sep 18 14:40 to 

Sep 19 04:00. Before new input was given, 

sedimentation chlorine became fixed not to affect the 

output, and delay time became shorter from 30 to 5 
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minutes to get quick feedback. The experiment could be 

divided into 3 sections, which are before experiment, 

during experiment and after experiment. 

- Before experiment : Delay time =30min, Gain=0.5, 

Sedimentation chlorine considered. 

- During experiment: New input by neuro-fuzzy, Delay 

time =5min, Gain=0.5, Sedimentation chlorine not 

considered.  

- After experiment: Delay time =5min, Gain=0.5, 

Sedimentation chlorine considered. 

 
Fig. 9 Experiment result 

 

Table 5 Experiment Result 
Before Exp. During Exp. After Exp. 

Mean STDEV Mean STDEV Mean STDEV 

0.875 0.029 0.912 0.008 0.907 0.016 

 

A. Experiment result 

In the ―before experiment‖ section, its outputs are 

deviated because it doesn’t consider travel time and 

sedimentation chlorine. In ―During experiment,‖ new 

desired input chlorine is set according to its travel time 

and most output data are located from 0.90 to 0.92mg/L. 

It looks well controlled. Besides, the mean of ―during 

experiment‖ has an error from its desired output 

0.9mg/L. The result is that training data set is 

considered until August 23th and its environment is 

changed a little. To compensate for this, the following 

equation would be applied to desired input chlorine as a 

bias. 

 𝐵𝑖𝑎𝑠 =  1/n  (𝑛
𝑖=1 𝐷𝑒𝑠_𝑂𝑢𝑡_𝑐𝑙2𝑖 − 𝑂𝑢𝑡_𝑐𝑙2𝑖)  (9) 

Output chlorine rates are expected to move around its 

desired output. 

IV. CONCLUSION 

Present chlorine controller doesn’t consider travel 

time in real time until now, which usually relies on 

operator’s experience. It is supposed to be difficult to 

change it in real time. Here, travel time is calculated by 

neuro-fuzzy inference system. Even though it has some 

errors, output chlorine becomes much better than before. 

Its boundary becomes much shorter. It is expected to 

help to drink water with more pleasant characteristics.  
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Abstract

Recently, it becomes easy for consumers to make up
face images in photographs for special events through
the spread of digital cameras and photo editing tools.
However, it is still difficult to make up spots and wrin-
kles naturally. In order to solve these problems, many
artificial make up systems have been proposed. One
of these methods using ε filter has good performance.
However, this method requires many parameter tun-
ings for achieving good performance. In order to im-
prove these points, we have developed auto parameter
tuning system by using templates. As the result of
simulations, it is proved that the proposed method
has good performance with auto tuned parameters.

1 Introduction

In late years, it becomes easy for consumers who
are not familiar with optical equipments and image
editing on computers to make up face images in pho-
tographs for special events through the spread of easy-
to-use digital cameras and photo editing tools. How-
ever, it is still difficult to clean up spots and wrin-
kles without artificiality because the excess face image
smoothing breaks natural face texture. In order to
solve these problems, many artificial make up systems
based on signal processing methods have been pro-
posed. One of these methods using ε-filters [1, 2, 3]
and its filter banks [4] has good performance. How-
ever, this method requires many parameter optimiza-
tion for achieving good performance. Therefore, it is
not easy for users unfamiliar with signal processing
technology to obtain good quality images. In order
to improve these points, we have developed auto pa-
rameter tuning system by using ellipse templates for
spots and line segments for wrinkles. As the result
of simulations, it is proved that the proposed method
has good performance with automatically optimized
parameters.

2 Traditional method

In order to develop face image make up system,
many methods have been proposed. In this paper, we
have adopted the method using ε- filter as the basis.
In this method, input face images are separated into
some signal components in frequency domain and the
components which include wrinkles and spots are elim-
inated. The overview about the ε-filter and its filter
bank are as follows.

2.1 ε-filter

The ε-filter is one of nonlinear filters, which is de-
fined by following equations.

y(n) = x(n) +
N∑

i=¡N
aiF (x(n+ i) ¡ x(n)) (1)

F (x) =
{
x ¡ε ≤ x ≤ ε
0 other

(2)

where, x(n), y(n) are input and output signals, ai are
filter coefficients whose summation becomes 1, 2N +1
is corresponding to the filter window size. By using
this filter in the image processing, noise in the image
is removed with preserving edges.

2.2 ε-filter bank

The filter bank [5] for face image make up system
is composed of the above filters(Fig.1). The filter bank
divides input signals into some components(Fig.2). In
this figure, ε1, ε2, and ε3 are the parameters used in
the filter E1, E2 and E3 respectively , and f1 and
f2 are correspoinding to the window sizes used in the
filter E0 and E1. In the divided components, the sig-
nal y3 which has middle frequecy and small amplitude
and y4 which has high frequeny and middle amplitude
mainly contain spots and wrinkles respectively. By
eliminating these two components and combining re-
maining components, the clean face image is obtained
without wrinkles and spots.
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2.3 Examples

The result image where wrinkles and spots are elim-
inated from the original image shown in Fig.3 by the
filter bank mentioned above is shown in Fig.4. The
result image shows that the spot beneath the eye in
the original image clearly disappears. Fig.5,6 show
extracted components y3, y4 respectively.

2.4 Difficulty in traditional method

The effectiveness of face image make up system us-
ing ε-filter is obvious from the above example. How-
ever, there is the difficulty to put in practice because
the filter bank has many parameters to be optimized
for achieving best performance. These parameters are
N1, N2, ε1, ε2 and ε3. The parameter N1 and ε2 are
corresponding to spot regions, and N1, ε1 and ε3 are
corresponding to wrinkle regions respectively. In the
above example, these parameters are manually opti-
mized. However, it is not easy for users who are not

familiar with ε-filter to optimize those. In order to
overcome this point, we have proposed the automatic
parameter optimization as mentioned in following sec-
tion.

Figure 3: Face image 1.

Figure 4: Simulation result 1(Manual).

3 Proposed method

In order to solve the parameter optimization prob-
lem in the traditional method, we propose new method
for automatic parameter optimization. Our proposed
method is composed of two parts. As the first part,
we propose the parameter optimization corresponding
to spot regions and the second part is the method for
wrinkle regions.

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 639



 0
 50

 100
 150

 200
 250x [Pixel]

 0

 50

 100

 150

 200

 250

y [Pixel]

-15
-10
-5
 0
 5

 10
I
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Figure 6: Component y4.

3.1 Spot region

Spot regions, for example shown in Fig.3, are ap-
proximated by ellipses defined by the equation 3.

E =
∑

x;y∈S1

(I(x; y) ¡ (a(x¡ x1)2 (3)

+ b(x¡ x1)(y ¡ y1) + c(y ¡ y1)2 + d))2

where I(x; y) denotes the intensity of face image at
point (x,y), a,b,c,d denote ellipse parameters, the re-
gion S1 denotes spot respectively. As result of this
approximation, the parameter N1 and ε2 are deter-
mined as the diameter of the ellipse and the intensity
difference between the center and the edge of ellipse.
In this method, the approximate position of the el-
lipse is required for efficient fitting. Therefore, users

Table 1: Filter parameters.

Sim No. N1 N2 ε1 ε2 ε3
1(Manual) 31 7 25 20 7
1(Auto) 50 10 14 26 7

2 42 6 6 23 3

need to select the spots which should be cleaned up.
This additional procedure is cumbersome for users.
However, the completele automation in the face image
make up is impractical because the spots which shoud
be cleaned up are variant depending on the users and
their situations. This is also applicable in the next
wrinkle elimination.

3.2 Wrinkle region

As the second part of our proposed method, the pa-
rameters N2, ε1, ε3 corresponding to wrinkles are de-
termined. Wrinkles are approximated by line segments
which are determined by users’ giving start and end
points. Along the approximated line segment, the face
image has the valley of intensity which is the wrinkle.
Along this line segment, image intensities are accumu-
lated and the averages of intensities on the opposite
side of the valley are used to reduce noise influence,
and the accumulated intensity histogram becomes the
monotonically increasing function from the bottom of
intensity to the outer side. For example, the intensity
histogram of the wrinkle beneath the left eye in the
face image 1 (Fig.3) is shown in Fig.7. By using the
intensity difference between the first peak and bottom
in the above function, and the width of valley, ε1 and
N2 are determined respectively. Finally, ε3 is set at
the half of ε1 empirically.

4 Simulation

In order to confirm effectiveness of our proposed
method, the method is applied to sample face im-
ages shown in Fig.3,9. Result images are shown in
Fig.8,10 and optimized parameters are shown in Ta-
ble 1. Simulation results show effectiveness of our pro-
posed method. In order to remove remaining spots
in Fig.10, finer segmentation in frequency domain is
needed to eliminate signal components which include
only spots by adding more ε-filters to the filter bank.
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Figure 7: Intensity histogram.

Figure 8: Simulation result 1.

5 Conclusions

We have proposed the face image make up system
using ε-filter and their parameters optimization. Sim-
ulation results show the effectiveness of our proposed
method. As the future work, we consider about finer
segmentation of input face images in frequency domain
for strict spots and wrinkles elimination.
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Abstract 
 

The image recognition is an important 
technology for analyzing the content from the 
image data. As the basic process, it is necessary to 
do image segmentation for the image recognition. 
Human-beings unconsciously does this process, 
but it is difficult for the computer. To improve the 
accuracy of the image recognition, an optimal 
region segmentation technique is needed. In this 
paper, we propose a new region segmentation 
technique. To reflect human-beings’ sensory 
perception, we use the HSI color space. And we 
consider the HSI histograms to be the probability 
density function. We approximate the probability 
density function by using the HSI histogram and 
kernel density estimation for clustering. At last, 
we superimpose those results and obtain the final 
output. As the result of the simulation, the 
effectiveness of our proposed method is 
confirmed. 
 

Keywords: Image Segmentation, HSI color space, 
kernel density estimation 

 
1  Introduction 
 
 In recent years, a huge amount of image data 
has been accumulated in the computer by a rapid 
spread of the digital camera and the Internet. 
There are systems which retrieve the images 
according to the keyword from image database. To 
search an image data by keyword, the 
correspondence of between the keyword and the 
image data have to be correct. Human-beings can 
add proper information to image data. However, 
for enormous image data, the work is difficult 
only by human power. Thus, the technology of the 
image recognition with the computer is necessary.  
 The image recognition system extracts the 
outline of the objects to separate from background, 
and analyzes what the object is. Human-beings 
unconsciously does this process. However, it is 
difficult and complex for the computer. Therefore, 
to improve the accuracy of the image recognition, 
an optimal region segmentation technique is 
important. The recognition system equal to by 
human-beings is preferable. Therefore, to obtain 

optimal region segmentation, human-like quality 
is requested.  
Here, we introduce some clustering methods of 

the region segmentation. K-means algorithm is a 
famous clustering method. However, there is a 
problem that it is necessary to give a number of 
clusters and center values of initial clusters 
beforehand. Then we can not automatically 
obtain the optimal number of clusters. By using 
ISODATA method, we can decide an effective 
number of clusters automatically within the 
range from half to twice of selected number of 
clusters. However, to use this method, we have to 
decide not only initial clusters but also many 
parameters beforehand.  
In this paper, we propose a new image 

segmentation technique for solving these 
problems. We expect that the optimal image 
segmentation can be obtained by reflecting 
human-beings’ sensory perception to the computer. 
To use human-beings’ sensory perception, we 
converted the RGB color space into the HSI color 
space. In considering the probability density 
function of HSI histograms, we find 
characteristics of the image. The probability 
density function is approximated by using the 
HSI histogram and the kernel density estimation. 
We divide the cluster of hue, saturation and 
intensity based on the probability density 
function. And we superimpose three division 
result, we can obtain the final output. As a result 
of the comparison with the conventional method, 
the effectiveness of the proposal method is 
confirmed. The comparison image is an result 
by the method[1]. The image which we used is 
the global standard images 

 
2  Image segmentation method 
 
 This chapter introduces the process of the 

proposal method for image segmentation. We 
write down about a flow of the proposal method 
here. 
 

Step.1: Convert the RGB color space to the HSI 
color space. 

Step.2: By using kernel density estimation, get 
smooth approximation of the probability 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 642

mailto:imaguma@cs.osakafu-u.ac.jp


density function. 
Step.3: Get borders of characteristic from each 

histogram and divide regions. 
Step.4: Superimpose divided regions. 
Step.5: Reduce some small regions and obtain the 

final output. 
 
In the following descriptions, we introduce the 

details of each step. 
 

 
Figure 1: Input image “Pepper ” 

 
2.1  The HSI color space 
 
 K-means method is used as clustering technique 
for the image segmentation. In many case this 
method uses the RBG color space. But when we 
judge the difference of similar colors, we do not 
always accord with Euclid distance of the colors. 
We adopt the HSI color space. The HSI color 
space is near to human-beings’ sensory perception. 
We adopt the HSI6 pyramid color model in 
conversion equation from the RBG color space[2] 
to the HSI color space.  
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where r, g, and b are the normalized values of R, G and 
B. The range of the each H, S and I becomes 

, and  respectively. 
The HSI color space has high independence 
nature of each attribute in comparison with RGB 
color space. The following figures are histograms 
of saturation and hue. 
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Figure 3: Saturation histogram 
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Figure 4: Hue histogram 

 
2.2  Kernel Density Estimation 
 
Like Figure 3, obtained histograms have a lot of 

ups and downs. When we consider such 
histograms in the probability density function, it 
is difficult to find the optimal border of clusters. 
To find the optimal border of clusters and to 
approximate the probability density function, we 
use kernel density estimation. This technique 
performs an approximation of the probability 
density function by the following equation from 
obtained data. 
 

∑
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1)(         (4) 

 
where , ,  and )(xp n h K  are the probability 
density function, data, band width and kernel 
function respectively. To get more smooth 
approximation, we use the variable kernel density 
estimation. This technique uses neighboring 
density of each data point to obtain a smooth 
approximation. Thus, this technique uses a 
different value for band width corresponding to 
each data point. In the following, we show the 
equations of the band width and the probability 
density function finding again. 
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where )(~ xp  is the new probability density 
function. Here, =2, =1. The histogram of hue 
is extreme in comparison with the histograms of 
saturation and intensity. Thus, this work applies 
to only saturation and intensity. 
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Figure 5: Saturation histogram after kernel 

density estimation 
 
2.3  Clustering 
 
With each probability density function of 

obtained hue, saturation and intensity, we divide 
there regions by using the mode method. This 
technique is expressed by following inequalities. 

21 ztz <<                 (7) 

1
21 )}(),(min{

)( θ<
zpzp

tp          (8) 

where ,  are peaks of the histograms.  is a 
border of clusters. Here, threshold 1

1z 2z t
θ  is set 0.5. 

When  is set in the deepest valley between two 
peaks and holds above inequalities,  is judged 
as a border.  

t
t

 
2.4  Merge region 
 
 To obtain the final output, we superimpose 
results of hue, saturation and intensity. We 
compare a certain two points and gather it up to 
one region if they belong to the same cluster in 
hue, saturation and intensity. If even one is a 
different cluster among three attributes, it is 
judged as a different cluster.  
 

2.5  Reduction of small region 
 
 We reduce some small region from the obtain 
region. At first we calculate the mean value of 
saturation and intensity of every region. We 
compare each mean value by Euclid distance. If it 
is smaller than 0.05, we go to the next step. At 
last, the results of cluster in hue are the same 
cluster, we superimpose the two regions. 
 

start

Calculate the means
of every region

Compare two means
Less than 0.05?

Is H the same cluster?

End

Finish all?
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Figure 6: Flow chart of reduction method 

 
4. Results 
 
 Figure 7 is a result by the method[1], and Figure 
8 is a result by the proposal method. As can be 
seen, proposal method has less number of small 
regions than conventional method. In the same 
way, we simulated it about image “Parrots”. In 
comparison with Figure 10, Figure 11 has a clear 
outline. 
 

 
Figure 7: Output image by the conventional 

method 
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Figure 8: Output image by the proposal method 

 
 

 
Figure 9: Input image “Parrots” 

 

 
Figure 10: Output image by the conventional 

method 
 

 
Figure 11: Output image by the proposal method 

 
 

5  Conclusion 
 
We performed image segmentation which was 

near to human-beings’ sensory perception. In 
simulation of the image “Pepper”, the proposal 
method reduces some small regions in the object. 
In simulation of the image “Parrots”, the proposal 
method (see Figure 11) reduces some small 
regions of the part of the leaf. However, small 
regions increase in the part of the feather. In the 
future work, we will try to reduce of small regions 
more. And the examination of the threshold in 
mode method is necessary. 
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Abstract: In order to select a small subset of informative genes from gene expression data for cancer classification, 
recently, many researchers are analyzing gene expression data using various computational intelligence methods. 
However, due to the small number of samples compared to the huge number of genes (high-dimension), irrelevant 
genes, and noisy genes, many of the computational methods face difficulties to select the small subset. Thus, we 
propose an enhancement of binary particle swarm optimization to select a small subset of informative genes that is 
relevant for classifying cancer samples more accurately. In this proposed method, three approaches have been 
introduced to increase the probability of bits in particle’s positions to be zero. By performing experiments on two gene 
expression data sets, we have found that the performance of the proposed method is superior to previous related works, 
including the conventional version of binary particle swarm optimization (BPSO) in terms of classification accuracy 
and the number of selected genes. The proposed method also produces lower running times compared to BPSO. 
 
Keywords: Binary particle swarm optimization, Gene selection, Gene expression data, Cancer classification. 

 
 

I. INTRODUCTION 

Recent advances in microarrays technology allow 
scientists to measure the expression levels of thousands 
of genes simultaneously in biological organisms and 
have made it possible to create databases of cancerous 
tissues. It finally produces gene expression data that 
contain useful information of genomic, diagnostic, and 
prognostic for researchers [1]. Thus, there is a need to 
select informative genes that contribute to a cancerous 
state. However, the gene selection process poses a 
major challenge because of the following characteristics 
of gene expression data: the huge number of genes 
compared to the small number of samples (high-
dimensional data), irrelevant genes, and noisy data. To 
overcome this challenge, a gene selection method is 
usually used to select a subset of informative genes that 
maximizes classifier’s ability to classify samples more 
accurately [2]. The advantages of gene selection has 
been reported in Mohamad et al. [2]. 

Recently, several gene selection methods based on 
particle swarm optimization (PSO) have been proposed 
to select informative genes from gene expression data 

[3],[4],[5]. PSO is a new optimization technique 
proposed by Kennedy and Eberhart [6]. It is motivated 
from the simulation of social behavior of organisms 
such as bird flocking and fish schooling. Shen et al. [3] 
have proposed a hybrid of PSO and tabu search 
approaches for gene selection. However, the results 
obtained by using the hybrid method are less 
meaningful since the application of tabu approaches in 
PSO is unable to search a near-optimal solution in 
search spaces. Next, an improved binary PSO have been 
proposed by Chuang et al. [4]. This approach produced 
100% classification accuracy in many data sets, but it 
used a high number of selected genes (large gene 
subset) to achieve the high accuracy. It uses the high 
number because of the global best particle is reset to 
zero position when its fitness values do not change after 
three consecutive iterations. After that, Li et al. [5] have 
introduced a hybrid of PSO and genetic algorithms 
(GA) for the same purpose. Unfortunately, the accuracy 
result is still not high and many genes are selected for 
cancer classification since there are no direct probability 
relations between GA and PSO. Generally, the PSO-
based methods [3],[4],[5] are intractable to efficiently 
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produce a small (near-optimal) subset of informative 
genes for high classification accuracy. This is mainly 
because the total number of genes in gene expression 
data is too large (high-dimensional data). 

Therefore, we propose an enhancement of binary 
PSO (EPSO) to select a small (near-optimal) subset of 
informative genes that is most relevant for classifying 
cancer classes more accurately. In order to test the 
effectiveness of our proposed method, we apply EPSO 
to two gene expression data sets, including binary-
classes and multi-classes data sets. 
 

II. METHODS 

2.1. The Conventional Version of Binary PSO 
(BPSO) 

BPSO is initialized with a population of particles. At 
each iteration, all particles move in a problem space to 
find the optimal solution. A particle represents a 
potential solution in an n-dimensional space [7]. Each 
particle has position and velocity vectors for directing 
its movement. The position vector and velocity vector 
of the ith particle in the n-dimension can be represented 
as 1 2( , ,..., )n

i i i iX x x x=  and 1 2( , ,..., ),n
i i i iV v v v=  

respectively, where {0,1};d
ix ∈  i=1,2,..m (m is the 

total number of particles); and d=1,2,..n (n is the 
dimension of data). d

iv  is a real number for the d-th 
dimension of the particle i,  where the maximum d

iv , 

max (1/ 3) .V n= ×  
In gene selection, the vector of particle positions is 

represented by a binary bit string of length n, where n is 
the total number of genes. Each position vector ( )iX  
denotes a gene subset. If the value of the bit is 1, it 
means that the corresponding gene is selected. 
Otherwise, the value of 0 means that the corresponding 
gene is not selected. Each particle in the t-th iteration 
updates its own position and velocity according to the 
following equations: 

1 1

2 2

( 1) ( ) ( ) ( ) ( ( )

( )) ( ) ( ( ) ( ))

d d d d
i i i

d d d d
i i

v t w t v t c r t pbest t

x t c r t gbest t x t

+ = × + ×

− + × −
 (1) 

( 1)

1( ( 1))
1

d
i

d
i v t

Sig v t
e− +

+ =
+

   (2) 

if 3( ( 1)) ( ),d d
iSig v t r t+ >  then ( 1) 1;d

ix t + =   

else ( 1) 0d
ix t + =     (3) 

where 1c  and 2c  are the acceleration constants in the 

interval [0,2]. 1 2 3( ), ( ), ( ) ~ (0,1)d d dr t r t r t U  are random 
values in the range [0,1] that sampled from a uniform 
distribution. 1 2( ) ( ( ), ( ),..., ( ))n

i i i iPbest t pbest t pbest t pbest t=  

and 1 2( ) ( ( ), ( ),..., ( ))nGbest t gbest t gbest t gbest t=  
represent the best previous position of the ith particle 
and the global best position of the swarm (all particles), 
respectively. They are assessed base on a fitness 
function. ( ( 1))d

iSig v t +  is a sigmoid function where  

( ( 1)) [0,1].d
iSig v t + ∈  ( )w t  is an inertia weight. 

2.2. An Enhancement of Binary PSO (EPSO) 
In this article, we propose EPSO for selecting a 

near-optimal (small) subset of genes. It is proposed to 
overcome the limitations of BPSO and previous PSO-
based methods [3],[4],[5]. EPSO in our work differs 
from BPSO and the PSO-based methods on three parts: 
1) we introduce a scalar quantity that called particles’ 
speed ( )s ; 2) we propose a rule for updating ( 1)d

ix t + ; 
3) we modify the existing sigmoid function, whereas 
BPSO and the PSO-based methods have used the 
original rule (Eq. 3) and the standard sigmoid function 
(Eq.2), and no particles’ speed implementation. The 
particles’ speed, rule, and sigmoid function are 
introduced in order to: 

 increase the probability of ( 1) 0d
ix t + =  

( ( ( 1) 0))d
iP x t + = .  

 reduce the probability of ( 1) 1d
ix t + =  

( ( ( 1) 1))d
iP x t + = . 

The increased and decreased probability values 
cause a small number of genes are selected and grouped 
into a gene subset. ( 1) 1d

ix t + =  means that the 
corresponding gene is selected. Otherwise, ( 1) 0d

ix t + =  
represents that the corresponding gene is not selected. 

The particles’ speed, rule, and sigmoid function are 
proposed as follows: 

1 1

2 2

( 1) ( ) ( ) ( ) ( ( )
( )) ( ) ( ( ) ( ))

i i i

i i

s t w t s t c r t dist Pbest t
X t c r t dist Gbest t X t
+ = × + ×

− + × −
 (4) 

5 ( 1)
1( ( 1))

1 i
i s tSig s t

e− +
+ =

+
   (5) 

subject to ( 1) 0is t + ≥  

if 3( ( 1)) ( ),d
iSig s t r t+ >  then ( 1) 0;d

ix t + =   

else ( 1) 1d
ix t + =     (6) 

where ( 1)is t +  represents the speed of the particle i for 
the t+1 iteration, whereas in BPSO and previous PSO-
based methods (Eq. 1, Eq. 2, and Eq. 3), ( 1)d

iv t +  
represents a single element of a particle velocity vector 
for the particle i. In EPSO, Eq. 4, Eq. 5, and Eq. 6 are 
used to replace Eq. 1, Eq. 2, and Eq. 3, respectively. 

( 1)is t +  is the rate at which the particle i changes its 
position. The most important property of ( 1)is t +  is 

( 1) 0.is t + ≥  Hence, ( 1)is t +  is used instead of 
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( 1)d
iv t +  so that its positive value can increase 
( ( 1) 0).d

iP x t + =  In Mohamad et al. [8], there is an 
explanation on how to calculate the distance between 
two positions of two particles, e.g., 

( ( ) ( ))idist Gbest t X t−  in Eq. 4. 
Equations (4-6) and ( ) 0is t ≥  increase ( ( ) 0)d

iP x t =  
because the minimum value for ( ( ) 0)d

iP x t =  is 0.5 
when ( ) 0is t =  (min ( ( ) 0) 0.5).d

iP x t = ≥ Meanwhile, they 
decrease the maximum value for  ( ( ) 1)d

iP x t =  to 0.5 
(max ( ( ) 1) 0.5).d

iP x t = ≤  Therefore, if ( ) 0,is t >  then 
( ( ) 0) 0.5d

iP x t = >>  and ( ( ) 1) 0.5.d
iP x t = <<  For 

example, the calculations for ( ( ) 0)d
iP x t =  and 

( ( ) 1)d
iP x t =  are shown as follows: 

if ( ) 1,is t =  then ( ( ) 0) 0.993307d
iP x t = =  and 

( ( ) 1) 1 ( ( ) 0) 0.006693.d d
i iP x t P x t= = − = =  

if ( ) 2,is t =  then ( ( ) 0) 0.999955d
iP x t = =  and 

( ( ) 1) 1 ( ( ) 0) 0.000045.d d
i iP x t P x t= = − = =  

A. Fitness functions 
The fitness value of a particle (a gene subset) is 

calculated as follows: 
1 2( ) ( ) ( ( ( )) / )i i ifitness X w A X w n R X n= × + × −  (7) 

in which [ ]( ) 0,1iA X ∈  is leave-one-out-cross-
validation (LOOCV) classification accuracy that uses 
the only genes in a gene subset ( ).iX  This accuracy is 
provided by support vector machine classifiers (SVM). 

( )iR X  is the number of selected genes in .iX n  is 
the total number of genes for each sample. 1w  and 

2w  are two priority weights corresponding to the 
importance of accuracy and the number of selected 
genes, respectively, where 1 [0.1,0.9]w ∈  and 

2 11w w= − . 
 

III. EXPERIMENTS 

3.1. Data Sets and Experimental Setup   
Two real microarrays data sets are used to evaluate 

EPSO and BPSO: leukemia cancer and mixed-lineage 
leukemia (MLL) data sets. The leukemia data set 
contains the expression levels of 7,129 genes and can be 
obtained at http://www.broad.mit.edu/cgi-
bin/cancer/datasets.cgi. It has two cancer classes: acute 
lymphoblastic leukemia (ALL) and acute myeloid 
leukemia (AML). In this data set, bone marrow and 
blood samples were taken from 72. There are also 72 
samples in the MLL cancer data. It has three tumor 
classes (MLL, ALL, and AML) and can be obtained at 
http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi. 

In order to avoid selection bias, the implementation 
of LOOCV is in exactly the same way as did by Chuang 
et al. [4] where the only one cross-validation cycle 
(outer loop), namely LOOCV is used.  

3.2. Experimental Results  
Based on the standard deviation of classification 

accuracy in Table 1, results that produced by EPSO 
were consistent on all data sets. Interestingly, all runs 
have achieved 100% LOOCV accuracy with less than 
71 selected genes on the Leukemia data set. Over 97% 
classification accuracies have been obtained on the 
MLL data set. This means that EPSO has efficiently 
selected and produced a near-optimal gene subset from 
high-dimensional data (gene expression data). 

According to the Table 2, overall, it is worthwhile to 
mention that the classification accuracy of EPSO are 
superior to BPSO in terms of the best, average, and 
standard deviation results on all the data sets. Moreover, 
EPSO also produces a smaller number of genes 
compared to BPSO. The running times of EPSO are 
lower than BPSO in all the data sets. EPSO can reduce 
its running times because of the following reasons: 

For an objective comparison, we compare our work 
with previous related works that used PSO-based 
methods in their proposed methods [3],[4],[5]. It is 
shown in Table 3. For the leukemia data set, the 
averages of classification accuracies of our work were 
higher than the previous works. Our work also have 
resulted the smaller averages of the number of selected 
genes on all the data sets compared to the previous 
works.  

 
Table 1. Experimental results for each run using PSO 

Leukemia MLL 
Run# #Acc 

(%) 
#Selected 

Genes 
#Acc 
(%) 

#Selected 
Genes 

1 100 55 100 131 
2 100 65 100 123 
3 100 65 100 117 
4 100 70 100 113 
5 100 51 100 116 
6 100 62 100 109 
7 100 58 100 116 
8 100 61 100 114 
9 100 63 100 111 
10 100 67 100 111 
Average 
± S.D. 

100 
± 0 

61.70 
± 5.72 

100 
± 0 

116.10 
± 6.56 

Note: The result of the best subsets is shown in the shaded cells. It is 
selected based on the following priority criteria: 1) the highest 
classification accuracy; 2) the smallest number of selected genes; 3) the 
lowest running time. #Acc and S.D. denote the classification accuracy and 
the standard deviation, respectively, whereas #Selected Genes and Run# 
represent the number of selected genes and a run number, respectively. 
#Time stands for running time. 
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Table 2. Comparative experimental results of EPSO and BPSO 

EPSO BPSO 
Data Method 

Evaluation Best #Ave S.D Best #Ave S.D 

#Acc (%)  100 100 0 98.61 98.61 0 
#Genes 51 61.70 5.72 3488 3528.75 26.83 Leukemia 
#Time 7.52 7.46 0.67 261.34 261.41 0.18 
#Acc (%)  100 100 0 95.83 95.83 0 
#Genes 109 116.10 6.56 6101 6153.1 31.62 MLL 
#Time 13.51 13.83 0.18 236.759 239.00 1.34 

Note: The best result of each data set is shown in the shaded cells. It is selected based on the following priority criteria: 
1) the highest classification accuracy; 2) the smallest number of selected genes; 3) the lowest running time. 

 
Table 3. A comparison between our method (EPSO) and previous PSO-based methods 

Data Method 
Evaluation  EPSO IBPSO 

[4] 
PSOTS 

[3] 
PSOGA 

[5] 
#Acc (%) (100) 100 (98.61) (95.10) 

Leukemia 
#Genes (61.70) 1034 (7) (21) 
#Acc (%) (100) 100 - - MLL 
#Genes (116.10) 1292 - - 

Note: The result of the best subsets is shown in the shaded cells. It is selected based on the following priority criteria: 1) the highest classification 
accuracy; 2) the smallest number of selected genes. ‘-‘ means that a result is not reported in the previous related work. A result in ‘( )’ denotes an 
average result.  
IBPSO = An improved binary PSO.     PSOGA = A hybrid of PSO and GA.      PSOTS = A hybrid of PSO and tabu search. 

 
The latest previous work also came up with the 

similar LOOCV results (100%) to ours on the Leukemia 
data sets but they used many genes obtain the same 
results [4]. Moreover, they could not have statistically 
meaningful conclusions because their experimental 
results were obtained by only one independent run on 
each data set, and not based on average results. The 
average results are important since their proposed 
method is a stochastic approach. Additionally, in their 
approach, the global best particles’ position is reset to 
zero position when its fitness values do not change after 
three successive iterations.  

According to Tables 1-3, EPSO is reliable for gene 
selection since it has produced the near-optimal solution 
from gene expression data. This is due to the proposed 
particles’ speed, the introduced rule, and the modified 
sigmoid function increase the probability ( 1) 0d

ix t + =  
( ( ( 1) 0))d

iP x t + = . This high probability causes the 
selection of a small number of informative genes and 
finally produces a near-optimal subset (a small subset of 
informative genes with high classification accuracy) for 
cancer classification. The particles’ speed is introduced 
to provide the rate at which a particle changes its 
position, whereas the rule is proposed to update 
particle’s positions. The sigmoid function is modified 
for increasing the probability of bits in particle’s 
positions to be zero. 

 

IV. CONCLUSION 

In this paper, EPSO has been proposed for gene 
selection on two gene expression data sets. Overall, 

based on the experimental results, the performance of 
EPSO was superior to BPSO and PSO-based methods 
that proposed by previous related works in terms of 
classification accuracy, the number of selected genes, 
and running times. EPSO was excellent because the 
probability ( 1) 0d

ix t + =  has been increased. For 
future works, a modified representation of particle’s 
positions in PSO will be proposed to reduce the number 
of genes subsets in solution spaces.  
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Abstract: Microarrays technology offers the ability to measure the expression levels of thousands of genes 
simultaneously in biological organisms. Gene expression data that produced by the technology are expected to be of 
significant help in the development of efficient cancer diagnoses and classification platforms. The main problem that 
needs to be addressed is the selection of a small subset of genes from the thousands of genes in the data that contributes 
to a cancer disease. Therefore, this article proposes particle swarm optimization (PSO) with the constraint of particle’s 
velocities to select a near-optimal (small) subset of informative genes that is relevant for cancer classification. The 
performance of the proposed method was evaluated by two well-known gene expression data sets and obtained 
encouraging results as compared with the standard version of binary PSO. 
 
Keywords: Binary particle swarm optimization, Gene selection, Gene expression data, Optimization. 

 
 

I. INTRODUCTION 

Advances in microarray technology allow scientists 
to measure the expression levels of thousands of genes 
simultaneously in biological organisms and have made 
it possible to create databases of cancerous tissues. It 
finally produces gene expression data that contain 
useful information of genomic, diagnostic, and 
prognostic for researchers [1]. Thus, there is a need to 
select informative genes that contribute to a cancerous 
state [2]. However, the gene selection process poses a 
major challenge because of the following characteristics 
of the data: the huge number of genes compared to the 
small number of samples (high-dimensional data), 
irrelevant genes, and noisy data. To overcome this 
challenge, a gene selection method is used to select a 
subset of informative genes that maximizes classifier’s 
ability to classify samples more accurately [3]. In 
computational intelligence domains, gene selection is 
called feature selection. 

Recently, several gene selection methods based on 
particle swarm optimization (PSO) have been proposed 
to select informative genes from gene expression data 
[4],[5]. PSO is a new evolutionary technique proposed 
by Kennedy and Eberhart [6]. Shen et al. [4] have 
proposed a hybrid of PSO and tabu search approaches 
for gene selection. However, the results obtained by 

using the hybrid method are less meaningful since the 
application of tabu approaches in PSO is unable to 
search a near-optimal solution in search spaces. Next, 
Li et al. [5] have introduced a hybrid of PSO and 
genetic algorithms (GA) for the same purpose. 
Unfortunately, the accuracy result is still not high and 
many genes are selected for cancer classification since 
there are no direct probability relations between GA and 
PSO. Generally, the PSO-based methods are intractable 
to efficiently produce a small (near-optimal) subset of 
informative genes for high classification accuracy 
[4],[5]. This is mainly because the total number of 
genes in gene expression data is too large (high-
dimensional data). 

The diagnostic goal is to develop a medical 
procedure based on the least number of possible genes 
that needed to detect diseases. Thus, we introduce an 
enhancement of binary PSO based on the proposed 
constraint and rule (CPSO) to select a small (near-
optimal) subset of informative genes that is most 
relevant for the cancer classification. The small subset 
means that it contains the small number of selected 
genes. In order to test the effectiveness of our proposed 
method, we apply CPSO to two gene expression data 
sets. 
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II. THE STANDARD VERSION OF 

BINARY PSO (BPSO) 

BPSO is initialized with a population of particles. At 
each iteration, all particles move in a problem space to 
find the optimal solution. A particle represents a 
potential solution in an n-dimensional space [7]. Each 
particle has position and velocity vectors for directing 
its movement. The position vector and velocity vector 
of the ith particle in the n-dimension can be represented 
as 1 2( , ,..., )n

i i i iX x x x=  and 1 2( , ,..., ),n
i i i iV v v v=  

respectively, where {0,1};d
ix ∈  i=1,2,..m (m is the 

total number of particles); and d=1,2,..n (n is the 
dimension of data). d

iv  is a real number for the d-th 
dimension of the particle i,  where the maximum d

iv , 

max (1/ 3) .V n= ×  
In gene selection, the vector of particle positions is 

represented by a binary bit string of length n, where n is 
the total number of genes. Each position vector ( )iX  
denotes a gene subset. If the value of the bit is 1, it 
means that the corresponding gene is selected. 
Otherwise, the value of 0 means that the corresponding 
gene is not selected. Each particle in the t-th iteration 
updates its own position and velocity according to the 
following equations: 

1 1

2 2

( 1) ( ) ( ) ( ) ( ( )

( )) ( ) ( ( ) ( ))

d d d d
i i i

d d d d
i i

v t w t v t c r t pbest t

x t c r t gbest t x t

+ = × + ×

− + × −
 (1) 

( 1)

1( ( 1))
1

d
i

d
i v t

Sig v t
e− +

+ =
+

   (2) 

if 3( ( 1)) ( ),d d
iSig v t r t+ >  then ( 1) 1;d

ix t + =   

else ( 1) 0d
ix t + =     (3) 

where 1c  and 2c  are the acceleration constants in the 
interval [0,2]. 1 2 3( ), ( ), ( ) ~ (0,1)d d dr t r t r t U  are random 
values in the range [0,1] that sampled from a uniform 
distribution. 1 2( ) ( ( ), ( ),..., ( ))n

i i i iPbest t pbest t pbest t pbest t=  
and 1 2( ) ( ( ), ( ),..., ( ))nGbest t gbest t gbest t gbest t=  
represent the best previous position of the ith particle 
and the global best position of the swarm (all particles), 
respectively. They are assessed base on a fitness 
function. ( ( 1))d

iSig v t +  is a sigmoid function where  
( ( 1)) [0,1].d

iSig v t + ∈  ( )w t  is an inertia weight. 
 

III. AN IMPROVEMENT OF BINARY PSO 
BASED ON THE CONSTRAINT OF 

PARTICLE’S VELOCITIES (CPSO) 

We propose CPSO for selecting a near-optimal 
(small) subset of genes. It is proposed to overcome the 

limitations of BPSO and previous PSO-based methods 
[4],[5]. CPSO in our work differs from BPSO and the 
PSO-based methods on two parts: 1) we propose the 
constraint of elements of particle velocity vectors; 2) we 
introduce a rule for updating ( 1)d

ix t + , whereas BPSO 
and the PSO-based methods have used the original rule 
(Eq. 3) and no constraint of elements of particle 
velocity vectors. The constraint and rule are introduced 
in order to: 

 increase the probability of ( 1) 0d
ix t + =  

( ( ( 1) 0))d
iP x t + = .  

 reduce the probability of ( 1) 1d
ix t + =  

( ( ( 1) 1))d
iP x t + = . 

The increased and decreased probability values 
cause a small number of genes are selected and grouped 
into a gene subset. ( 1) 1d

ix t + =  means that the 
corresponding gene is selected. Otherwise, 

( 1) 0d
ix t + =  represents that the corresponding gene is 

not selected. The constraint of elements of particle 
velocity vectors and the rule are proposed as follows: 

( 1)

1( ( 1))
1

d
i

d
i v t

Sig v t
e− +

+ =
+

   (4) 

subject to ( 1) 0d
iv t + ≥  

if 3( ( 1)) ( ),d d
iSig v t r t+ >  then ( 1) 0;d

ix t + =   

else ( 1) 1d
ix t + =     (5) 

The constraint of elements of particle velocity 
vectors and the rule increase ( ( ) 0)d

iP x t =  because the 
minimum value for ( ( ) 0)d

iP x t =  is 0.5 when 
( ) 0d

iv t =  (min ( ( ) 0) 0.5).d
iP x t = ≥  Meanwhile, they 

decrease the maximum value for  ( ( ) 1)d
iP x t =  to 0.5 

(max ( ( ) 1) 0.5).d
iP x t = ≤  Therefore, if ( ) 0,d

iv t >  
then ( ( ) 0) 0.5d

iP x t = >>  and ( ( ) 1) 0.5.d
iP x t = <<  

For example, the calculations for ( ( ) 0)d
iP x t =  and 

( ( ) 1)d
iP x t =  are shown as follows: 

if ( ) 1,d
iv t =  then ( ( ) 0) 0.73d

iP x t = =  and 

( ( ) 1) 1 ( ( ) 0) 0.27.d d
i iP x t P x t= = − = =  

if ( ) 2,d
iv t =  then ( ( ) 0) 0.88d

iP x t = =  and 

( ( ) 1) 1 ( ( ) 0) 0.12.d d
i iP x t P x t= = − = =  
The fitness value of a particle (a gene subset) is 

calculated as follows: 

1 2( ) ( ) ( ( ( )) / )i i ifitness X w A X w n R X n= × + × −  (6) 
in which [ ]( ) 0,1iA X ∈  is leave-one-out-cross-
validation (LOOCV) classification accuracy that uses 
the only genes in a gene subset ( ).iX  This accuracy is 
provided by support vector machine classifiers (SVM). 

( )iR X  is the number of selected genes in .iX n  is 
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the total number of genes for each sample. 1w  and 

2w  are two priority weights corresponding to the 
importance of accuracy and the number of selected 
genes, respectively, where 1 [0.1,0.9]w ∈  and 

2 11w w= − . 
 

IV. EXPERIMENTS 

4.1. Data Sets and Experimental Setup 
The gene expression data sets used in this study are 

summarized in Table 1. Experimental results that 
produced by CPSO are compared with an experimental 
method (BPSO) for objective comparisons. 
Additionally, the latest PSO-based methods from 
previous related works are also considered for 
comparison with CPSO [4],[5]. Firstly, we applied the 
gain ratio technique for pre-processing in order to pre-
select 500-top-ranked genes. These genes are then used 
by CPSO and BPSO. Next, SVM is used to measure 
LOOCV accuracy on gene subsets that produced by 
CPSO and BPSO. For LOOCV, one sample in the 
training set is withheld and the remaining samples are 
used for building a classifier to classify the class of the 
withheld sample. By cycling through all the samples, 
we can get cumulative accuracy rates for classification 
accuracy of methods. In this research, LOOCV is used 
for measuring classification accuracy due to the small 
number of samples in gene expression data. Several 
experiments are independently conducted 10 times on 
each data set using CPSO and BPSO. Next, an average 
result of the 10 independent runs is obtained. High 
LOOCV accuracy, the small number of selected genes, 
and low running time are needed to obtain an excellent 
performance. 

 
Table 1: The summary of gene expression data sets. 

Data Sets Number of 
Samples 

Number of 
Genes 

Number of 
Classes 

Leukemia 72 7,129 2 
Colon 62 2,000 2 
Note: 
DB = database. 
DB Leukemia: http://www.broad.mit.edu/cgi-bin/cancer/datasets.cgi 
DB Colon: http://microarray.princeton.edu/oncology/affydata/index.html 

 

4.2. Experimental Results  
Based on the standard deviation of classification 

accuracies in Table 2, results that produced by CPSO 
were almost consistent on all data sets. Interestingly, all 
runs have achieved over 98% LOOCV accuracy with 
less than 12 selected genes on the leukemia data set. 

Moreover, at least 88% classification accuracies have 
been obtained on the colon data set.  

 
Table 2. Experimental results for each run using CPSO 

Leukemia data set Colon data set 
Run no. #Acc 

(%) 
No. selected 

genes 
#Acc 
 (%) 

No. selected 
genes 

1 100 10 90.32 4 
2 100 5 90.32 6 
3 100 3 88.71 28 
4 98.61 9 91.94 10 
5 98.61 9 88.71 8 
6 100 31 88.71 8 
7 98.61 11 88.71 7 
8 98.61 10 88.71 7 
9 98.61 8 88.71 5 
10 98.61 9 88.71 130 

Average 
± S.D. 

99.17 
± 0.72 

10.50 
± 7.61 

89.36 
± 1.13 

21.30 
± 38.80 

Note: The results of the best subsets are shown in the shaded cells. A near-optimal 
subset that produces the highest classification accuracy with the smallest number 
of genes is selected as the best subset. #Acc and S.D. denote the classification 
accuracy and the standard deviation, respectively. 

 
For an objective comparison, CPSO is compared 

with BPSO. According to the Table 3, it is worthwhile 
to mention that the classification accuracy and the 
number of selected genes of CPSO are superior to 
BPSO in terms of the best, average, and standard 
deviation results on all the data sets. CPSO also 
produces smaller numbers of genes and lower running 
times compared to BPSO on all the data sets. CPSO can 
reduce its running times because of the following 
reasons: 
 CPSO selects the smaller number of genes 

compared to BPSO. 
 The computation of SVM is fast because it uses the 

small number of features (genes) that selected by 
CPSO for classification process. 

We also compare our work with previous related 
works that used PSO-based methods in their proposed 
methods [4],[5]. It is shown in Table 4. For all the data 
sets, the averages of the number of selected genes of our 
work were smaller than the previous works [4],[5]. Our 
work also have resulted the higher averages of 
classification accuracies on the leukemia data set 
compared to the previous works. However, 
experimental results produced by Shen et al. were better 
than our work on the colon data sets [4]. Running time 
between CPSO and the previous works cannot be 
compared because it was not reported in their articles. 
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 4
Table 3. Comparative experimental results of CPSO and BPSO 

CPSO BPSO Data Method 
Evaluation Best #Ave S.D Best #Ave S.D 
#Acc (%)  100 99.17 0.72 98.61 98.61 0 
#Genes 3 10.50 7.16 216 224.70 5.23 Leukemia 
#Time 5.26 6.13 1.44 13.86 13.94 0.03 
#Acc (%)  91.94 89.36 1.13 87.10 86.94 0.51 
#Gene 10 21.30 38.80 214 231 10.19 Colon 
#Time 8.78 9.26 0.70 30.58 30.63 0.27 

Note: The best result of each data set is shown in the shaded cells. It is selected based on the following priority criteria: 
1) the highest classification accuracy; 2) the smallest number of selected genes; 3) the lowest running time. 

 
Table 4. A comparison between our method (CPSO) and previous PSO-based methods 

Data Method 
Evaluation  CPSO PSOTS 

[4] 
PSOGA 

[5] 
#Acc (%) (99.17) (98.61) (95.10) 

Leukemia 
#Genes (10.50) (7) (21) 
#Acc (%) (89.36) (93.55) (88.7) Colon 
#Genes (21.30) (8) (16.8) 

Note: The result of the best subsets is shown in the shaded cells. It is selected based on the following priority 
criteria: 1) the highest classification accuracy; 2) the smallest number of selected genes. A result in ‘( )’ denotes an 
average result.  
IBPSO = An improved binary PSO.         
PSOGA = A hybrid of PSO and GA.  
PSOTS = A hybrid of PSO and tabu search. 

 
V. CONCLUSION 

Overall, based on the experimental results, the 
performance of CPSO was superior to BPSO and 
previous PSO-based methods in terms of classification 
accuracy and the number of selected genes. CPSO was 
excellent because the probability ( 1) 0dx ti + =  has been 
increased by the proposed constraint of elements of 
particle velocity vectors and the introduced rule. The 
constraint and rule have been proposed in order to yield 
a near-optimal subset of genes for better cancer 
classification. CPSO also obtains lower running times 
because it selects the small number of genes compared 
to BPSO. For future works, a statistical test will be 
applied on CPSO in order to test its reliability. 
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Abstract 

Face recognition is an important biometric because of 

its potential applications in many fields, such as access 

control, surveillance, and human-computer interface

In this paper, an investigation of the effect of the step 

size for both the angle and vector of the Radon 

transform on the performance of a face 

system based on Principal Component Analysis (PCA) 

and Euclidean distance is carried out. It was found out 

the change of either the vector or the angle step size 

affects the performance of the system. However, the 

best equal error rate is achieved when the step size for 

both angle and vector is set to 1. 

1. Introduction 
 

Over the past two decades face recognition has 

received considerable interest as it is a widely accepted 

biometric because of its potential applications in

fields, such as access control, surveillance, human

computer interface, and so on. Several

available to extract and represent the facial features. 

One of the widely used representations of the face 

region is Eigenfaces [1], which are base

component analysis (PCA). The goal of the E

method is to linearly project the image space to a 

feature space of a lower dimension. 

Chunming et al. [2] proposed a face recognition 

method called Statistical PCA. The improved PCA 

algorithm is used to compute the eigenvector

eigenvalues of the face. Then, Bayesian rule is used to 

design the classification rule. The experimental result 

shows that the method introduced has the advantages 

of simple computation and high recognition rate 

95.08%.  

Jamikaliza et al. [3] presented a face recognition 

system based on Eigenfaces as feature extractor and 

Fuzzy ArtMap (FAM) neural network as classifier. The 

motivation of using FAM as a classifier is 

unique solution to the stability-plasticity dilemma, 

where it has the ability to preserve previously learned 

knowledge and the potential to adapt 

indefinitely. They reported recognition rate of 97.22% 

using local dataset and 98% using ORL dataset.

Jadhao and Holambe [4] described a new technique 

for face recognition which uses Radon transform and 

Fourier transform to derive the directional spatial 

RADON TRANSFORM FOR FACE RECOGNITION 
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Prefecture University, Japan) 
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its potential applications in many fields, such as access 

computer interface. 

In this paper, an investigation of the effect of the step 

size for both the angle and vector of the Radon 

 recognition 

system based on Principal Component Analysis (PCA) 

is carried out. It was found out 

the change of either the vector or the angle step size 

affects the performance of the system. However, the 

al error rate is achieved when the step size for 

two decades face recognition has 

a widely accepted 

biometric because of its potential applications in many 

fields, such as access control, surveillance, human-

Several methods are 

the facial features. 

widely used representations of the face 

[1], which are based on principal 

The goal of the Eigenface 

the image space to a 

face recognition 

method called Statistical PCA. The improved PCA 

thm is used to compute the eigenvectors and 

eigenvalues of the face. Then, Bayesian rule is used to 

. The experimental result 

shows that the method introduced has the advantages 

of simple computation and high recognition rate up to 

a face recognition 

system based on Eigenfaces as feature extractor and 

Fuzzy ArtMap (FAM) neural network as classifier. The 

motivation of using FAM as a classifier is due to its 

plasticity dilemma, 

where it has the ability to preserve previously learned 

potential to adapt to new patterns 

indefinitely. They reported recognition rate of 97.22% 

using local dataset and 98% using ORL dataset. 

described a new technique 

for face recognition which uses Radon transform and 

Fourier transform to derive the directional spatial 

frequency features. The Radon transform is use

the line integral of features and 

enhance the features. They used FERET and ORL 

databases and achieved recognition rate

97.33%, respectively.  

Dabbah et al [5] presented a novel method to face 

biometric. They proposed randomized Radon signature 

(RRS) to overcome the natural limitations of

They used the Eigenface algorithm for evaluation. The 

results have shown 81.99% accuracy. 

 

 

1.1 Radon transform 
 

The Radon transform is one of 

to detect features within an image. The Radon 

transform defined as:  

 

���, �� �  	 
����� � ���, ����
�

�

 

where S is defined as an integral line in 

� is defined as the distance of the line from the origin 

and � is the angel from the horizontal as shown in 

Figure 1. 
 

 
Figure 1. Image domain and Radon domain [7

 

The Radon transform is a mapping from the 

Cartesian rectangular coordinate (x, y) to a distance 

and angel (�, �� also known as the 

7].  

 

2. Face databases 
 

2. Face databases 
 

A total of 500 images with frontal face of a person 

were selected from the FERET database. 
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presented a novel method to face 

biometric. They proposed randomized Radon signature 
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Eigenface algorithm for evaluation. The 

results have shown 81.99% accuracy.  

The Radon transform is one of the techniques used 

to detect features within an image. The Radon 
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an integral line in the image and 

distance of the line from the origin 

is the angel from the horizontal as shown in 

 

Radon domain [7]. 

The Radon transform is a mapping from the 

Cartesian rectangular coordinate (x, y) to a distance 

the polar coordinate [6, 

A total of 500 images with frontal face of a person 

were selected from the FERET database. They 
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represent 200 different individuals. 100 individual

used for training & testing, and the other 100 different 

individuals are used for testing only. 

selected FERET images were cropped to get only th

desired face part of a person (from forehead to the 

chin). All images have been adjusted so that both eyes 

of an individual are aligned in the same horizontal line.

 

2.1 Training database 
 

Each of the 100 persons in the training and testing 

database (Known Database) has four images. Up to 

three images will be used for training and 1 image will 

be used for testing. Figure 2 shows an example of 

training and testing database. The four images ar

the same person. The three images on the left will be 

used for training while the image on the right will be 

used for testing. Thus, three training databases were 

created. These are (i) one image per person (1p1i), (ii) 

two images per person (1p2i), and (iii) three images 

per person (1p3i). Figure 3 shows a sample image of 

each of these databases. 

(a)     
Figure 2. An example of the known database

 

(a)      (b)     (c)
 

Figure 3. Examples of the training databases 
(b) 1p2i, (c) 1p3i. 

 

2.2 Testing database 
 

Two testing databases were created. The first database, 

known test database, has 100 images of the 100 

persons in the training database. This database will be 

used to test the recall capability of the face recognition 

system. The second database, unknown t

has also 100 images of 100 different persons

database will be used to test the rejection capability of 

the system. 

 

3. Results and discussion 
 

3.1 System block diagram 
 

Figure 4 shows the block diagram of the system. 

The system has training and a testing stage. The 

200 different individuals. 100 individuals are 

used for training & testing, and the other 100 different 

used for testing only. All the 500 

selected FERET images were cropped to get only the 

desired face part of a person (from forehead to the 

have been adjusted so that both eyes 

in the same horizontal line. 

Each of the 100 persons in the training and testing 

database (Known Database) has four images. Up to 

three images will be used for training and 1 image will 

shows an example of 

training and testing database. The four images are of 

the same person. The three images on the left will be 

used for training while the image on the right will be 

training databases were 

These are (i) one image per person (1p1i), (ii) 

nd (iii) three images 

shows a sample image of 

 
(b) 

nown database. 

 

the training databases (a) 1p1i, 

The first database, 

atabase, has 100 images of the 100 

persons in the training database. This database will be 

used to test the recall capability of the face recognition 

unknown test database, 

has also 100 images of 100 different persons. This 

abase will be used to test the rejection capability of 

Figure 4 shows the block diagram of the system. 

The system has training and a testing stage. The Radon 

transform will be applied on the image to compute 

2-D projection image along angles

180°. The result of the projection is the sum of the 

intensities of the pixels in each direction. All the 

projections of the image are concatenated to form 1

radon transform’s vector. The 1-D 

vectors for all training images are computed.

then applied on the collection of 1-

vector to produce a low-dimensional feature

 

 
Figure 4. Block diagram of the system

 
For the classification task, the Euclidean distance 

measure is used. If the Euclidean distance

image y and image x in the training database d(x,y) is 

smaller than a given threshold t then images y and x 

are assumed to be of the same person. 

is the largest Euclidean distance between any two face 

images in the training database,  divided by a threshold 

tuning value (Tcpara) as given in Equation 1

 

� �
� ��� ����� ��

� !�"�

 

where j, k = 1, 2 … M. M is the 

training images, and  Ω is the reduced dimension 

images. 

To measure the performance of the system, several 

performance metrics are used. These are:

� For Recall 

� Correct Classification

is correctly matched to an image 

the same person in the training database.

� False Acceptance. 

incorrectly matched with image 

where i and j are not the same person

� False Rejection. If image 

person i in the training d

rejected by the system

� For Reject 

� Correct Classification

unknown test database is rejected by the 

program 

image to compute its 

angles varying from 0 to 

The result of the projection is the sum of the 

intensities of the pixels in each direction. All the 

image are concatenated to form 1-D 

D radon transform’s 

for all training images are computed. PCA is 

-D radon transform’s 

dimensional features vector.  

 

Figure 4. Block diagram of the system 

the Euclidean distance 

Euclidean distance between test 

image y and image x in the training database d(x,y) is 

smaller than a given threshold t then images y and x 

re assumed to be of the same person. The threshold t 

between any two face 

divided by a threshold 

as given in Equation 1. 

�# $
 

. M is the total number of 

the reduced dimension 

To measure the performance of the system, several 

performance metrics are used. These are: 

Correct Classification. If a test image yi 

is correctly matched to an image xi of 

the same person in the training database. 

False Acceptance. If test image yi is 

incorrectly matched with image xj, 

are not the same person  

If image yi is of a 

in the training database but 

rejected by the system. 

Correct Classification. If  yi, from the 

unknown test database is rejected by the 

(1) 
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� False Acceptance. If image yi is 

accepted by the program. 

 

3.2 Setting the Threshold Tuning Parameter 
 

The value of the threshold tuning parameter can be 

used to tune the performance of the system to have 

either high correct recall with high false acceptance 

rate for application such as boarder monitoring or high 

correct rejection rate for unknown persons for 

application such as access control. For this work, the 

threshold tuning parameter was set so that the system 

has equal correct recall rate and correct rejection rate. 

Figure 5 shows the correct recall and rejection rates for 

different values of the threshold tuning parameter when 

the number of images per person used for training is (i) 

one image per person (ii) two images per person and 

(iii) three images per person. As can be seen from 

Figure 5, the equal error rate (EER) for 1p1i is 58%, 

84.5% when using 1p2i, and 89% when using 1p3i 

training database. The value of the threshold tuning 

parameter (Tcpara) that gives an equal error rate 

depends on the number of images per person used for 

training. For the training database 1p3i it is 4.34. This 

value will be used on all subsequent investigation 

. 

 
Figure 5. The effect of the threshold tuning parameter 

on the correct classification 

 

3.3 The effect of the angle θθθθ step size 
We have investigated the effect of changing the 

angle step size on the performance of the system. The 

angle step size was increased by 1(default), 2, 3, …,10.  

As can be seen from Figure 6, the correct recall rate is 

constant for all step sizes of the angle. However, the 

correct reject rate is different for different values of 

step size but on average is decreasing. The highest 

equal error rate of 89% is achieved when the angle step 

size of 1. 

 

 
Figure 6. The effect of the angle θ step size on 

correct classification 

 

3.4 The effect of the vector ρρρρ step size 
We have also investigated the effect of changing the 

vector (ρ) step size on the performance of the system. 

The vector step size was increased by 1(default), 2, 3, 

…,10.  As can be seen from Figure 7, for step size of 3 

and below the correct recall rate is higher that the 

correct rejection rate. However, for step size larger 

than 3 the reverse is true. Thus, in general the correct 

recall and reject rates tend to change in opposite 

directions as the step size increase. The step size that 

gives the highest equal error rate of 89% is still 1. 

 

 
Figure 7. The effect of the vector ρ step size on correct 
classification 

 

3.5 The effect of the vector and angle step sizes 
We have also investigated the effect of changing 

both the vector (ρ) step size and the angle step size on 

the performance of the system. The vector and angle 

step sizes were increased by 1(default), 2, 3, …,10. As 

can be seen from Figure 8(a), for any value of the step 

size greater than 1 for the angle θ, the correct recall 

rate, on average, increases as the step size for the 

vector ρ increases. On the other hand, the correct reject 

decreases as the as the step size for the vector ρ 

increases as can be seen in Figure 8(b). Thus, it is 

possible to use step sizes of  ρ and θ to select the 
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required performance of the system. For example, the 

combination of step size 1 for the angle θ and step size 

8 for the vector ρ gives a correct recall rate of 86% and 

a correct reject rate of 95%.  

 

 

 

 
a. Correct recall rate  

 

 
b. Correct reject rate  

Figure 8. The effect of changing both the angle θ and 

vector ρ step size on (a) the correct recall and  (b) 
correct reject rates 

 

4. Conclusion 
 

In this paper, an investigation of the effect of the step 

size for both the angle and vector of the Radon 

transform on the performance of a face recognition 

system based on Principal Component Analysis (PCA) 

and Euclidean distance is carried out. It was found out 

that changing either the angle θ step size or the vector 

ρ step size affect the performance of the system. Thus, 

these can be used to tune the performance of the 

system in addition to the Euclidean distance tuning 

parameter. The work carried out so far was on an 

image size of 60 by 60 pixels, thus, we intend to 

investigate the effect of having larger image sizes. 
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Abstract: H.264/AVC provides high video quality at substantially low bit rates. It is useful for a save and transfer of 
video images by robot cameras. However, the computational complexity of H.264/AVC is very high. A high-speed 
general-purpose processor is necessary to process H.264/AVC. However, it is difficult to use such a processor for a 
portable device. Therefore, an application specific processor is necessary. Dynamic reconfiguration can expand 
virtually circuit area in limited chip area. Thus, this paper proposes a dynamically reconfigurable processor for the 
H.264/AVC image prediction. H.264/AVC contains intra and inter prediction process. Intra and inter prediction 
processes are not used at the same time. The proposed dynamically reconfigurable processor reconfigures those circuits. 
Proposed processor was designed and synthesized. As a result, LUTs (look up tables) were reduced to 93%, flip flops 
were reduced to 94%, and maximum delay was about the same. 
 
Keywords: H.264/AVC, dynamically reconfiguration, inter prediction, intra prediction 

 

I. INTRODUCTION 

H.264/AVC is the latest video compression 
standard[1]. H.264/AVC provides high video quality at 
substantially low bit rates. It is useful for a save and 
transfer of video images by robot cameras. However, 
the computational complexity of H.264/AVC is very 
high[2]. The video resolution is proportional to the frame 
rate of application. Furthermore, video resolution 
increases every year. A high-speed general-purpose 
processor is necessary to process H.264/AVC. However, 
it is difficult to use such a processor for a portable 
device. Therefore an application specific processor is 
necessary. 

H.264/AVC contains intra and inter prediction 
process, deblocking filter process, quantization process, 
integer discrete cosine transform process, encoding 
process, decoding process, inverse quantization process, 
and inverse integer discrete cosine transform process. 
Intra and inter prediction processes are not used at the 
same time. Intra and inter prediction process circuits are 
implemented independently by the general decoder.  

 Dynamic reconfiguration can expand virtually 
circuit area in limited chip area. Although 
reconfiguration requires temporary stop of circuit in a 
few milliseconds, dynamic reconfiguration changes 
circuit construction during operation without stopping 
circuit. Therefore, we can design circuit of many 
functions in small circuit[3-4].  

Therefore, this paper proposes a dynamically 
reconfigurable processor for the H.264/AVC main 
profile image prediction. 

 

II. H.264/AVC MAIN PROFILE 
 INTRA AND INTER PREDICTION 

H.264/AVC contains intra and inter prediction 
process, deblocking filter process, quantization process, 
integer discrete cosine transform process, encoding 
process, decoding process, inverse quantization process, 
and inverse integer discrete cosine transform process. 
Intra and inter prediction processes are not used at the 
same time by the general decoder. Intra prediction 
process uses neighboring samples for N by N block (for 
example 4 by 4, 16 by 16, etc). Inter prediction process 
uses reference picture (namely, before and after current 
picture). Intra and inter prediction process circuits are 
implemented independently. 

1. Inter prediction process 
Most inter prediction process is sample interpolation 

process. Luminance (luma) sample interpolation process 
and chrominance (chroma) sample interpolation process 
are different. Although luma sample interpolation 
process calculates quarter samples using 6-tap filter, 
chroma sample interpolation process calculates 1/8 
samples. Luma sample interpolation process needs 448 
times addition for a 4 by 4 block. Chroma sample 
interpolation process needs 96 times addition for a 2 by 
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2 block. Figure 1 shows luma sample interpolation 
circuit.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Luma sample interpolation circuit 
 

The 6-tap filter for luma sample interpolation 
process calculates as follows. 

pt1=A-5B+20C+20D-5E+F     (1) 
A~E: 8 bit integer samples 

p1=Clip((pt1+16)/32)   (2) 
 
pt2 =G-5H+20I+20J-5K+L    (3) 

G~L: 15 bit filtered samples (pt1) 
p2=Clip((pt2+512)/1024)   (4) 
 

0,  p < 0 
Clip(p) =  p,  0 ≤ p ≤ 255  (5) 

     255, p > 255 
 
Chroma sample interpolation process for one sample 

calculates as follows. 
pt3=O·(8-x)(8-y)+P·(x)(8-y)+Q·(8-x)( y)+R·(x)( y) (6) 

O~R: 8 bit integer samples 
p3=Clip((pt3+32)/64)   (7) 

2. Intra prediction process 
Intra prediction process uses top and left neighbor 

samples. Intra prediction process consists of luma intra 
prediction process for a 4 by 4 block, luma intra 
prediction process for a 16 by 16 block, and chroma 
intra prediction process for an 8 by 8 block. Luma intra 
prediction process for a 4 by 4 block contains three 
calculations as indicated by the following. 

16 times sum of 2 values. 
16 times sum of 4 values. 
A sum of 8 values. 

Luma intra prediction process for a 16 by 16 block 
contains two calculations as indicated by the following. 

A sum of 32 values. 
p [ x, y ] =  

Clip(( a + b·( x - 7 ) + c·( y - 7 )+ 16 ) >> 5 ), 
with x, y = 0, 1,…, 15   (8) 

a = 16 ( p[ -1, 15 ] + p[ 15, -1 ] )  (9) 
b = ( 5 H + 32 ) >> 6           (10) 
c = ( 5 V + 32 ) >> 6          (11) 

∑
=′

−′+−−′++′=
7

0
])1,6[]1,8[)(1(

x

xpxpxH  (12) 

∑
=′

′+−−′+−+′=
7

0
])6,1[]8,1[)(1(

y
ypypyV  (13) 

 
Chroma intra prediction process contains two 

calculations as indicated by the following. 
A sum of 8 values. 
p [ x, y ] =  

Clip(( a + b·( x - 3 ) + c·( y - 3 ) + 16 ) >> 5 ), 
with x, y = 0, 1,..., 7 (14) 

a = 16 ( p[ -1, 7 ] + p[ 7, -1 ] ) (15) 
b = (34 H + 32) >> 6 (16) 
c = (34 V + 32) >> 6 (17) 

∑
=′

−′+−−′++′=
3

0
])1,2[]1,4[)(1(

x
xpxpxH  (18) 

∑
=′

′+−−′+−+′=
3

0
])2,1[]4,1[)(1(

y
ypypyV  (19) 

 

III. PROPOSED PROCESSOR 

Intra and inter prediction process circuits are 
implemented independently by general decoder. In this 
paper, circuit area was reduced by dynamically 
reconfiguration for these circuits. The proposed circuit 
is based on 13 luma sample interpolation process, 
because this process is the largest. This process consists 
of 91 adders. The connections of adders are 
reconfigured by the multiplexers. Some circuits did not 
incorporate, because circuit areas increase. These 70 
adders were reduced by reconfiguration.  

The proposed dynamically reconfigurable processor 
reconfigures luma sample interpolation process, chroma 
sample interpolation process, luma intra prediction 
process, and chroma intra prediction process. Luma 
intra prediction process has 13 modes. Chroma intra 
prediction process has 4 modes. This processer 
calculates luma sample interpolation process for a 4 by 
4 block in 19 clock cycles. This processer calculates 
chroma sample interpolation process for a 2 by 2 block 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 659



in 2 clock cycles. This processer calculates luma intra 
prediction process for a 4 by 4 block in 4 clock cycles at 
the maximum. This processer calculates luma intra 
prediction process for a 16 by 16 block in 66 clock 
cycles at the maximum. This processer calculates 
chroma intra prediction process for an 8 by 8 block in 
18 clock cycles at the maximum.  

Proposed circuit has 13 blocks. The connections of 
those blocks and adders are reconfigured by the 
multiplexers. Those 13 blocks were numbered. Six 
blocks are almost the same type (No.6~12). Figure 2 
shows block diagram of those circuits. Figure 3 shows 
block diagram of three blocks (No.0, 1, and 2). Those 
blocks are used for luma sample interpolation process, 
luma intra prediction process, and chroma intra 
prediction process. For example, luma intra prediction 
process for a 16 by 16 block uses shaded adders. Those 
adders calculate H in (12). Figure 4 shows block 
diagram of three blocks (No.3, 4, and 5). Those blocks 
are almost the same as the previous description blocks 
(No.0, 1, and 2). However, those can calculate p in (8). 
Those blocks are used for luma sample interpolation 
process, luma intra prediction process, and chroma intra 
prediction process. For example, luma intra prediction 

process for a 16 by 16 block uses shaded adders. Those 
adders calculate p in (8). Nine blocks (No.0~8) have 6 
by 8 bits inputs at the minimum. However, 4 blocks 
(No.9~12) have 6 by 15 bit inputs at the minimum. 
Because, processor have to calculate pt2 in (3). In 
addition, those blocks (No.9~12) calculate pt1 in (1).  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 The block diagram of one block (No.6 ~12) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 The block diagram of three blocks (No.0, 1, and 2) 
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Fig. 4 The block diagram of three blocks (No.3, 4, and 5) 
 

Reconfigurations of 13 blocks and connection of 13 
blocks are controlled by control unit. The inputs of 
control unit are samples data, mode (luma intra 
prediction process, luma intra prediction process for a 
16 by 16 block, and so on) select signals, and so on. 
Calculation results are output four pixels (32 bits) at a 
time. 

 

IV. EVALUATION 

The dynamically reconfigurable prediction circuit 
for H.264/AVC decoding was synthesized using Xilinx 
ISE 11.1 CAD software. The target FPGA (Field 
Programmable Gate Array) is Virtex-5 of Xilinx Corp. 
(XC5VLX50T). The result was compared with a circuit 
without dynamically reconfiguration. These circuits can 
calculate in the same clock cycles. Table 1 summarizes 
the logic synthesis results. As a result, LUTs (look up 
tables) were reduced to 93%, flip flops were reduced to 
94%, and maximum delay was about the same.  

 
Table 1. Processor synthesis results 
 LUTs Flip flops Delay[ns]

Proposed 4181 1608 11.678
General 4508 1705 11.878

Rate 0.927 0.943 0.983
 

V. CONCLUSION 

This paper proposed a dynamically reconfigurable 
processor for the H.264/AVC image prediction. The 

proposed processor contains 13 blocks. The proposed 
processor reconfigures luma sample interpolation 
process, chroma sample interpolation process, and intra 
prediction process. Seventy adders were reduced by 
reconfiguration. The proposed processor was designed 
and synthesized. The result was compared with a circuit 
without dynamically reconfiguration. As a result, LUTs 
(look up tables) were reduced to 93%, flip flops were 
reduced to 94%, and maximum delay was about the 
same. 
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Abstract: We develop a new statistical reconstruction method for X-ray computed tomography. We utilize the knowledge that
the human body is composed of a finite number of material kinds and CT values depend on the material classes. The problem
is formulated in the framework of maximum a posterior (MAP) estimation and tomographic image and material classes are
simultaneously estimated. To minimize the MAP objective function, we use an expansion algorithm which is a variant of graph
cuts.

Keywords: Computed tomography, image reconstruction, metal artifact reduction

I. INTRODUCTION

Computed tomography (CT) is an important medical imaging
technology, and a number of CT algorithms for reconstructing
tomographic image from a series of X-ray projections have
been developed [1–6]. One of the difficulties of CT tech-
niques stems form the requirement for the reducing X-ray ex-
posure in order to avoid overdoes of radiation. However, such
limitation on the X-ray exposure would make the observed
data noisy or make the amount of the observed data insuffi-
cient. Thus, the classical filtered back projection (FBP) and
maximum likelihood (ML) solutions become ill-conditioned
and unstable. We resolve this ill-poseness by introducing suit-
able prior knowledge that regularizes the ML solution. As
the prior knowledge, we assume that X-ray attenuation coef-
ficients depend on the material classes and the human body is
composed of a finite number of material classes; they include
soft tissue (fat), normal tissue (muscle), and born.

Another difficulty of CT techniques is metal artifact. It
is known that the presence of high density objects such as
metal prostheses and dental fillings cause streak or star arti-
facts when the FBP algorithm is applied [1, 3, 5]. The most
popular approach to metal artifact reduction (MAR) is the
projection completion method [1]. Although this approach is
effective for MAR by detecting and interpolating the metal re-
gions in the sinogram, information from the projections pass-
ing through metal may be lost. Even worse, it is not easy
to determine the metal regions, especially when two or more
metals are inserted. We tackle this MAR problem by a sta-
tistical approach, in which we introduce a material class of
implanted metal.

Although there are studies that assume the material-class-
dependent X-ray attenuation [3–5], most of them estimate

the tomographic image and the material classes in a separate
manner. Since the estimation of reconstructed image and the
material classes are closely related, such separate estimation
may deteriorate the reconstruction performance. Therefore,
simultaneous estimation for a tomographic image and mate-
rial classes in term of a consistent cost function is desired.
One of such solutions was proposed in [6], which was based
on Bayesian inference. Their model consists of the prior prob-
ability of the X-ray attenuation coefficients and the likelihood
that describes the observation process given X-ray attenua-
tion coefficients. However, due to the high-dimensionality
and nonlinear dependency of random variables, they use a
simple model and approximation method. In this study, we
consider to use a more realistic observation model and a suit-
able prior distribution. The tomographic image and material
classes are estimated by maximum a posteriori (MAP) estima-
tion. Especially, a variant of the graph cut algorithms called
an expansion algorithm [7–9] is used for an efficient and ac-
curate MAP estimation.

II. ALGORITHM

Suppose we have T projections D = fy(1); � � � ;y(T )g and
the tth projection is represented by y(t) = fy(t)

1 ; � � � ; y(t)
I g,

where y(t)
i denotes the number of photons sensed at detec-

tor i when projected from a certain direction θ(t). Our aim
is to reconstruct a tomographic image represented by a J-
dimensional vector x = fx1; � � � ; xJg obtained by raster
scanning the attenuation coefficients.
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l(t)ijxj

θ(t)

y(t)
i

detector

attenuation coefficients

i

Figure 1: Geometry of CT. xj is the attenuation coefficient
at pixel j, and l(t)ij is the intersection length at pixel j when
projected from the direction θ(t) to the detector i.

1. Observation Model

The data acquisition model is written by

ŷ
(t)
i = b

(t)
i expf�

J∑
j=1

l
(t)
ij xjg. (1)

Here, ŷ(t)
i denotes the expected number of detected photons,

b
(t)
i is the number of photons that would be detected in the

absence of any absorber, and l(t)ij is the effective intersection
length of projection i with pixel j when projected from the
direction θ(t). Fig. 1 illustrates the data acquisition process.

The main source of the fluctuation in the observation is
assumed to be arisen from a quantum nature of X-ray pho-
tons [2–4]. We represent the fluctuation by an independent
Poisson distribution over the measurements:

p(D|x) =
T∏
t=1

I∏
i=1

p(y(t)
i |x) =

T∏
t=1

I∏
i=1

ŷ
(t)y

(t)
i

i e−ŷ
(t)
i

y
(t)
i !

. (2)

2. Conditional Prior

We incorporate some a priori knowledge in reconstruction of
tomographic image. We assume that each element of x is
classified into different material classes: air, soft tissue, nor-
mal tissue, bone, and implanted metal. We denote the number
of classes by K (here, K = 5). Thus, the prior p(x) is repre-
sented via variables z = fz1; � � � ; zJg:

p(x) = p(x|z)p(z) =
J∏
j=1

p(xj |zj)p(zj); (3)

Input : Observation D
Output : Estimate of CT value x̂

1 : until Convergence criterion is satisfied do
2 : Update xj to minimize (9) by SCG method
3 : Update zj to minimize (10) by graph cuts
4 : x̂ �j

Figure 2: Proposed algorithm for CT reconstruction.

where zj is aK-dimensional binary random vector whose kth
element zjk ∈ f0; 1g is 1 when the pixel j belongs to the kth
material class and other elements zjk are 0. Since each pixel
belongs to a single material class,

∑
k zjk = 1 is satisfied.

When the material class is given, the attenuation coeffi-
cients x are assumed to obey a Gaussian distribution:

p(xj |zj) =
K∏
k=1

N (xj |νk; r2k)zjk ; (4)

where νk and r2k denote the mean and the variance of the
Gaussian distribution, respectively, and r2k was determined ir-
relevant to the material class (Table 1).

Although the class-wise means νk should be calibrated in
advance, this task would not be required for every subject be-
cause the values of νk are expected not to vary significantly.
Variations of νk due to the unreliability of the CT scanner
or the fluctuation of the CT values over different individu-
als, different organs, or different tissues are assumed to be
captured by the randomness of Gaussian distribution, whose
uncertainty is controlled by its variance r2k.

3. Prior for Class

We give the prior of the material class as the following Boltz-
mann distribution:

p(z) =
1
Z

expf�E(z)g; (5)

where Z is a normalizing constant and the energy is defined
by

E(z) = �
K∑
k=1

(
J self
k

J∑
j=1

zjk + J inter
k

J∑
j=1

∑
s∈η(j)

zjkzsk
)
. (6)

Here, �(j) represents the set of pixels adjacent to pixel j, and
J self and J inter are nonnegative constants that control the char-
acteristics of the class prior. The Boltzmann distribution takes
a high probability when energy E(z) is low. Therefore, the
first term of the energy function represents the relative pro-
portion of each material: large J self promotes zjk = 1. The
second term defines the degree of correlation between neigh-
boring pixels within the material, so as to control the spatial
continuity.

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 663



Table 1: Parameter settings.
k: material νk r2k (in §1) J self

k (in §1) J inter (in §1) r2k (in §2) J self
k (in §2) J inter (in §2)

1: air 0.000 10−6 6 30 10−6 0 50
2: soft tissue 0.018 10−6 8 30 10−6 20 50
3: normal tissue 0.022 10−6 5 30 10−6 10 50
4: bone 0.050 10−6 10 30 10−6 10 50
5: metal 0.120 � � � 10−6 20 50

4. MAP Estimation

According to the Bayes theorem, the posterior distribution for
x and z is proportional to the product of the prior distribution
and likelihood function:

p(x; z|D) ∝ p(D|x)p(x|z)p(z) (7)

We determine the variable x and z by maximizing the poste-
rior probability. Taking the negative logarithm of (7), we can
find the solution as a minimizer of the following objective
function:

L(x; z) = � ln p(D|x)� ln p(x|z)� ln p(z). (8)

Since the simultaneous optimization for continuous variable
x and discrete variable z is intractable, we iteratively update
each component of the objective function:

x∗ = arg min
x
L(x; z∗) (9)

z∗ = arg min
z
L(x∗; z). (10)

Here, x∗ is updated using the scaled conjugate gradient algo-
rithm (SCG) and the z∗ is updated by an expansion algorithm,
which is a variant of graph cuts [7–9]. The algorithm is ter-
minated when the relative change of x’s norm is smaller than
a predetermined threshold 10−5.

III. EXPERIMENTAL RESULTS

We tested our method by reconstructing phantom images in
two severe situations. In the first experiment, the phantom did
not include metal, but the number of projections was severely
restricted. This setting was prepared to see the reconstruc-
tion performance when X-ray exposure was minimized. In
the second experiment, metal was inserted into the phantom.
This setting was to see how metal artifacts could be reduced
by our method.

An attenuation coefficient x can be transformed into
the Hounsfield unit (HU) by the following transformation:
1000(x � x0)/x0, where x0 (= 0.02) is the attenuation
coefficient of water (H2O).

1. Phantom Data Without Metal

A phantom was created as shown in Fig. 3(a) (471× 353 mm
ellipse). Parallel beam acquisition was simulated using 367

(a) Ground Truth (b) FBP (17.92 dB)

(c) ML (20.96 dB) (d) Proposed (22.58 dB)

Figure 3: Phantom without metal. The window used is
[�500; 500] HU so that the corresponding xj values are
within [0.01, 0.03].

detectors and 32 projection angles over 180◦. The blank scan
value bi was set to 105. Images of size 256× 256 pixels were
reconstructed. The following three different approaches were
compared: filtered back projection (FBP), maximum likeli-
hood (ML) [2], and our proposed method. The model param-
eters were fixed at hand-tuned values: r2k = 10−6, J inter = 30,
J self

1 = 6, J self
2 = 8, J self

3 = 5, J self
4 = 10 (Table 1).

The estimation results are shown in Fig. 3. The panels
show (a) the ground truth image, reconstructed images by
(b) FBP, (c) ML, and (d) the proposed method. The perfor-
mances were measured by peak signal-to-noise ratio (PSNR),
which is shown at the bottom of each panel. The PSNR of
our algorithm (22.58 dB) is higher than those by the existing
algorithms. The reconstruction results of FBP and ML are
very noisy due to the limited number of projections. How-
ever, our result is smooth thanks to the prior incorporating the
knowledge of material classes knowledge.
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(a) Ground Truth (b) FBP (24.29 dB)

(c) PCLIS (30.36 dB) (d) ML (28.25 dB)

(e) Proposed (34.27 dB)

Figure 4: Phantom without metal. The window used is
[�500; 500] HU so that the corresponding xj values are
within [0.01, 0.03].

2. Phantom Data With Metal Inserted

A head phantom (ellipse 472× 436 mm) shown in Fig. 4 was
created for the experiment with metal inserted; it includes
three dental fillings (three disks with diameters 18, 19, and
23 mm ) made of metal. Parallel beam acquisition was sim-
ulated using 185 detectors and 1791 projection angles over
180◦. The blank scan value bi was set to 105. The size of
reconstructed images was 256× 256 pixels.

Reconstruction was performed by FBP, ML, the pro-
jection completion method based on linear interpolation in
the sinogram (PCLIS) [1], and our proposed method. The
model parameters were set at hand-tuned values: r2k = 10−6,
J inter = 50, J self

1 = 0, J self
2 = 20, J self

3 = 10, J self
4 = 10,

J self
5 = 20 (Table 1).

The reconstruction results are shown in Fig. 4. The panels
show (a) the ground truth, reconstructed images by (b) FBP,
(c) PCLIS, (d) ML, and (e) the proposed method. The cor-
responding PSNR is shown at the bottom of each panel. Our
algorithm achieved the highest PSNR (34.27 dB) in the al-
gorithms we compared. Good smoothing within each region

was obtained by our method.

IV. CONCLUSION

In this article, we have proposed a new CT reconstruction
method based on a statistical approach. The key point of our
method was the introduction of the material class which al-
lows the existence of extremely high-dense objects such as
metal. Our new method enabled significant reduction of the
metal artifacts compared to the existing algorithms. Further-
more, it showed better performance when the metal was not
inserted but the signal-to-noise ratio was low due to the lim-
ited number of projections. Besides our material class model
is beneficial for improving the reconstruction image quality, it
would be helpful to detect the tumor and to identify anatomi-
cal structures owing to our material class segmentation based
on CT values, even in the existence of metal.
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Abstract: Recently, computational power of parallel processor is strong enough to be used in many applications. 
Following these trends, we adapted the stream processor for thin film transistor liquid crystal displays (TFT-LCD) 
inspection. In this paper, we explain various defects on TFT-LCD and describe the implementation of the inspection 
system on the stream processor and CPU respectively. The components and behavioral properties of the inspection 
system are also explained. Then, we compare the performance of the systems equipped with the stream processor and 
CPU using the inspection algorithm that utilizes the repeated characteristics of the TFT-LCD. It will be shown that this 
algorithm is easy to implement on the stream processor. Finally, the experiment results show the successful transition 
from the traditional CPU-based system to the stream processor based system in the TFT-LCD inspection. 
 
Keywords: Thin Film Transistor (TFT), Inspection System, Stream Processor, Parallel Processing, Liquid Crystal 
Displays (LCD) 
 
 

I. INTRODUCTION 

The TFT-LCD is widely used in many electronic 
devices. As its manufacturing industry requires faster 
production speed with higher yield, a more accurate and 
faster inspection instrument is crucial. Since early 
1990’s, practical LCD inspection methods have been 
proposed [1]. Most of the early methods require 
physical contact on LCD panel, which results in slow 
inspection speed and complex production line. Recently, 
many inspection systems begin to use digital images 
captured by the charge coupled devices (CCD) or the 
complementary metal oxide semiconductor (CMOS) 
devices. Since these devices make non-contact 
inspection system possible, a fast and efficient 
inspection has been expected to be realized. However, 
the higher resolution and faster inspection speed, the 
huge amount of data needs to be processed. 

The TFT-LCD has repeated patterns around the whole 
panel. Therefore, the inspection algorithms can utilize 
its repeated pattern [2]. Simple computation is repeated 
through the inspection, processing a huge amount of 
data. However, traditional serial processing using the 
central processing unit (CPU) is very inefficient for this 
application. As a solution of realizing the parallel 
processing, digital signal processors (DSP), application 
specific integrated circuits (ASIC) or field-
programmable gate array (FPGA) connected in parallel 
have been solutions in the embedded system at 
extremely high costs. Moreover, their solutions have 
difficulties in modifying the algorithm. 

In this paper, we adapt the stream processor of Stream 
Processor Inc. (SPI) against the previous solutions 
because of the parallel architecture inside a single chip 
and high programmability with C-like programming 
langue, called StreamC, at an affordable cost. The 

stream programming model exposes the parallelism and 
locality inherence in the application, and the SPI 
processor design and software development tools can 
easily exploit this parallelism and locality in hardware. 
Because of these advantages, it is possible to use it in 
many applications. The vision inspection is a good 
example of performance enhancement.  

The paper is organized as follows. Section II explains 
defects on various TFT-LCD. Section III represents the 
algorithm used for the inspection and the performance 
comparisons. Section IV explains the implementation of 
the inspection systems on a stream processor. Section V 
shows simulation results and the improvement of the 
inspection speed of the system based on stream 
processor. Finally, section VI is conclusion. 

 

II. DEFFECTS ON TFT-LCD  

Defects on the TFT-LCD cause visual failure and 
electrical failure. Visual failure on TFT-LCD is 
classified into two parts: macro and micro-defects [3]. 
Macro-defects include “MURA”, “SIMI” and “ZURE”. 
“MURA” means unevenness of color. “SIMI” means a 
clack on TFT-LCD. ZURA means misalignment of TFT-
LCD. They are generally large size and can be detected 
human’s eye. Micro-defects include scratches, 
fingerprints, particles and pinholes. They are very small 
size and can be hardly found human’s eye. 

The proposed method in this paper focuses on macro- 
defects. Although macro-defects are large size, some 
defects cannot be founded by the visual system of 
human. Human inspector slows down the processing 
speed. So, as mentioned before, we used vision 
inspection system. 
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Fig.1. Repeated cells and variables on TFT-LCD 
 

III. INSPECTION ALGORITHM 

The following equations describe the basic decision 
scheme [4]. Fig. 1 shows repeated pattern on TFT-LCD 
and variables used in this algorithm. One pixel has a 
value of image data of 8 bit. The main equations of 
proposed algorithm are the followings. 
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where  
a) W is positive integer value of horizontal width. 
b) H is positive integer value of vertical height. 
c) c(x,y) is integer value of intensity at position (x,y) 
ranging from 0 to 255. 
d) Cw is constant integer of horizontal length of repeated 
cell patterns. 
e) Ch is constant integer of vertical length of repeated 

 
 
Fig.2. Tested image with defective pixels and resultant 
image. 
 
cell patterns. 
f) DU(x,y), DD(x,y), DL(x,y) and DR(x,y) are differences 
of values of pixels. 
g) T is positive constant integer of threshold to decide 
whether the target pixel is defective or not. 
h) O(x,y) is the inspection result of pixel at (x,y). The 
value 1 means defective pixel and 0 means normal pixel. 
i) T is decided by S which is a standard of value of pixel. 
 These are three equations (5), (6) and (7) in output 
value, O(x,y). When horizontal width, W is not longer 
than three times of that of cell, 3Cw, equation (5) is used. 
When vertical height, H is not longer than three times of 
that of cell, 3Ch, equation (6) is used. Threshold, T 
differs by value of pixel. Since defects are represented 
to black, T should be small when the value of pixel is 
small. 
 

IV. IMPLEMENTATION 

The system consists of several CCD or CMOS sensors 
and stream processors. Most parts of the inspection 
algorithm run on the stream processor in a parallel 
manner.  

A stream processor contains a general purpose unit 
(GPU) for data handling and control, a data parallel unit 
(DPU) for compute-intensive inner loop computations, 
and peripheral units that perform device i/o. The stream 
processor GPU contains two MIPS processors: System 
MIPS handles user interface and device i/o, while DSP 
MIPS handles communication with the DPU. 

Implementation of algorithm on stream processor is 
simple. Input image data from CCD sensors are 
transferred to stream processor. One pixel line of image 
data is loaded to one lane which is process unit in DPU. 
Since the stream processor used this system have 16 
lanes, once 16 pixel lines of image data are loaded to 
DPU. Values of pixels that loaded in DPU are calculated 
by DPU using the proposed algorithm. 

 

V. RESULT 

We used 2 different size of images, (1024, 720), (1024, 
1000) pixel2. Testing was done with previously acquired 
images. Fig. 2 shows one of tested images with the 
resolution (1024, 720) pixel2 and has defective pixels to 
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Fig.3. Comparison of the processing time by stream 
processor and CPU 
 
show the inspection result more clearly. It is made by 
converting 0 to 255 and 1 to 0 from the results of 
equations (5) to visualize it. 

Fig. 3 shows the comparison of processing speeds. 
Process time by stream processor contains the image 
data transmission from flash memory in system MIPS to 
memory in DPU. It shows superior speed enhancement 
of stream processor about 10 times better though it 
contains the transmission time. It also shows that 
processing time of a large image size is fast. 

 

VI. CONCLUSION  

 We have presented implementation of a TFT-LCD 
inspection algorithm and its performance with stream 
processor and CPU. The TFT-LCD inspection algorithm 
is simple operation but it is applied to a huge size of 
data. So it requires parallel processing. Stream 
processor is one of the most proper devices that can 
increase processing speed. Also it is used for embedded 
system. The experimental results show how much its 
performance can be improved. As a future work, we 
consider that implementations of more sophisticate 
algorithm and the optimization of stream processor 
architectures. 
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Abstract: It is necessary to carry on the inspection of the bridge after more and more bridges are built. In view of 
present inspection techniques, we try to explore to inspect the bridge by machine vision. Considering the practical 
complex working conditions, such as lighting conditions, interference of the shadows of the trees or cables, it is 
difficult to realize the reliable crack extraction. In this paper, we try to solve those problems with various algorithms. 
Some initial good results were obtained. The further research will be carried on soon. 
 
Keywords: Crack detection, Machine vision, Image processing. 

 
 

I. INTRODUCTION 

In the bridge inspection, more and more attention is 
paid on the crack detection. Compared with other 
defects, the crack is important to determine whether the 
bridge will be maintained or not. Although a crack is the 
defect on the surface of a bridge, we will find the 
internal stress indirectly based on the length, width and 
depth of the crack on its surface. 

Now people can only inspect the bridge manually in 
most cases. We check the cracks for each building by 
human being’s eye or using telescope. In order to get the 
dimensions of each crack, they have to measure it with 
some tools. However, in some cases, such as the high 
bridge, or the bridge is not easy to reach, they have to 
use some telescope or special equipments. Even if we 
can get some results, the high accuracy is difficult to be 
satisfied. On the other hand, we have to consider the 
cost, safety and efficiency, etc. 

In view of present inspection methods, it is 
necessary to develop some methods to detect the cracks 
automatically. Machine vision is a good solution. In the 
machine vision, it captures the images by the CCD 
camera; with the special image processing technique, 
the target object (such as the crack) is extracted; the 
dimensions of the target will be calculated. That is, 
machine vision works like human beings. It tries to help 
people to perform some tasks where people are not 
appropriate to reach. 

It is different from the laboratory conditions or 
indoor environments, where the influence is generally 
controlled. But in the outside, the background is various. 
It makes the crack extraction more difficult. That means 

we have to use the compound methods to extract the 
cracks, moreover, we have to consider the recognition 
method to separate the cracks from other objects. At the 
same time, we will also need to consider the speed of 
the image processing in the real applications. 

Till now, various defects’ detection is developed 
with the machine vision. But for the crack detection, we 
have to consider the practical working environments, 
such as lighting conditions. At the same time, we also 
need to consider the interference by the shadow of the 
cables or trees etc. In this paper, based on some images 
of the cracks, we explored the methods to extract the 
cracks. 

In the following sections, we will give more details 
explanations about each topic. Moreover, we will also 
provide some crack extraction results by our image 
processing methods. 

 

II. IMAGE PROCESSING 

After we get the image from the CCD video camera, 
we will detect the cracks in that image based on 
corresponding algorithms. Automatic crack detection is 
highly desirable for efficiency and objectivity of crack 
assessment. However, generally it is difficult to extract 
cracks automatically from noisy bridge surfaces. 
Cracks in the images obtained from the practical 
workspace are contaminated by noises such as oil paint, 
scratch, cables and so on. Besides, the light condition, 
focal distance seriously effected the images' quality. 
Thence a satisfied result cannot be obtained only with 
several common algorithms of the image processing. 
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Based on the analysis of the characteristics of 
images contained bridge cracks this article proposed 
some special image processing algorithms to obtain the 
cracks’ area, length and width. Besides, one software 
using MATLAB language was developed. The 
processed result showed that the software was suitable 
for the crack detection of bridge surface. 

Now 
image pro

 
1. Grayin

The R
CCD cam
images' 
transform
the neces

 

2. Image enhancement 
The principal objective of enhancement is to process 

an image so that the result is more suitable than the 
original image for a special application. Image 
enhancement approaches fall into two broad categories: 
spatial domain methods and frequency domain methods. 
In this paper, the gray level transformation, fourier 
transformation, wavelet transformation were applied to 
enhance the gray images. 
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we take one sample image as an example. The 
cessing will be explained as followings. 

g 
GB image shown in Fig.2 was obtained by the 
era. Normally, in order to accelerate the 

processing speed, the RGB image can be 
ed to gray one shown in Fig.3 which contains 
sary information to meet the following process. 

 

Fig.2. Original Image 

 
Fig.3. Gray image 

 
Fig.4. Result after enhancing image. 

3. Threshold 
The simplest segmentation algorithm is to threshold 

the image. The threshold operation is defined by: 
}|),({ max,min gfgRcrS cr ≤≤∈=  

This paper applies the Basic Global Thresholding, 
Otsu and customized thresholding algorithm in order to 
divide an image into several parts according to the 
pixels' different gray value. 

Global Threshold 
Global Threshold is based on visual inspection of 

the histogram. The following algorithm can be used to 
obtain T automatically: 
1) Select an initial estimate for T. 
2) Segment the image using T. This will produce two 

groups of pixels: G1 consisting of all pixels with 
gray level values>T and G2 consisting of pixels 
with values <=T. 

3) Compute the average gtray level values µ1 and µ2 
for the pixels in regions G1 and G2. 

4) Compute a new threshold value: 

( )212
1 µµ +=T

 
5) Repeat steps 2 through 4 until the difference in T 

in successive iterations is smaller than a predefined 
parameter T0. 

670



 
Fig.5. Result of global thresholding from Fig.4. 

Otsu thresholding 
It is considered to be an adaptive thresholding 

method. An image is divided into parts of background 
and object. The more inter-class variance provided, the 
more difference between the background and object. If a 
part of object area was mistaken to background, the 
difference will be reduced, and vice versa. 

An image: I(X,Y),size:M×N. 
NMNW */00 =  
NMNW */11 =  
NMNN *10 =+  

110 =+WW  

1100 µµµ ×+×= WW  
( ) ( ) 2^2^ 1100 µµµµ −×+−×= WWg  

In the formulations above, N0 represents the number 
of object pixels. N1 represents the number of 
background pixels. µ0 represents the average value of 
the object area. µ1 represents the average value of the 
background area. µ represents the average gray value of 
the global image. g represents the inter-class variance. 
We can utilize the traversal method to find the largest 
threshold value T. The result is shown in Fig.6. 

 

 
Fig.6. Result of OTSU 

Customized threshold 
By virtue of Matlab language, we can compare the 

images under the different threshold value between 0 
and 255. Fig.5 shows the threshold image under the 
value 110. 

 
Fig.7. Result of customized threshold image 

 
Fig.8. Result of filtering image 

4. Filtering 
In this paper, we utilize the median filtering method 

to filter the segmentation image shown in Fig.8. 
5. Feature extracting 

In the images with rather single background, in 
general the connected area of crack is larger than other 
feature's and the length is longer than other feature's, too. 
1) Invert the background' color to black and the 

object' color to white. Result is shown in Fig.9. 
2) Mark the region in the image obtained after 

filtering. 
3) Compute all regions' area, length, round-degree, 

compare them separately. And then, get the label 
number N with the minimum round-degree, but its 
area and length are both the maximum value 
among those regions. 

4) Keep the pixels' value 1 in the region N, and set 
the value of remaining region's pixels 0. The final 
result is shown in Fig.10. 

 

 
Fig.9. Result of inverting image 
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Fig.10. Final result 

In the end, after the five steps above, we receive the 
processed image only with the crack feature. At the 
same time, the crack's area, length and width have been 
computed. 

           

III. CONCLUSION 

In this paper, we carry on the initial study on the 
crack detection based on the image processing 
technique. Some results are obtained. Next step, we will 
test with more samples, and consider the influence of 
the lighting conditions etc. 
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Keywords: Image Processing, Adaptive Filtering, Visual Tracking, Mobile Robots

I. Introduction
Recently, the adaptive image filtering problem has

attracted a great deal of attention in many fields such as
robotics, signal processing, pattern recognition, control
engineering, etc.. Image filtering is a set of techniques
used to enhance or restore images, including image
smoothing, sharpening, blurring, edge detection, mean
removal and embossing. At present, some valuable
adaptive filters have been proposed, whose fundamen-
tal issues includes temporal averaging [1] and median
filtering. The Wiener filter is not adequate for removing
speckle since it is designed mainly for additive noise
suppression. To address the multiplicative nature of
speckle noise, Jain developed an approach by which
the multiplicative noise can be turned into additive
noise by taking the logarithm of the image [2]. Kuan
considered a multiplicative speckle model and designed
a linear filter based on the minimum mean-square error
criterion when the scene and the detected intensities are
Gaussian distribution [3]. Sadjadi and Bannour proposed
a two-dimensional Kalman filter, which is in a Markov
field satisfying autoregressive model [4]. The Model-
Based Diagnosis(MBD) technique [5] is essentially a
Maximum Aposteriori Probability(MAP) filter, which
was developed based on modeling textured areas.

In reality, there exist a variety of local image feature-
dependent adaptive filtering strategies, including local
image statistics filtering [6], adaptive neighborhood av-
eraging which uses piecewise approximation of uniform
regions [7], least-squares error filtering [8], gradient
inverse-weighted filtering [9], multiple-model filtering,
local shape-based template-matched adaptive filtering,
and gradient-controlled anisotropic diffusive filtering
[10-13]. Whitaker and Pizer [14] presented a multi-scale
nonlinear diffusive filtering approach in which diffusion
is controlled under a time varying scale parameter. We-
ickert [15] proposed an anisotropic, nonlinear diffusion

process that uses both modulus as well as direction
of gradients. De Grandi presented a wavelet multi-
resolution representation to provide a unified framework
for signal approximation, filtering and classification
[16].

With this background, we investigate an adaptive
image filtering based on color and pixel features, and
apply it to the tracking control of mobile robots. To this
end, we first present an algorithm to compensate the
background difference for global illumination. Then, we
propose the H/S Model and the adaptive image filtering
algorithm.

II. Main Results
The task of adaptive image filtering is to recognize

target in the image acquired by the camera. The general
flowchart of the algorithm is shown in Fig. 1. There, we
can see clearly that the input to the algorithm is raw
image from the camera, and the output is tracking con-
trol strategy of robots. Adaptive image filtering consists
of three core aspects, i.e., illumination compensation
algorithm, adaptive image filtering algorithm based on
H/S model and tracking control strategy of robots. These
are described in detail below.

A. Illumination Compensation Algorithm
The algorithm is used to compensate the background

difference for global illumination, which can be com-
pleted by five steps.

Step 1 Initialization: Monitor the change of attribute
values of the reference points. Determine the initial
thresholds of the image of environment. The initial
thresholds are (H0,S0). Let 4H = 0,4S = 0, where 4H
is the change in hue and 4S is the change in saturation.

Step 2 Filtering: Perform 5×5 median filtering on the
resulted image.

Step 3 Reference points Pi sampling: Obtain the
values of reference points, and calculate hue mean value
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µREFH and saturation mean value µREFS of reference
points.

µREF = [µREFH ,µREFS] (1)

Then, calculate the standard deviation σREF .

σREF = [σREFH ,σREFS] (2)

Step 4 Standard deviation analysis: if σREF > σT , then
calculate 4H and 4S:

[4H,4S] = µREF −µ ′REF (3)

The thresholds are calculated as follows:

HT H = H0 +4H

ST H = S0 +4S (4)

The new thresholds (HT H ,ST H) are used in the next
operation.

Step 5 Update image: For each pixel on position(x,y)
of the reference points, compute the change of attribute
values.

Fig.1. General Flow Chart of the Algorithm

Fig.2. Illumination Compensation Method

B. Adaptive Image Filtering Algorithm
Based on H/S Model

The algorithm is designed to set the thresholds of
images adaptively. The thresholds will be calculated in
HSI color spaces [17]. The calculation is important to
subsequent operations. The next step is to select the
target that is recognized during initialization of image.
And the initial values of thresholds are determined by
means of off-line learning. We propose the H/S Model
based on which the adaptive image filtering algorithm
is formulated as follows:

Step 1: For each pixel in the image:

Di = [Ri,Gi,Bi] (5)

Most color grading systems use HSI rather than RGB
values to specify color preferences because it is based on
human-distinguishable hues and a more intuitive repre-
sentation than RGB. Due to the geometric discontinuity
of color space it is difficult to set or adjust color grade
boundaries using hue values alone. It can be overcome
by including the intensity component from the HSI color
space in the computations [18]. Therefore, we convert
the input RGB image to the HSI color space.

Hi = {θi | i f Bi ≤ Gi ; 360−θi | i f Bi > Gi}
Si = 1− 3

Ri +Gi +Bi
min(Ri,Gi,Bi)

Ii =
1
3
(Ri +Gi +Bi) (6)
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where

θi = cos−1 (Ri−Gi)+(Ri +Bi)

[(Ri−Gi)2 +(Ri−Bi)(Gi−Bi)]
1
2

(7)

And the value of min(Ri,Gi,Bi) denotes the minimum
among of red, green and blue components of the image.

Step 2: Calculate color histogram of image and use
it as its color feature. Then we divide image data into
blocks and calculate the mean value (HKi,SKi) of each
block that can be described by the normalized method
[19] on both hue and saturation.

5Q = (5Qx,5Qy)
5Qx = ‖ ∂xHKi,∂xSKi ‖
5Qy = ‖ ∂yHKi,∂ySKi ‖ (8)

Note that

Vk = [Vkx,Vky],Uk = [Ukx,Uky]
Vkx = ∂xHKi/∂x

Vky = ∂yHKi/∂y

Ukx = ∂xSKi/∂x

Uky = ∂ySKi/∂y (9)

Step 3: Establishing the H/S Model:

Fi = Σn
j=1λ jPj(n = 1,2,3,4) (10)

where

Pj =





Vk j = 1
Uk j = 2
Hki j = 3
Ski j = 4

λ j is a weighted value, according to the contributions of
the values of Pj. And Fi is confidence coefficient

γi =





0 Fi = [0,α1)
ϕFi Fi = [α1,α2]
1 Fi = (α2,1]

(11)

The value of γi denotes the output result of filtering.

C. Tracking Control Strategy of Robots

After adaptive image filtering, the moving object
can be recognized in image. The motion vector of the
object is calculated in image coordinate system. The
coordinates of the moving object can be obtained by
means of calculating the center vector Gc on image
plane[20].

Γi = GcKi (12)

where, Γi represents the position of object in the image
coordinate system. Ki is the coefficient matrix of the
image.

We can calculate the coordinates of the moving object
relative to image.

ΓR = Mr
i ΓiNR (13)

NR = GiNi
R (14)

where, Mr
i is the coordinate conversion matrix. ΓR repre-

sents position and angle parameters of the moving object
relative to the mobile robot. Further, we can calculate the
motion vector of the mobile robot.

III. Experiments and Results

The system architecture includes a camera, which is
fixed up on the top of a lab mobile robot. The video
frames are 320×240 pixels in size, and were recorded at
25 frames per second. The host computer was a PC/104
embedded industry controll computer, with an 850MHz
Pentium processor and 512MB of 266MHz RAM. The
entire tracking system was implemented using C++
under Microsoft Windows XP, with no platform specific
optimizations.

In the experiment, the mobile robot begins to track
the object, when the object starts to move. As shown
in Figure 3, the horizontal and vertical axes in the
figure stand for time and the error of robot tracking
respectively. It shows that the error of robot tracking
decreases along with time. We believe that the robot
and the target move synchronously when the tracking
error is less than 5 pixels.

Fig.3. Robot Tracking Process

Fig.4 shows absolute error of robot position changing
with time. The horizontal and vertical axes in the figure
stand for time and absolute error of robot position
respectively. It is known that the error of robot position
can be constrained below 15 pixels.

Fig.4. Absolute Error of Robot Position
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IV. Conclusions
In this paper, we have proposed an adaptive image

filtering approach based on color and pixel features,
and applied it to solve the problem of tracking control
of mobile robots. Experimental results show that the
proposed approach is robust with high recognition rate
and can find a wide application. Although discussion is
done only within the indoor environment, and it is also
possible to be used for outdoor environment, which is
currently under consideration.
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Abstract: This paper is devoted to the problem of non-fragile controller design for the trajectory tracking of mobile
robots. Firstly, the model of the mobile robots is exactly linearized via non-linear state feedback and proper coordinate
transformation under certain conditions. Secondly, the time-delay is added to the linearized model and the non-fragile
controller is designed for the trajectory tracking by employing linear matrix inequalities (LMIs) approach. Finally,
simulation examples are included to illustrate the effectiveness of the proposed controller.
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I. INTRODUCTION

The mobile robot can be regarded as an effective
extension of man’s motor ability, and therefore it is
sure to be indispensable in the course of recognition
and exploration of the world. For example, to achieve
the trajectory tracking, the nonlinear and nonholonomic
motion of the mobile robot must be considered. Oriolo et
al [1]. showed that dynamic feedback linearization was
an efficient design the tool to solve trajectory tracking
problem. Wang et al [2]. proposed novel, asymptotical,
nonlinear adaptive trajectory tracking control laws based
on Lyapunov stability theory. Dixon et al [3]. developed
a velocity field for the constrained mobile robot trajec-
tory, and formulated a differentiable controller for global
asymptotic velocity field tracking. In [4], an adaptive
controller for trajectory tracking was developed based
on the learning ability of wavelet network(WN). In [5],
the fuzzy control solution was introduced to resolve the
robustness of mobile robot trajectory tracking problem.
Liu et al [6]. used an artificial potential field to navigate
the mobile robot in a novel simple adaptive tracking
controller. To avoid premature convergence and trapping
into local minimum, a chaos genetic algorithm based
on population high-efficiency mutation (CGAPM) was
presented in [7]. And a novel vector field control method
based on nonlinear control algorithm was proposed for
the mobile robots in [8].

On the other hand, it is well known that the time-
delay usually occurs in the practical plants. Its existence
may affect the stability of the system seriously and
the dynamic performance of the system. Similarly, it
is important for the tracking control of mobile robots
to consider the time-delay effect, however it has been
attracting little attention.

Further, we know that the mobile robot is driven by

the DC motor. The designed control strategies need to
be digitized in order to realize control goal. In this
process, the small change of the control parameters
exists and may cause control failure, or even destroy
the system. L.H.Keel et al [9]. indicated that the tra-
ditional controller design method like optimal control
and robust control only lead to fragile controller. That
means that small offset of controller gain coefficient
will be likely to damage the stability of the closed-
loop system and degrade the performance. This requires
that the designed controller gain coefficient should have
sufficient adjustable redundancy or non-fragility in order
to meet different performance requirements.

In this paper, we design a non-fragile controller by
using LMI approach for the mobile robots with time-
delay. The paper is organized as follows. In Section
2, the equation of a nonholonomic mobile robot is
linearized via state feedback and the model of the
mobile robots with time-delay is introduced based on
the linearized model. The non-fragile trajectory tracking
controller is designed in Section 3. And finally, the
effectiveness of designed controller is verified by the
simulation in Section 4.

II. PROBLEM FORMULATION AND
PRELIMINARIES

x

y

X
O

Y
Xa

Ya

Oa

Fig. 1 The planar graph of a mobile robot
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In Fig. 1, XOY is the world coordinate system, XaOaYa
is the coordinate system fixed the mobile robot body ,Oa
is the center of the axle of two driving wheels, (x,y)
indicates the coordinate of the robot in world coordinate
system and θ is the angle of moving direction (right
angle to the wheel axis). v is the linear velocity of the
robot and ω is its angular velocity.

Suppose that the wheels of the mobile robot rotate
without slipping, the constraint can be denoted by

ẋsinθ − ẏcosθ = 0. (1)

Then the equation of the mobile robot with two
independently driving wheels can be obtained

ẋ = vcosθ
ẏ = vsinθ
θ̇ = ω

(2)

Introduce an auxiliary variable v̇ = a, and let

X = [x1 x2 x3 x4]T = [x y θ v]T ,

Y = [y1 y2]T = [x y]T , u =
[
a ω

]
.

Then the system (2) can be transformed to the following
form:

Ẋ = f (X)+g(X)u
Y = h(X) (3)

where

f (X) =




x4cosx3
x4sinx3

0
0


, g(X) =




0 0
0 0
0 1
1 0


,

h(X) =
[

1 0 0 0
0 1 0 0

]
X

Setting

ξ (t) = [y1 L f y1 y2 L f y2]T = [x1 x4cosx3 x2 x4sinx3]T

and u(t) = [acosx3−ωx4sinx3 asinx3 +ωx4cosx3], the
system (3) becomes:

ξ̇ (t) =




0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0


ξ (t)+




0 0
1 0
0 0
0 1


u(t)

= Ãξ (t)+ B̃u(t)

Y (t) =
[

y1
y2

]
=

[
1 0 0 0
0 0 1 0

]
ξ (t) = C̃ξ (t)

(4)

Now, introducing time-delay in mobile robots, we
have:

ξ̇ (t) = Ãξ (t)+Aτ ξ (t− τ)+ B̃u(t)
Y (t) = C̃ξ (t)

(5)

where τ is constant time-delay. Consider the non-fragile
controller:

u(t) = (K +∆K)ξ (t) (6)

where K is the state feedback controller; ∆K = E∆(t)F

is the additive gain perturbation of the controller with
E,F the real matrices of known appropriate dimension,
∆(t) Lebesgue measurable matrix and ∆T (t)∆(t)≤ I.

Combining the system (5) and controller (6) yields
the following closes-loop system:

ξ̇ (t) = [Ã+ B̃(K +∆K)]ξ (t)+Aτ ξ (t− τ)
Y (t) = C̃ξ (t)

(7)

The objective of this paper is to design a non-fragile
controller (6) such that the closed-loop system (7) is
asymptotically stable.

Lemma 1: [10] Let E,F be the real matrices of
appropriate dimensions, and ∆(t) be time-varying matrix
with ∆T (t)∆(t)≤ I. Then, for any scalar ε > 0, we have

E∆(t)F +FT ∆T (t)ET ≤ εEET + ε−1FT F .
Lemma 2: [11] Let M > 0,L,Q > 0 be matrices of

appropriate dimension. Then
M +LT Q−1L < 0

if and only if
[

M LT

L −Q

]
< 0 or

[−Q L
LT M

]
< 0.

III. NON-FRAGILE CONTROLLER DESIGN

The following theorem gives the necessary and suf-
ficient condition for existence of non-fragile state feed-
back controller for system (5) when the controller has
additive gain perturbation.

Theorem 1: Given positive scalar τ , the system (7) is
asymptotically stable if there exist scalar ε > 0, matrices
P > 0,Q > 0 and R, such that the following linear matrix
inequalities hold.




S +ST εB̃E Aτ Q−1 P−1 P−1FT

∗ −εI 0 0 0
∗ ∗ −Q−1 0 0
∗ ∗ ∗ −Q−1 0
∗ ∗ ∗ ∗ −εI




< 0

(8)
where S = ÃP−1 + B̃R, ∗ expresses the corresponding
symmetric terms. And further, the state feedback con-
troller may be taken as K = RP.

Proof: For the system (7), define a common
Lyapunov function candidate

V = ξ T (t)Pξ (t)+
t∫

t−τ
ξ T (s)Qξ (s)ds (9)

where P,Q are solutions of equation (8).

V̇ =
[

ξ (t)
ξ (t− τ)

]T [
PÂ+ ÂT P+Q PAτ

AT
τ P −Q

][
ξ (t)

ξ (t− τ)

]

=
[

ξ (t)
ξ (t− τ)

]T

M

[
ξ (t)

ξ (t− τ)

]

(10)
where Â = Ã + B̃(K + ∆K) = Ã + B̃(K + E∆(t)F), M =[

PÂ+ ÂT P+Q PAτ
AT

τ P −Q

]
. If M < 0, then the system (7) is

asymptotically stable.
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Pre- and post- multiplying M by diagonal matrix[
P−1 0

0 I

]
and its transpose respectively, and let R =

KP−1, we can obtain
[

P−1 0
0 I

]
M

[
P−1 0

0 I

]

=
[

ÂP−1 +P−1ÂT +P−1QP−1 Aτ
AT

τ −P−1QP−1

]

=
[

S +ST + B̂+ B̂T +P−1QP−1 Aτ
AT

τ −Q

]

< 0
(11)

where S = ÃP−1 + B̃R and B̂ = B̃E∆(t)FP−1. According
to Lemma 2, we obtain




S +ST + B̂+ B̂T Aτ P−1Q
AT

τ −Q 0
QP−1 0 −Q


 < 0 (12)

Rewrite the above equation



S +ST Aτ P−1Q
AT

τ −Q 0
QP−1 0 −Q


+Σ1∆(t)Σ2 +(Σ1∆(t)Σ2)T < 0

(13)
where Σ1 =

[
B̃E 0 0 0

]T
,Σ2 =

[
FP−1 0 0 0

]
.

Then, from the Lemma 1, if there exists scalar ε > 0,
we have


S +ST Aτ P−1Q

AT
τ −Q 0

QP−1 0 −Q


+ εΣ1ΣT

1 + ε−1ΣT
2 Σ2 < 0

(14)
Note that Lemma 2 again, we have



S +ST εB̃E Aτ P−1Q P−1FT

∗ −εI 0 0 0
∗ ∗ −Q 0 0
∗ ∗ ∗ −Q 0
∗ ∗ ∗ ∗ −εI




< 0 (15)

Pre- and post-multiplying (15) by diagonal matrix
diag(I, I,Q−1,Q−1, I) and its transpose respectively, the
upper formula can be expressed by the following




S +ST εB̃E Aτ Q−1 P−1 P−1FT

∗ −εI 0 0 0
∗ ∗ −Q−1 0 0
∗ ∗ ∗ −Q−1 0
∗ ∗ ∗ ∗ −εI




< 0

(16)
And the state feedback controller is K = RP. This

completes the proof.
Obviously, if ∆(t) = 0, Theorem 1 degenerates to the

normal state feedback control.
Now applying the designed controller K in Theorem

1 to the mobile robots (5), we obtain

u(t) = Kξ =
[

acosθ −ωvsinθ
asinθ +ωvcosθ

]
.

IV. NUMERICAL EXAMPLES

Consider the systems (5)-(7) with

Aτ =




0.01 0 0 0
0 0 0 0
0 0 0.02 0
0 0 0 0


, τ = 0.2,

E =
[

1 0
0 1

]
, F =

[
0.5 0.5 0.5 0.5
0.5 0.5 0.5 0.5

]

∆1 =−I =
[−1 0

0 −1

]
,∆2 = I =

[
1 0
0 1

]
.

From Theorem 1, we get the non-fragile controller
by employing the LMI Toolbox in MATLAB

Kn f =
[−4.4453 −4.8047 −1.4766 −1.5234
−1.4766 −1.5234 −4.4453 −4.8047

]

and the normal state feedback controller is

Knormal =
[−2.9687 −3.2813 0 0

0 0 −2.9687 −3.2813

]
.

When the two controllers exist the perturbation ∆1,
they all can make the system stable, see Fig.2 and Fig.3.
Using the normal control with the perturbation ∆2, the
system becomes unstable (see Fig.4), while the non-
fragile controller with the perturbation ∆2 still makes
the system stable (see Fig.5).

0 1 2 3 4 5 6 7 8 9 10
-3

-2

-1

0

1

2

3

t

Fig.2 The control effect of the normal controller with ∆1

0 1 2 3 4 5 6 7 8 9 10
-3

-2

-1

0

1

2

3

t

Fig.3 The control effect of the non-fragile controller with ∆1
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Fig.4 The control effect of the normal controller with ∆2
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Fig.5 The control effect of the non-fragile controller with ∆2

Next, we apply the designed non-fragile controller K
to the trajectory tracking of the mobile robot system. We
hope the mobile robot to make the circular motion:

xd(t) = 0.5cos(0.01t),yd(t) = 0.5sin(0.01t),θd(t) = t.

Fig.6 is the mobile robot motion trajectory using the
non-fragile controller on the x−y plane. We can see that
the trajectory can converge to the expected trajectory
quickly.

-0.6 -0.4 -0.2 0 0.2 0.4 0.6
-0.6

-0.4

-0.2

0

0.2

0.4

0.6

Fig.6 The mobile robot motion trajectory

V. CONCLUSIONS
In this paper, we have introduced non-fragile control

to the mobile robots with time-delay for the first time.
After exactly linearizing the model of the mobile robots
via non-linear state feedback and proper coordinate

transformation under certain conditions, we give the
model of mobile robots with time-delay. Based on
which, the non-fragile controller with the additive gain
perturbation is designed in order to make the mobile
robots asymptomatically stable. Finally, the proposed
non-fragile controller is used to the mobile robots tra-
jectory tracking control. Simulation results show that the
designed non-fragile controller has strong robustness to
controller gain perturbations which guarantee the fast
response and superior control effect.
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Abstract: The differences, similarities and insights of three typical data-driven control algorithms, model free adaptive 
control (MFAC), iterative feedback tuning (IFT) and virtual reference feedback tuning (VRFT), are briefly discussed, 
and these differences, similarities and insights are certified through a series of experiments on the three-tank water 
system in our university lab. 
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I. INTRODUCTION 

Data-driven control methods focus on finding 
controller, merely using input/output data of the control 
system. Up to now, there exist a few data-driven control 
methods [1], such as iterative learning control (ILC), 
unfalsified control (UC), virtual reference feedback 
tuning (VRFT), iterative feedback tuning (IFT), model 
free adaptive control (MFAC), etc. In order to enhance 
their applications and make a clearly understanding the 
drawbacks and advantages of these data-driven control 
methods in practice, three typical data-driven control 
algorithms (MFAC, IFT and VRFT) are briefly 
discussed and the differences, similarities and insights 
of these methods are certified through a series of 
experiments. 

The rest of this paper is organized as follows. In 
section 2, three typical data-driven control methods are 
brief discussed. In section 3, a series of experiments are 
given to demonstrate the correctness of the discussion in 
section 2. The conclusions are drawn in section 4. 

II. Three Typical Data Driven Control Methods 

1. Model-Free Adaptive Control 
Model-free adaptive control method was proposed 

for a class of general SISO nonlinear discrete time 
systems by Hou [2]. Instead of identifying a, more or less, 
known global nonlinear model of the plant, an 
equivalent dynamical linearization time varying model 
are built along the dynamic operation points of the 
controlled plant using a novel concept called pseudo-
partial derivative (PPD), which is estimated merely 
using the I/O data of the controlled plant. The dynamic 
linearization method includes the compacted form 
dynamic linearization (CFDL), the partial form dynamic 

linearization (PFDL), and the full form dynamical 
linearization (FFDL).  

In detail, the MFAC approach can be described by 
the following steps: (a) Choose one dynamic 
linearization method, such as, CFDL. (b) Design the 
MFAC algorithm based on the selection in step 1, which 
includes a PPD updating law, a control input learning 
law, and a reset algorithm. (c) If the system output error 
is 0, then the control input remains value of the previous 
time instant, otherwise go to Step d. (d) Estimate the 
time varying parameter PPD merely using the on-line 
I/O data. (e) Update the control input using the PPD 
estimate values iteratively. (f) Repeat from step c. 

Compared with other adaptive control schemes, the 
MFAC method is a data-driven control approach, and 
has several attractive properties, which make it suitable 
for many practical control tasks. First, the MFAC 
algorithm just depends on the real time measurement 
data of the controlled system. Secondly, the MFAC 
algorithm does not require any external testing signals 
and any training process they are necessary for the 
neural networks based nonlinear adaptive control and 
can be called a less expensive and lower cost controller. 
Thirdly, the MFAC algorithm is simple and easily 
implemented with minimum computational burden, and 
has strong robustness. Fourthly, under some 
assumptions, the convergence and stability of the 
presented MFAC methods can be guaranteed with 
rigorous mathematic analysis [1, 3-4]. Fifthly, the results 
of the MFAC for SISO nonlinear discrete-time systems 
have its corresponding extended ones for the MISO, and 
MIMO nonlinear systems. Finally, MFAC has been 
successfully implemented in many practical fields, such 
as, the chemical industry [5-6], the linear motor control, 
the injection modelling process [7], the PH value control 

[8], and so on. 
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2. Virtual Reference Feedback Tuning 
The VRFT method was proposed by Guardabassi 

and Savaresi [9], which is a “one-shot” direct data-based 
controller design method. The procedure of VRFT can 
be summarized as follows: (a) Collect a batch of 
input/output data coming from the plant, (b) Calculate 
the virtual error signal, the virtual input of controller, (c) 
Calculate the virtual output of controller, (d) Use the 
batch of virtual input/output data of controller, to 
identify the optimal controller parameters using. Till 
now, a few applications of VRFT could be found in 
reference [10-12]. 

3. Iterative Feedback Tuning 
The IFT method was proposed by Hjalmarsson [13], 

which considers the controller design as a parameter 
optimization problem. The procedure of VRFT can be 
summarized as follows: (a) Perform a normal 
experiment on the closed loop controlled system with 
the reference signal and collect  measurements of 
the output signal 

N
(1) ( )iy θ of the plant, (b) Perform a 

gradient experiment on the closed loop controlled 
system with the reference signal (1) ( )ir y− θ and collect 

 measurements of the output of the plant which can 
be expressed as 
N

(2)y ( )iθ , (c) Take 

(2)( ) (i y
ˆ 1 C( )

C( )i
i

y∂ ∂
=

∂ ∂
)iθ θ

θ
θ

θ θ
 as gradient approximation,  

(d) Estimate the controller parameters using the gradient 
approximation. Till now, a few applications of IFT 
could be found in reference [14-15]. 

Table 1 The characteristics of three data-driven control methods 

Method MFAC VRFT IFT 

Controlled 
Plant General nonlinear plant Linear time invariant plant Linear time invariant plant 

feature 

 Adaptive control of the plant whose 
parameters and structure may be time-
varying 
 Low computational costs 
 Online 

 Parameters tuning method for the 
controller whose structure is given 
 “One-shot” method using a batch of 
input/output data of the plant 
 Offline 

 Parameters tuning method for the 
controller whose structure is given 
 Iterative method, for each iterative 
using two batches of input/output data 
of the plant 
 Offline 

Factors 
affecting 
performance 

 Control input length constant of 
linearization 

 The structure of the controller 
 The quantity of the batch of data 

 The structure of the controller 
 The quantity of the batch of data 
 The initial value of parameters of the 
controller 

Assumptions  Generalized Lipschitz 

 Structure of the controller needs to be 
given 
 Reference model is invertible, and 
cannot be 1 

 Structure of the controller needs to be 
given 
 All signals of the loop remain bounded 
throughout the iterations 

Others 

 A series of dynamical linearization 
methods 
 A series of methods for design controller
 Extended to MIMO plant 
 Having BIBO stability proof 
 Modularized design 

 Extended to nonlinear plant 
 Extended to MIMO plant 

 Extended to nonlinear plant 
 Extended to MIMO plant 

4. Characteristics of Three Methods 
The characteristics of three typical data-driven 

control methods are summarized as table 1.  

III. EXPERIMENT 

The control performance of MFAC [5], IFT [12] and 
VRFT [18] has been evaluated on an equipment of Three 
Tank Water System, which is manufactured and 
provided by Tianhuang Technology Company in China.  

The sampling time is adopted 1s and the simulation 
time is 400s. The set point of T3 is 5cm. The initial 
condition of system is   (0) 0,u = 1(0) 0,y = 2 (0) 0,y =  

, where denotes the flow rate of upper tank, 
and  denote the liquid-level of upper, middle 
and lower tank, respectively. The parameters of three 
data-driven control methods, experimental conditions 
and parameter tuning results are shown in table 2.  

3 (0) 0y =

1 2, ,y y
u

3y

The performance of MFAC method is shown in Fig.1. 
From Fig.1 we can see that the MFAC with L = 5 gave 
better control performance. However, larger L will lead 
to more parameters which should be adjusted online, 
resulting in increasing the online computation. In 
addition, MFAC is an adaptive control method, thus 
there are few restrictions on the sampled data.  

The performance of VRFT method is shown in Fig.2. 
From Fig.2 we can see that larger quantity of data will 
lead to better control performance for the same 
controller order, while higher order of controller will 
lead to better control performance for the same quantity 
of data. However, offline computation will increase with 
the growth of controller order and quantity of data. 
Moreover, the experiment time depends on the quantity 
of data.  
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Table.2 experimental conditions and parameter tuning results
Scenario Control 

algorithm 
Controller 

order 
Quantity 
of data 

Iterative 
time 

Initial parameters of 
controller Final parameter of controller 

1 MFAC L=3 On-line 0 [ ]ˆ (0) 0.5 0 0 TΦ =  

1, 1, 1, 1ρ λ η μ= = = =  

ˆ ( )kΦ  is estimated by on-line I/O data 
1, 1, 1, 1ρ λ η μ= = = =  

2 MFAC L=5 On-line 0 
[ ]ˆ (0) 0.5 0 0 0 0 TΦ =

1, 1, 1, 1ρ λ η μ= = = =  

ˆ ( )kΦ  is estimated by on-line I/O data 
1, 1, 1, 1ρ λ η μ= = = =  

3 IFT I=3 400 5 1 2 37.5, 8, 1K K K= = − =  1 2 39.561, 11.682, 2.648K K K= = − =  

4 IFT I=3 200 5 1 2 37.5, 8, 1K K K= = − =  1 2 313.431,  -18.973, 6.066K K K= = =  

5 IFT I=5 400 5 
1 2 37.5, 8, 1K K K= = − =  

4 50, 0K K= =  
1 2 3 4 58.62, 8.92, 0.555, 0.585, 0.85K K K K K= =− = =− =

6 IFT I=5 200 5 
1 2 37.5, 8, 1K K K= = − =  

4 50, 0K K= =  
1 2 3 4 511.56, 12.699, 0.453, 0.133, 1.342K K K K K= =− = =− =

7 VRFT I=3 400 “one 
shot” 

1 2 37.5, 8, 1K K K= = − =  
1 2 310.99, 11.45, 0.6728K K K= = − =  

8 VRFT I=3 200 “one 
shot” 

1 2 37.5, 8, 1K K K= = − =  
1 2 312.19, 12.49, 0.61K K K= = − =  

9 VRFT I=5 400 “one 
shot” 

1 2 37.5, 8, 1K K K= = − =  

4 50, 0K K= =  
1 2 3 4 512.04, 11.78, 2.045, 0.747, 1.365K K K K K= =− =− = =

10 VRFT I=5 200 “one 
shot” 

1 2 37.5, 8, 1K K K= = − =  

4 50, 0K K= =  
1 2 3 4 514.04, 13.08, 3.801, 0.84, 2.526K K K K K= =− =− = =

The performance of IFT method is shown in Fig.3. 
From Fig.3 we can see that after iterative optimization 
of controller parameters, the performance of controlled 
system is not improved significantly in four scenarios. 
The reason may lie in that the step size γ  is not 
selected suitably, and after 5 iterations controller 
parameters have not converged to the optimal values. It 
is worth to point out that the experiment for IFT method 
is very time-consuming, so only five iterations are taken 
in this paper.  

To compare the performance of three methods, 
choosing the best parameters for each algorithm, make 
liquid-level of lower tank achieve the reference level, 
when k=250s, close the inlet valve of upper tank and 
open the inlet valve of lower tank. Because of omitting 
two tanks, the order and delay time of plant will become 
smaller. The performances of three algorithms are 
shown in Fig.4. From Fig.4 we can see that during the 
first 250s, the performance MFAC and VRFT is 
satisfactory, but the performance of IFT is not 
satisfactory because the controller parameters have not 
converged to the optimal values. After time 250s, the 
system structure and parameters changed, and the 
performance of MFAC is best because the PPD vector 
parameter  of MFAC is updated by on-line I/O 
data of plant. 

ˆ ( )kΦ

VI. CONCLUSION 
Through above theoretical analysis and experimental 

comparison, we obtain the conclusion of this paper as 
follows: (a) The MFAC method uses the on-line I/O 
data of controlled plant only. The MFAC mechanism 
does not require any external testing signals and any 
training process. The MFAC scheme is simple and can 
be easily implemented, and has minimum computational 
burden and strong robustness. (b) The optimal 
parameters of the VRFT controller are obtained by an 
optimization procedure using a batch of off-line I/O data. 
The control performance depends on the controller 
structure, reference model, and quantity of collected I/O 
data. However, in practice, it is hard to select the 
appropriate reference model and controller structure. 
The VRFT scheme has compromised computational 
burden. (c) The IFT method is based on an iterative 
tuning of the controller parameter vector along the 
gradient direction of some control criterion. In each 
iteration, the controller parameters of IFT method are 
updated by using off-line I/O data from two experiments. 
The performance of IFT depends on the initial controller, 
and quantity of collected I/O data, step-size. The basic 
requirement of parameters convergence is that all 
signals of the loop remain bounded throughout the 
iterations, it is implies that the controller in each 
iteration must be stable. (d) In the last experiment, the 
performance of MFAC is best because the PPD vector 
parameter  of MFAC is updated by on-line I/O 
data of plant. While the performance VRFT and IFT is 
not satisfactory because they are off-line controller 

ˆ ( )kΦ
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parameters tuning method, and can not deal with the 
time-varying plant. 

0 50 100 150 200 250 300 350 400
0

1

2

3

4

5

6

k/s

Li
qu

id
 le

ve
l/c

m

yd
L=3
L=5

 

Fig. 1 The control performance of MFAC 
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Fig. 2 The control performance of VRFT 
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Fig. 3 The control performance of IFT 
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Fig. 4 The comparison among three methods 
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Abstract: This paper presents the identification, prediction and control design for nonlinear strict-feedback systems 
with an input time-delay. The system is firstly transformed into a normal form by defining new state variables. A 
dynamical identification with a neural network (NN) is proposed to estimate the system states. The predictive NN 
weights are obtained without iterative calculations and utilized in constructing the adaptive predictor. Feedback control 
design using the predictive states is finally studied. Simulations are included to validate the effectiveness of the 
proposed method. 
Keywords: Time-delay systems, state observer, nonlinear predictor, neural networks 

 

I. INTRODUCTION  
The control design for systems with input time-delay 

has been widely studied, e.g. [1-5] and references therein. 
For linear systems, the Smith predictor [1], sliding mode 
control [2] and dead time compensator [3] have been 
validated theoretically and practically. To deal with 
unknown nonlinearities, neural controllers were proposed 
in [4] and [5] for nonlinear time-delay systems. However, 
the employed local linearization methodologies are 
inapplicable to the system, where the delay is intrinsic in 
the plant (e.g. fluid control, temperature control). Tan and 
Cauwenberghe established one-step-ahead [6] and d-step-
ahead [7] predictors for nonlinear systems using neural 
networks. Lu and Tsai [8] proposed a neural generalized 
predictive control for process system. Nevertheless, these 
predictors mainly focus on the discrete systems, and 
iterative prediction calculations are required within the 
sample interval resulting in significant computation costs. 

In this paper, we study the neural predictor and control 
design for strict-feedback time-delay systems without the 
backstepping design. The system is firstly transformed 
into a normal form as in [10]. A neural network is then 
utilized in a dynamical identification to estimate the 
system states, and the NN weights and their derivative 
can be obtained. Predictive NN weights are deduced via 
Taylor series expansion and used to establish the state 
predictor. A feedback control with the predictive states is 
finally constructed to achieve the tracking. The closed-
loop system is guaranteed to be bounded. Compared to 
other NN-based predictors, the off-line learning phase, the 
past system information and iterative calculations are all 
avoided to reduce the computation costs. 

II. PROBLEM STATEMENT 
Consider a class of nonlinear systems with an input 

time-delay as 

                                                                          
This work is supported by National Natural Science Foundation of 
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1

1

( ) ( ) ( ), 1 1
( ) ( ) ( )

( ) ( )

i i i i i

n n n

x t f x g x t i n
x t f x g u t
y t x t

τ
+

⎧ = + ≤ ≤ −⎪⎪⎪⎪ = + −⎨⎪⎪⎪ =⎪⎩

    (1) 

where 1 2[ , ] , 1,T i
i ix x x x i n= ∈ =" \ " , 1 2[ , ]T n

nx x x x= ∈" \ , 
( )y t ∈\  and ( )u t ∈\  are state variables, the output 

and input, respectively; ( ), 1,if i n=i "  are unknown but 
smooth nonlinear functions, , 1,ig i n= " are known 
constant gains, and τ  is a constant input delay. 

The objective of this paper is to find a control ( )u t , 
such that the output ( )y t  tracks a desired trajectory 

( )dy t . Inspired by [10], we can transform system (1) 
into a normal form by redefining the state variables as 

1 1

1, 2, ,i i

z x
z z i n−

=⎧
⎨ = =⎩ � "

   (2) 

Then we have 2 1 1 1 1 2( )z z f x g x= = +�  and 

( ) ( )1 1
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where ( )( )2 2 1 1 1 1 1 1 2 1 2 2( ) ( ) / ( ) ( )x f x x f x g x g f xα = ∂ ∂ + + is 

an unknown function and 2 1 2g gβ =  is a known constant. 
Similar to (3), for 3, , 1i n= −" , we can obtain that 

1 1
1 1 1
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where ( )1
1 1 1 1 11

( ) ( ) / ( ) ( )α α β−

− − + −=
= ∂ ∂ + +∑i

i i i i j j j j i i ij
x x x f x g x f x  

is unknown, and 1 1

i
i i i jj

g gβ β − =
= =∏  is a known constant. 

Finally, for i n= , we have 
1 1

1 1 1
1
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β

α β τ
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− − −

−
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= = +
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where ( )1
1 1 1 1 11

( ) ( ) / ( ) ( )α α β−

− − − + −=
= ∂ ∂ + +∑n

n n n n n j j j j n nj
x x x f x g x f x  
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is an unknown function and 1 1

n
n n n jj

g gβ β − =
= = ∏  is a 

known constant. 
From (2)~(5), we can rewrite system (1) as  

1

1

, 1, , 1
( ) ( )

i i

n n n

z z i n
z x u t
y z

α β τ
+= = −⎧

⎪ = + −⎨
⎪ =⎩

� "
�   (6) 

As can be seen, by transforming the strict-feedback 
system (1) into the normal form (6) with the output 

1 1y z x= = , the backstepping design can be avoided. 
However, the newly defined states , 2, ,iz i n= "  are 
unavailable since the function ( )n xα  is unknown. 

A linear parameter neural network (LPNN) [4-5] can 
approximate a nonlinear function on a compact set Ω  as 

( ) ( ) ,T nQ Z W Z Zε∗= Φ + ∀ ∈ Ω ⊂ \  (7) 

with bounded weights 1 2[ , ]T L
LW w w w∗ ∗ ∗ ∗= ∈" \ and error 

ε∈\, i.e. || ||∗ ≤ NW W , | |ε ε∗≤ N . 1( ) [ ( ), ( )]T L
LZ Z ZΦ = Φ Φ ∈" \  

is a vector with ( )kΦ Z  being a sigmoid function. 
 

III. CONTROL DESIGN 
A. Identification with Neural Network 

For system (6), the following identification model is 
developed to estimate the states , 2, ,iz i n= " : 

1

1

1

ˆ ˆ , 1, , 1
ˆˆ ˆ ( ) ( ( )) ( )

ˆ ˆ
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   (8) 

where ˆ , 1, ,iz i n= "  are the estimation of iz ; the vector 

1 2
ˆ ˆ ˆ ˆ[ , ]= ∈" \T L

LW w w w  is the NN weights given by 

( )ˆ ˆ( ) ( ) ( ( )) ( )eW t F y t x t k W t= Φ −� �   (9) 

with the parameters 0TF F= > , 0ek > , and ˆy y y= −�  
is the output measurement error. 

We can select appropriate positive parameters 1," na a  
such that following matrix A  is Hurwitz 
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and TA P PA Q+ = −  and PB C=  hold for symmetric 
positive definite matrices P  and Q . 

Define the identification error as ˆ( ) ( ) ( )x t z t z t= −� , the 

NN weight error as * ˆW W W= −� , and apply the NN 
approximation (7) on the unknown nonlinear function 

1
( ) ( ) ( )ϕ α

=

= + ∑
n

n i i
i

x x a z t , then we can get the error 

equation from (6) and (8) as 
( ) ( ) ( ) ( ( ))

( )

Tx t Ax t BW t x t B
y Cx t

ε⎧ = + Φ +
⎨

=⎩

� �� �
� �

     (10) 

 
B. Adaptive Predictor 

In identification (8), the NN weights ˆ ( ); 1,iw t i n= "  
contain the time-varying system information. Therefore, 
the following adaptive predictor can be proposed: 

( 1)

1

( ) ( ), 1, , 1

ˆ( ) ( ) ( ) ( ( )) ( )

( ) ( )

τ τ

τ τ τ τ β

τ τ
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+ = +⎪⎩

∑
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�
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n T
pn i pi p ni

T
p p

x t x t i n

x t a x t W t x t u t

y t C x t
(11) 

where 1 2( ) [ ( ), ( ) ( )]τ τ τ τ+ = + + + ∈" \T n
p p p pnx t x t x t x t , 

( )τ+ ∈\py t  are the predictions of future states and the 

output, and ˆ ( )τ+ ∈\LW t  denotes the predictive NN 
weights, which can be given as 

ˆ ˆ ˆ( ) ( ) ( )W t W t W tτ τ+ = + �             (12) 
Define the prediction error as ( ) ( ) ( )p px t z t x tτ τ= + − +� , 

then from predictor (11) and system (6), one can obtain 
*( ) ( ) [ ( ) ( ( ))

ˆ ( ) ( ( ))]

T
p p

T
p

x t Ax t B W t x t

W t x t B

τ τ

τ τ ε

= + + Φ +

− + Φ + +

�� �
    (13) 

 

C. Control Design 

Denote ( 1)( ) [ , , ]−= � " n T
d d d dx t y y y  as the reference 

trajectory, then the control error and the filtered error 
between ( )px t τ+  and ( )dx t can be given as 

( ) ( ) ( )p dE t x t x tτ= + − , ( ) [ 1] ( )Tt E tδ λ=    (14) 

with 1 2 1[ , ]T
nλ λ λ λ −= "  an appropriate vector, such that 

1 2
1 1

n n
ns sλ λ− −

−+ +"  is Hurwitz. 
We can design the feedback control ( )u t  as 

{ ( )

1

1( ) ( ) ( ) [0 ] ( )

ˆ( ) ( ) ( ( ))

δ λ
β

τ τ τ
=

= − + −

⎫+ + − + Φ + ⎬
⎭

∑

n T
r d

n

n
T

i pi p
i

u t k t y t E t

a x t W t x t
  (15) 

where 0rk >  is a positive control parameter.  
Remark 1. During each sample interval, the NN weights 

ˆ ( )W t  and ˆ ( )W t� in the identification (8) are obtained 

according to (9). Then ˆ ( )W t  and ˆ ( )W t�  are utilized in 
the predictor (11) to obtain the predictive weights 

ˆ ( )W t τ+ . Finally, the predictive states ( )px t τ+  and the 

term ˆ ( ) ( ( ))T
pW t x tτ τ+ Φ +  are employed in the controller 

(15) to deduce the control ( )u t . 
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D. Stability Analysis 

We have the following results: 
Theorem 1. Consider the time-delay system (1) with the 
identification (8), the predictor (11) and the controller 
(15), then all signals in the closed-loop system are 
bounded. Moreover, the tracking error ( ) ( ) ( )dt x t x tϑ τ= + −   
is also bounded. 
Proof: It is known that the NN basis function ( )xΦ  is 
bounded, i.e. || ( ) || MxΦ ≤Φ  and || ( ) ( ) ||p Xx xΦ −Φ ≤ Φ  with 

positive constants 0MΦ ≥ , 0XΦ ≥ . We first select a 

Lyapunov function as -1
1

1 ˆ ˆ
2

TV W F W= , then the derivative 

of 1V  along (9) can be given as 
1
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ˆ ˆ ˆ ˆ ˆ( )
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≤ − − Φ
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    (16) 

Then according to Lyapunov theorem, it is known that 
Ŵ  is bounded by ˆ ( ) /M M eW C x kλ≤ Φ � . 

Furthermore, from (9) and (12), we get 
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τ τ
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Then select the Lyapunov function as 
1 2

2 3
1 1 1 1
2 2 2 2

T T T
p pV V V x Px x Px W F W δ−= + = + + +� �� � � �  (19) 

Differentiating 1
2

1 1 1
2 2 2

T T T
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(9), (10) and (13), it follows 
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From (18), we can get 
*
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(21) 
where 1 M NC W=Φ , 2 [2 ( ) ( ) ( ) / ]( )M M M M M e X MC C F C kτλ λ λ= Φ + Φ Φ +Φ  
are positive constants. 

Moreover, consider 2 21 1ˆ ( ) || ||
2 2

T T
NW W W W W W W∗= − ≤− +� � � �  

and 2 2 2( ) / 2ab a k b k≤ +  with 0k > , we have 

2 2
2 2 1

2 2 2 2
2

1 1[ ( ) ( ) ]|| || [ ( )( )]
2 2

1 1 1 1[ ( ) ( ) ]|| || [ ( ) ] || ||
2 2 2 2
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k

 

(22) 
On the other hand, taking the time derivative of 

2
3 / 2V δ=  along (14) and (15), it can yield 

2
3 δδ δ= ≤ −��

rV k       (23) 
Then from (22) and (23), it can be deduced that 

2 3 β= + ≤ − +� � �V V V V D      (24) 

where 2 2 2 2
1 1[ ( )( 2 2 ) ] / 2M N N e ND k P C C k Wλ ε ε= + + +  and 

{ }1
2min ( ( ) 1/ ( ) ) / ( ),  / ( ),2m M M e M rQ k P C P k F kβ λ λ λ λ −= − − . 

According to Lyapunov theorem, the filtered error δ , 
the identification error x� , the prediction error px�  and 

the NN weight error W�  are all bounded. Furthermore, 
the control error E  is also bounded according to (14). 

Thus, the boundedness of NN weights ˆ ( )W t , ˆ ( )W t� , 
ˆ ( )W t τ+  and system states ˆ( )x t , ( )px t τ+ are guaranteed. 

Consequently, the control ( )u t  in (15) is also bounded. 
Finally, the tracking error between the system states 

( )x t τ+  and the reference trajectory ( )dx t is 
( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )
d p

p d p

t x t x t x t x t

x t x t x t E t

ϑ τ τ τ

τ

= + − = + − +

+ + − = +�
    (25) 

then we know lim|| ( ) || lim|| ( ) ( ) || lim|| || lim|| ||p pt t t t
t x t E t x Eϑ

→∞ →∞ →∞ →∞
= + ≤ +� � , 

which implies that the closed-loop tracking error ( )tϑ  is 
also bounded.   □ 
 

IV. SIMULATION 
Example 1: Consider the following nonlinear system 

2
1 2 1

2
2 1 2 1 2

1

( ) ( ) 0.5 ( )

( ) 0.2(1 ( )) ( ) ( )sin( ( )) ( )
( ) ( )

x t x t x t

x t x t x t x t x t u t
y t x t

τ

⎧ = +
⎪

= − − + −⎨
⎪ =⎩

�
� (26) 

The reference signal is specified as ( ) sin(0.2 )π=dy t t . 
The simulation parameters are set as 1 26;  1= =a a , 1 1λ = , 

1rk = , 0.5( ) 2 / (1 ) 3xx e−Φ = + + , (20, , 20)F diag= "  and 
5ek = . The initial conditions are ˆ(0) (0) (0) 0i i pix x x= = =  

and ˆ (0) [0, ,0]TW = " .  
The tracking response of the controlled system with a 

time-delay 0.3τ = s is depicted in Fig.1. The top figure is 
the system output ( )y t  and the reference ( )dy t . The 
profile of system states 1( )x t , 2 ( )x t  and the control 
signal ( )u t  are provided in the middle and the bottom. 
As can be seen, the control and system states are all 
bounded. Moreover, the satisfactory tracking performance 
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is achieved since the effect of input time-delay and 
unknown nonlinearities can be compensated effectively 
by the proposed method. 
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Fig.1 Control performance 

 
Example 2: To further verify the proposed method, the 
following system as in [11] is utilized without the state 
delay term 

1 2

2 1 2 1 2

1

3 2 0.5 sin( ) sin(60 ) ( )
x x
x x x x x t u t
y x

π τ
=⎧

⎪ = − − + + + −⎨
⎪ =⎩

�
� (27) 

In this example, the reference signal is selected as 
( ) 0=dy t . The initial system conditions are chosen as 

1 2(0) 1.6; (0) 1x x= − = . In simulation, the parameters are 
specified as 1 23;  2= =a a , 1 10λ = , 10rk = , and the 
parameters of NN identification and predictor are given as 

0.1( ) 2 / (1 ) 0.5xx e−Φ = + − , (0.2, ,0.2)F diag= " , 5ek = . 
The initial conditions are chosen as ˆ (0) (0) 0i pix x= =  and 

ˆ (0) [0, ,0]TW = " . 
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Fig.2 Comparative control performance 

For comparison, the sliding model control presented in 
[11] is also provided. The system states under different 
controllers and the corresponding control signals are 
depicted in Fig.2. It is shown that both the sliding mode 
control and the proposed predictor-based control can 
guarantee the convergence of system states. However, the 
control signal of the predictor-based method is smoother 
than that of the sliding mode scheme. 

 

V. CONCLUSION 
A novel neural adaptive nonlinear state predictor is 

developed in this paper. The predictive NN weights can 
be obtained from the NN weights in the identification via 
Taylor series expansion. The proposed identification, 
prediction and control schemes can be implemented 
online without recursive calculations such that the 
computational costs can be reduced. Moreover, strict-
feedback systems are transformed into a class of normal 
systems such that the backstepping design can be avoided 
in the control design. 
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Abstract- Mechanized and roobotized solutions properly sized 
with suitably modularized structure and well adapted to 
local conditions of minefields can greatly improve the safety 
of personnel as well as efficiency and flexibility. Such 
flexible machines with some level of decision-making 
capabilities can speed the clearance process when used in 
combination with other mine detection. A population of 
lightweight, robust, adaptable, low-cost, and multi 
operational mode robots that can integrate high speed mine 
detection and deactivation system is a clear answer to the 
problem of demining vast condemned areas. They will work 
together under close supervision of a monitoring station. 
The robot has three levels of control: Local scan, navigation 
(GPS and odometry) and collective behavior through radio 
coordination. Ground pressure of the developed robot is low 
enough not to make the mine explode. Pemex-B has to scan a 
large area, and assure the coverage of every part of it. 
 

  

I. INTRODUCTION 

The major effect of landmines is to deny access to land and its 
resources, affect rebuilding process, causing deprivation and 
social problems among the affected populations. In addition the 
medical, social, economic, and environmental consequences are 
immense [1-4, 6-8]. The international Committee of the Red 
Cross estimates that the casualty rate from mines currently 
exceeds 26,000 people every year [5]. Unlike a bomb or artillery 
shell that explodes when it approaches or hits its target, a 
landmine is a blind weapon that lies dormant until a person, 
vehicle, or animal triggers its firing mechanism. Mines are 
prominent weapons because they are simple devices, so 
effective, yet so inexpensive, readily manufactured anywhere, 
easy to lay and yet so difficult and dangerous to find and destroy 
[1-4, 6-8]. Landmine technology ranges from very simple to 
high technology devices. There are many different varieties of 
mines produced by many countries worldwide that can be 
categorized in the following groups: landmines (anti-tanks (AT) 
and vehicles, antipersonnel (AP)) and sea-mines. In addition to 
mines, areas of ongoing or former conflict are contaminated 
with unexploded ordnance (UXO): grenades, mortar and 
artillery shells, bombs, rockets, and cluster bombs [5].  Modern 
AP mines are fabricated from sophisticated non-metallic 
materials and incorporate advance electronics. According to the 
United Nation there is a need to have at least 99.6% clearance 
success rate [7]. The amount of time it takes to clear an area is 
less important than the safety of the clearance personnel. 

Humanitarian demining aims at locating and neutralizing of all 
landmines, UXO and booby traps in order to make infected 
areas available for human activities and development, and to 
allow people to use their land without fear. It should be 
performed efficiently, reliably and as safely and as rapidly as 
possible while keeping cost to the minimum. Engineers and 
other scientists can and should help in accelerating the speed of 
demining, lowering its cost and reducing the deminers' risks, by 
providing adequate, i.e. really usable in the field and cost-
effective tools, sensors and platforms. Most people in the mine 
clearance community would be delighted if their work could be 
performed remotely or, even better, robotically. The task for a 
robot is to detect mines, mark them and eventually destroy 
them. Generally robots should improve quality of tasks 
performed by humans, and release human beings from working 
in hazardous environment, i.e., reduce the role of the human on 
the actual mine field.  

Realistic environment is covered with vegetation of various 
sizes, containing rocks, holes, roots and other different sized 
obstacles, steep slopes and trenches. All those obstacles will 
have different properties and negotiability according to the size 
of the robot. Accordingly, the open question is: Is it effective to 
build one huge robot that will be powerful enough to destroy or 
go across the obstacles, or bunch of small-sized robots? Robots 
could increase productivity, saving in cost and could improve 
the safety of the mine detection operations and its targets by 
keeping the deminer of AP mines out of physical contacts with 
mines. The detection capability of landmines under all 
conditions with near 100% probability is dictated by the 
sensor(s) while the complete coverage of a defined area is the 
responsibility of the robot. 

Demining robots solution can be as, modular components that 
can convert any mine clearing vehicle to a remote-controlled 
device, prodding tools connected to a robotic arm, multi modes 
mobile robot platforms (Teleoperated, Semi-autonomous and 
Autonomous), etc. with arrays of sensors and area mine 
clearance devices. 

There exist different approaches to develop and use robots for 
demining. Proposals have been initiated to adapt available robot 
mechanisms and functionalities, to design and develop new 
robots, and then some of these robots were used in a team to 
enable parallel tasks. The navigation problem of a demining 
robot has some similarities with that of service robots [9, 10]. 
Obstacles avoidance while following a predefined trajectory is a 
general problem for planetary rovers [11, 12]. Much work has 
been performed on path planning which is not relevant to this 
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application, because the robot is semi-autonomous and has to 
follow precise trajectories it defines only partly by itself. 
Coordination of the work of several robots is also simplified by 
a central monitor station allocating the task to every robot, and 
reassigning the work according to the observed situation. The 
control architecture is also simplified by a limited number of 
obstacle sensors, and by the possibility to better sense the 
obstacles with motion control, in order to obtain more precise 
information on their shape. Vision is powerful but is not yet, 
considered for economical reasons. Reliability and robustness of 
the control system is very important for that application [13]. 
This paper presents the general architecture of the Pemex-B 
robot, and some preliminary navigational software. Tests are 
conducted on a reduced size model using Khepera processor, 
sensors, and positioning system. 

 
II. DEVELOPMENT OF THE DEMINING ROBOT 

The conceptual principles of Pemex-B structure include a robot 
with two large wheels robot built to investigate cross-country 
navigation and to evaluate sensors for the detection of AP 
mines.  The sensors (for obstacle and mine detection) are 
located inside a hemisphere at the front side of the robot that 
acts as the third contact point on the ground surface (Fig. 1). In 
addition, the hemisphere can act as a shield to protect the sensor 
from dust and other environmental effect. The size of the robot 
will depend on the type of the terrain. Wheels of one or two 
meters in diameter may be adequate for most situations; scaling 
up will not significantly increase weight and cost. Local 
material resources, such as bamboos, gunny bags, etc. can be 
used for building up the wheels. The motors, accumulators and 
control electronics are packaged in a solid box to protect them 
from any possible explosion. This type of technology can be 
employed for marking the position of located mines and 
eventually destroy or neutralize them. Wheels are slanted in 
order to increase the stability with the same size and weight for 
the central part like a wheelchair for sports; it may also improve 
mobility below trees. 

 
Figure 1: The structure principle of Pemex-B.  

There is no problem due to the hemisphere rubbing on the 
ground: when the effort increases, the couple on the wheels 
reduces the apparent weight of the hemisphere, hence the 
friction. Of course odometry is less reliable due to the torque 
increase on the wheels, which creates skid. Experience shows 
that this effect is negligible on dry terrains. If the sensor is 
inside the head of the Pemex-B robot, its position may be given 

by the odometry of the wheels. Due to the slippering of the 
wheels, a repositioning mechanism must be used (laser, 
ultrasounds, precise GPS). In case of an expected explosion of a 
mine, the sphere will be blown up by the explosion and may get 
less damage by describing half a circle in the air around the 
wheels rather than by resisting the explosion. 

The small-scale prototype robot Pemex-BS is one of the main 
objectives of first development stage. Khepera [14] consists of 
several printed circuit boards having 6cm in diameter and it has 
been installed on the top of scaled down hemisphere after 
removing its wheels while keeping its motor drives (Fig.2.a). 
The motors, the power supply, the metal detector and the tag 
distributor are installed on the main board. Larger sized motors 
and batteries have been installed in the central block between 
the wheels. The infrared distance sensors are used for obstacle 
detection and they are able to detect objects/obstacles within 
short-range (2-6cm) and are far to provide reliable range 
information on the obstacles. In addition, the robot has radio 
communication, compass and gyroscope modules. Figure 2.a 
shows the block-diagram of the hardware modules associated 
with Pemex-B. Nevertheless, this has the advantage of 
stimulating the development of robust algorithms. For 
demonstration purposes, a metal sensor is installed inside the 
sphere, and a motor driven distributor of color tags is used to 
mark the ground when hidden metallic objects are found. The 
laser positioning consists of a laser and a rotating mirror, both 
fixed on the ceiling above Khepera. The precision of the 
positioning system is 8mm (5% of the wheel base) and 5 degree 
for the angle, which corresponds to what can be obtained from a 
military GPS on the final Pemex. 

The Pemex-BS model robot is shown in Fig.2.b. The length of 
the robot is 10 inches and wheel diameter is 5 inches for each. 
With 4 AA-sized batteries, the robot runs for 1 hour. During 
algorithm, programming and testing development, the robot is 
powered through a cable that also carries a serial line for 
downloading programs and providing in return sensor data to 
the workstation. Programs are written in C and Labview is 
frequently used for testing interactive modules [14]. Pemex-BS 
was successfully tested using experimental laboratory setup. 

    
(a) The block-diagram of the hardware modules of Pemex-BS. 
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(b) Pemex-BS with its Khepera control boards. 
Figure 2: Pemex-BS model robot 
 
During the second stage a larger robot model called Pemex-BE 
has been built [8]. The total weight of this robot is less than 16 
kg (exerts a maximum force of 6 kg on the ground). This robot 
can climb 30 degree slopes and stairs that the robot might face 
in destroyed urban areas, and it floats on the water, propelled by 
paddles, and can be carried as hand luggage. It is powered by 
rechargeable batteries which provide 60 minutes of autonomy. 
The locomotion of Pemex-BE is based on two mountain-bike 
wheels driven by 90W DC motors from Maxon with 1:72 
reductors (Fig. 3) aiming to give to the robot a maximum speed 
of about 6 km/h with excellent cross-country capabilities. The 
on-board 68331 microprocessor permits autonomous or 
teleoperated navigation. Infrared and ultrasonic sensors are used 
to detect obstacles. In relation to the mine detection capabilities 
that are intended to be integrated with the robot, an AP mine 
sensor has been evaluated that is based on a combination of a 
metal detector (MD) and ground-penetrating radar (GPR). The 
ERA radar was selected and different metal detectors brands. 
The sensor was tested in the laboratory under controlled 
conditions with the ultimate objective of conducting tests on a 
real minefield  

   

Figure 3: Pemex-BE in different environments 

III. BEHAVIOR BASED NAVIGATION SYSTEM 

For the developed demining robot, simple fixed priority layered 
behavior based navigational architecture will be adequate.. A 
sector of land is assigned to the robot with width, depth, starting 
position and orientation as a reference location. This location is 
specified at the utmost left of the sector and toward the cleared 
road or pathway. Each sector is divided into lanes. The width of 
each lane is equal to the arc of the zigzag fine movement to the 
left and right sides of the robot. The search for mines is 
conducted lane by lane and from left to right within the assigned 
sector. 
Pemex-BE robot behavior depends on a list of typical situations 
stored in memory and analyzed by a simple fuzzy algorithm.  

Figure 4 shows the architecture of the developed navigation 
system for Pemex-BE robot. The highest layer of the navigation 
system is a task oriented navigational layer. This layer 
represents a collection of high-level behaviors, which guide the 
robot through roughly predefined trajectory pattern to guarantee 
scanning coverage of the assigned sector by the robot. 
Environmental constraints, such as obstacles or narrow paths, 
etc. should through appropriate sensors, trigger lower level set 
of behaviors that are responsible for obstacle avoidance and 
stability maintenance for coverage purposes. Deviations from 
predefined search path caused by natural environmental 
influences should be recorded using suitable grid based mapping 
techniques. At the end of the mission, checked and skipped area 
should be clearly marked using incrementally built digital 
mapping of the terrain, together with the detected and marked 
mine targets. The robot can adaptively selects a suitable search 
pattern while negotiating the terrain, or the search pattern can be 
decided by a higher level of control (like a supervisory 
controller) using digital model of the terrain.  
 

    

Figure 4: The developed navigation system for Pemex-BE 
 

The Pemex-BE robot has the following core functionalities: 
1. Initialize itself, perform self-check, and declare its 

readiness to execute a set of specified mission to a higher 
level of control, 

2. Receive an allocated task from a higher level of control that 
describes a sector of land within a minefield in terms of 
width, depth, and the global reference starting point, i.e., 
enables the robot to know about the boundaries of the sector 
to be explored. In addition, the robot plans for its own S-
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path to assure proper search coverage with sufficient 
overlaps while considering all possible navigational errors. 
Furthermore, the trajectory planner starts its work by 
dividing the allocated sector into lanes, 

3. Search the assigned sector using the set of behaviors 
available at the task oriented navigational layer. The 
following set of behaviors are executed as needed during 
the searching process for mines (see Fig. 4):  

a) Approach 

This phase is described by the “Approach” behavior that 
aims to move the robot on a safe terrain in order to reach 
the stated global reference starting point of the assigned 
sector while avoiding any possible obstacles along the way.  

b) Mine Search 

The essential function of this behavioral phase is to 
generate a fine zigzag movement that is suitable to search a 
lane by lane completely while utilizing efficiently the 
effective range of the mine detector. The fine zigzag 
movement enables the robot to achieve a reliable search for 
mines and to detect any possible obstacle within any lane 
the robot is negotiating at the time. Since the robot is 
scanning a width larger than the wheel-base, obstacles may 
force the robot to reduce the scanning width, without the 
necessity to modify the trajectory as long as the available 
width is still larger than the wheel-base. Otherwise, the 
obstacle has to be avoided, and in this case the scanning 
amplitude on the opposite side may be reduced, because it 
overlaps the adjacent lane. During the mine search, 
behaviors from a lower layer may be triggered for avoiding 
and tracing the boundary of any obstacle blocking the 
searching process (Mine search).  

c)  Homing 

When the robot complete the search/scan of the allocated 
sector, it returns to the mission lunching area using only the 
information available about the previously explored land 
within the sector (already mapped terrain), and moving 
backward at a faster speed using course zigzag movement.  

c) Dead Lock 

This behavior is executed when one of the navigational 
behaviors reports that it cannot exit a deadlock situation 
using robot’s own resources. In this case, the navigational 
layer triggers a higher level of deadlock solver behavior. If 
this also fails in solving the deadlock, this behavior reports 
to a higher level control through the behavioral module to 
help guiding the robot to go out of the deadlock. 

4. Lower navigational layer that includes a set of behaviors, 
such as, Obstacle avoidance, Mine tagging and reporting, 
Deadlock solver, power supply monitoring, etc. 

5. Communicate through the inter-robot communication 
module to exchange information with other robots, and also 
to exchange information with a higher level control to 
report its activities and receiving further instructions about 
the task. The robot may send information about: 

a) Any detected mine with its coordinate for mapping 
purpose and following up, 

b) Detected deadlocks that can’t be solved by robot’s own 
resources.  

c) Ask for help and request for needed resources. 
The robots use the following communication strategies 
to support these activities:  
i. Communication with nearby robots (single or group 

of robot broadcasting);  
ii. Communication with a higher level of control (in a 

polling or a demand based broadcasting) 
 

IV. CONCLUSIONS 

Research into individual, mine-seeking robots is still in the 
development stages. In addition, robotized solutions are yet too 
expensive to be used for humanitarian demining operations in 
economically poor countries. In their current status, they need to 
have flexible mechanisms integrated with different type of 
sensors to support their autonomous navigation. In order to 
make these systems adaptable to various situations and type of 
goals to be pursued, it is necessary to dynamically select 
behaviors and to change their respective priority to make the 
system behave appropriately according to the situations it 
encounters in the real world. 
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Abstract: Haptic feedback plays a very important role in medical surgery, but it is difficult to provide haptic 

information in MIS (minimally invasive surgery) or MIRS (minimally invasive robotic surgery). Recently, many 

sensors are being developed for MIS or MIRS, but they have some obstacles such as size limit and sterilizability in 

their application to real situations of medical surgery. Optical fiber sensors are one of the most suitable sensors for this 

environment. Especially, optical fiber Bragg grating (FBG) sensor is not influenced by intensity of light source. In this 

paper, we would like to present the initial results of study on the application of the FBG sensor to measure reflected 

forces in MIRS environments and then suggest the possibility of successful application to the MIRS systems. 

 

Keywords: MIS (minimally invasive surgery), FBG (fiber Bragg grating), Laparoscopy 

 

 

I. INTRODUCTION 

Minimally invasive surgery (MIS) is a broad term to 

describe all kinds of surgery to minimize injury to the 

patient. MIS including laparoscopic surgery lessens pain, 

the need for post-surgical pain medication, scarring, and 

the likelihood of incisional complications. But there is a 

constraint of the degree of freedom (DoF) because bar 

of tools are inserted through ports of incision points. 

The surgical tools lose 2 DoF because of these ports of 

incision points and the surgeon can no longer approach 

tissue from an arbitrary angle. As a result, the surgeon 

feel more tired than when performing open surgery. In 

addition, haptic feelings are also impaired because of 

the long and thin bar of surgical tools. Recently, MIRS 

(minimally invasive robotic surgery), such as Da 

Vinci
TM

 has been introduced to solve motion constraint 

problems in MIS. MIRS uses a telemanipulation system 

that consists of a master console and a slave manipulator. 

As a consequence, dexterity of tool and tissue 

manipulation has been considerably augmented. 

However, it is still difficult to provide haptic 

information in MIS or MIS. Tactile information allows 

discrimination of the different consistencies of tissue. 

The surgeon can feel the hardness or tension of tissues, 

measure the variation of their properties, and evaluate 

anatomical structures. Also, force-feedback information 

allows determination of the force applied to the tissue of 

the patient without damaging the tissue. But up-to-date 

commercialized MIRS systems are still missing haptic 

information. 

In the previous research, there has been some effort 

to measure and reproduce haptic information using 

electric devices [1], [2], [3]. However, electric systems 

need many connection wires and packaging to shield 

against electromagnetic interference (EMI). A 

sterilization method is also should be considered. Peirs 

et al [4]. have developed a micro force sensor using 

three optical fibers to measure 3-axis forces for above 

reasons. However, this system is negatively influenced 

by fluctuation of the light source.  

We decided to use optical fiber Bragg grating (FBG) 

sensors to solve these problems. Because optical FBG 

sensor can be used as a kind of wavelength filter, this 

FBG sensor is not affected by intensity of light but by 

wavelength of reflected light. Thus, in this paper we 

suggest an optical FBG system for the safe MIRS. 

Using 4-bendable beams aligned with the longitudinal 

axis of the shaft, this system can be used to directly 

measure the 3-axial forces applied on the surgical tool-

tip. These 4-beams are placed at 4-quarters of the 

external circumference of the shaft, i.e. two couples of 

two beams facing each other are placed at 180degrees. 

The fiber Bragg grating (FBG) is used to measure the 

strains exerted on the 4-beams. This optical FBG sensor 

system would be effective for the surgeon to perform 

surgery much faster and more safely. 

 

II. MECHANICAL DESIGN OF THE 

MANIPULATOR 
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In this research, the human arm-like manipulator for 

the MIS that we have developed is used [5]. Some 

researchers have reported that the development of either 

mechanical or electromechanical teleoperators, which 

enable surgeons to move a MIS system in a manner 

analogous to an open instrument, could potentially 

reduce the time of current laparoscopic procedures by at 

least 15%.  

Our MIRS system has 7 DoF by adding an elbow-

like joint in order to mimic the motion of a human arm; 

however, one of its rotational motions in the shoulder 

has been replaced with a translational motion. The 

proximal part corresponding to a human’s shoulder 

adopts a double parallelogram that has a remote center 

to avoid the constraint of the ports of incision point. The 

surgical tool inserted into the abdomen has an elbow 

joint and roll-pitch-yaw joints to change the orientation 

of the tooltip. The surgical tool can be attached to the 

proximal portion of the surgical manipulator in order to 

exchange various kinds of tools. A cable-pulley 

mechanism is used to mechanize the surgical tool; the 

tension control device is designed for holding the 

tension of the wire. 

 

 
Fig.1. configuration of the manipulator 

 

III. DESIGN OF OPTICAL FBG SENSOR 

AND MEASURING METHOD 

1. Design of Flexure 

There are two kinds of forces that are applicable in 

the surgical situation; 1) the force applied on the tool-tip, 

2) The force applied inside forceps i.e. grip force. We 

have designed a loadcell with FBG sensors to measure 

the former type of the force. The loadcell can measure 

1-axial force and 2-moments. In order for the sensor to 

measure the 3-axial forces on the tool-tip, the following 

assumptions are employed.  

 

1) Wires driving wrist joint don’t slip and elongate. 

2) Sensor is affected by only Fzs, Mxs and Mys 

3) 3 moments were not applied on the tool-tip 

4) 3 axial forces always act on the midpoint between the  

ends of the forceps. 

 

 
Fig.2. Sensor kinematics, cross section of sensor and 

developed sensor 

 

Fzs is the force of z-axis applied on the sensor, and 

Mxs and Mys are 2 moments of x,y-axes applied on the 

sensor. Fx, Fy, and Fz are the forces applied on the 

tooltip. If the wrist joint rotates θ1 about x-axis and θ2 

about y-axis, then the forces and moments matrix 

applied on the middle of the sensor can be obtained. 

(Fig 2) 

Because the organs inside abdominal wall act like 

passive devices, Moments applied on the tooltip are 

negligible. Then we could calculate the relation between 

the forces applied on the tooltip and the forces and the 

moments induced at the sensor by it.  

 

1 2 1 1 2

1 2 1 1 2 2 1 2

1 2 1 1 2 2 1 2 2 1 2 1 2

Z x

X s s s y

Y s s z

F C S S C C F

M S S d C d d d C S C d F

M C C d C d C d S S d C S d S d F

      
     

    
     
               (1) 

 

d1, d2, and ds are already known variables as shown 

in Fig.2. And θ1 and θ2 can be calculated by encoder 

signal. Hence, we can derive Fx, Fy, and Fz from Fzs, Mxs, 

and Mys by using linear algebra. Using shift of central 

wavelengths of the reflected signal by optical FBGs, we 

can obtain 33
 (strain to the z-axis) of the four beams 

constituting the sensor: 1 , 2 , 3  and 4 . We can 

derive Fzs, Mxs, and Mys from 4 , 2 , 3  and 4  

using Euler’s beam theory. The axial force is able to be 

measured by means of simultaneous compressions or 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 694



extensions of 4-beams. The moments of the loadcell are 

also measured by means of compressions and 

extensions of 4-beams. In this case, when one beam is 

applied by compression, another beam standing 

opposite is applied by extension. Therefore, we can 

calculate the force applied on the center of the loadcell 

reversely by using these relationships.  

 






























































ys

xs

zs

M

M

F

I
C

A

I
C

A

I
C

A

I
C

A

E

01

01

01

01

1

4

3

2

1









 (2) 

 

E, A, C, I are Young’s modulus, the area of sensor’s 

cross section, the largest distance from the neutral 

surface, and moment of inertia respectively. 

 

2. Measuring Method 

In this research, there are 6 FBGs to measure the 

strains. Among them, 2 FBGs located outside the 

abdominal wall are used to compensate for temperature 

or characteristics of fiber Fabry-Perot (FFP) filter. The 

other 4 FBGs are used to measure the force on the 

tooltip. Light from a broadband source is input into a 

1x4 coupler via a circulator, and the light reflected by 

the FBGs is directed via a circulator to a tunable FFP 

filter, which is swept in wavelength by a control voltage 

used to adjust the mirror spacing. The magnitude of the 

spectral light is measured by photo diode (PD). In order 

to increase stability, a low pass filter is used during data 

acquisition process and a Gaussian line-fitting algorithm 

is applied for peak detection [6]. The measured peak 

location shifts are compensated with two reference 

FBGs and translated into strains. Finally, forces are 

calculated by using the strains and the above equations. 

 

 
Fig.3. Experimental Setup 

IV. FORCE MEASURING TEST FOR 

SYSTEM VERIFICATION 

In order to determine the amount of force precisely, 

the force on the manipulator was given by a load cell. 

As shown in Fig.3, the manipulator is fixed on the table 

and the load cell is mounted on a vertical stage to apply 

force on the manipulator in a particular direction (x or 

y). If the force is applied from the x(or y)-direction, 

there will theoretically be only the force of the x(or y)-

axis. However, some cross-talk was induced for several 

reasons. To measure the cross-talk, constant force in a 

particular direction is applied and the measured force 

from FBG sensor is recorded in real time. After a certain 

period of time, the value converged to a certain value 

and the proportion of the values was found. Using this 

value, we were able to construct a calibration matrix. 

 

3.083 0.666
Calibration Matrix = 

0.333 5.333

  
 
   

 

 
Fig.4. Real time observation of x and y-axis force 

 

  
Fig.5. Hysteresis curve of x and y-axis force 

 

 
Fig.6. Random history measure of x and y-axis force 
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For the performance test, the forces are exerted from 

zero to nearly 10N and removed gradually. Each force 

was maintained for about twenty seconds and then we 

went on the next step. Measured forces are shown in 

Fig.4. Cross-talk was significantly reduced but still a 

small portion is remained. Fig.5 shows the relationship 

between the given forces and the measured forces. 

Hysteresis occurred on both the x and the y-axis. In the 

case of x-axis, measured load followed ideal line until 

7N. Over 7N, stiff increment of estimated load was 

occurred. In the case of y-axis, there is no stiff 

increment of load, but estimated load strayed from the 

ideal line a little earlier. It is considered to be occurred 

by complicate structure of manipulator. Compliances 

induced by joints, driving wires and miss-align of joints 

make error. Additionally, frictions on the movable joints 

seem to make a hysteresis. Fig.6 shows real-time 

measurement histories of randomly applied load. Even 

though these measured reflect forces are not highly 

accurate, however we can recognize a collision or have 

the amount of force applied on the tool-tip 

approximately. Thus this force measuring system can 

help a surgeon operate safe surgery within a safe zone 

of applied force. 

Originally, the optical FBG sensor system was 

designed for measuring 3-axis forces. However, at this 

time, the force of the Z-axis was excluded for lack of 

consistency induced by drift effect of the FFP filter 

system. In continuous work, we are looking for a 

method that is not influenced by the characteristics of 

the FFP filter system. At that time, the force of the Z-

axis will be added. 

 

V. CONCLUSION 

We developed an optical FBG force sensor system 

for the application to minimally invasive surgery (MIS). 

The FBG sensor has many advantages compared with 

traditional electrical or optical sensors. It is sterilizable 

in an autoclave, flexible, and immune to water and EMI. 

It has simple wire connections compared to an 

electronic sensor, has a small diameter, and isn’t 

influenced by light intensity. Therefore, the FBG sensor 

is one of the most suitable sensors for minimally 

invasive surgery. The test results show that the force 

sensor can be operated until over 10N but we need some 

more continuous effort to obtain high accuracy of 

measured forces. However, the most important fact is to 

warn the surgeon not to exceed the safe zone of applied 

forces rather than absolute accuracy of measured forces. 

Therefore this system which is equipped with optical 

FBG sensor is very useful and effective to warn of the 

breakage of a suturing thread or an unexpected collision. 

Hysteresis and unexpected cross-talk can be reduced 

with advanced system of ongoing work in near future.  

Additionally, In order to verify usefulness of FBG 

sensor system, the test of tele-operation using haptic 

device like a Phantom will also be performed.  
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Abstract
In manufacturing industries of metallic molds, var-

ious NC machine tools are used. We have already
proposed a desktop NC machine tool with compliance
control capability to automatically cope with the fin-
ishing process of LED lens molds. The NC machine
tool has an ability to control the polishing force acting
between an abrasive tool and a workpiece. The force
control method is called impedance model force con-
trol. The most effective gain is the desired damping
of the impedance model. Ideally, the desired damping
is calculated from the critical damping condition in
consideration of the effective stiffness in force control
system. However, there exists a problem that the ef-
fective stiffness of the NC machine tool has undesirable
nonlinearity. The nonlinearity gives bad influences to
the force control stability. In this paper, a fine tun-
ing method of the desired damping is considered by
using neural networks. The neural networks acquire
the nonlinearity of effective stiffness. The promise is
evaluated through an experiment.

1 Introduction

Up to now, many kinds of robot systems for pol-
ishing and deburring have been developed in vari-
ous manufacturing fields. In manufacturing process
of small metallic molds such as LED lens molds, 3D
CAD/CAM system and NC machining center are used
generally and widely, and these have drastically ratio-
nalized the design and manufacturing process. How-
ever, the finishing process after the machining process
has been hardly automated yet, because the target
mold has several concave areas to be polished in al-
most all cases. That means the target mold is not
axis-symmetric, so that conventional effective polish-
ing systems, which can deal with only axis-symmetric
workpiece, can not be applied. Accordingly, such axis-
asymmetric lens molds are polished by skilled workers
in related industrial fields.

To automate the finishing process of metallic molds,
we have already proposed the polishing robot for PET
bottle blow molds [1] and desktop NC machine tool for
LED lens molds. The control strategy for these two

types of systems is almost common. A ball-end abra-
sive tool attached to the arm tip is controlled by the
CAD/CAM-based position/force controller. The force
controller used is called the impedance model force
controller, in which the desired damping is tuned to be
in critical damping condition. The desired damping is
one of the impedance parameters and has a large in-
fluence on force control stability. The critical damping
condition is calculated with the effective stiffness that
includes the characteristics of the robot or NC machine
tool itself, force sensor, abrasive tool, jig, floor and so
on. However, there exist undesirable nonlinearities in
the effective stiffness.

In this paper, an impedance model force control us-
ing neural networks is proposed to deal with the non-
linear effective stiffness. In advance, the nonlinear-
ity is examined by a simple static position and force
measurement. The effectiveness stiffness is easily ob-
tained by the measurement. The desired damping in
impedance model force control law is statically calcu-
lated from the critical damping condition of the force
control system. The neural networks learn the rela-
tion between the contact force and effective stiffness,
so that the desired damping can be dynamically gener-
ated according to the contact force. The effectiveness
and promise are demonstrated through an experiment
using the desktop NC machine tool.

2 Desktop NC machine tool

Figure 1 shows the developed desktop NC machine
tool consisting of three single-axis robots with position
resolution of 1 µm. The size of the robot is 850 × 645
× 700 mm. The single-axis robot is a position control
device ISPA with high-precision resolution provided by
IAI Corp., which is composed of a base, linear guide,
ball-screw, AC servo motor. The effective strokes in
x-, y- and z-directions are 400, 300 and 100 mm, re-
spectively. The tool axis is designed to be parallel
to z-axis. A small wood stick tool is fixed to the tip
through a 3-DOF compact force sensor. To regulate
the rotation, a servo spindle is located parallel to the
tool axis.
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Figure 1: Proposed NC machine tool.
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Figure 2: Static relation between position and force.

2.1 Measurement of effective stiffness

In this subsection, effective stiffness, valid position
resolution of Cartesian-based servo system and resul-
tant force resolution are evaluated through a simple
static position/force measurement. The effective stiff-
ness means the total stiffness including the character-
istics composed of the single axis robot, force sensor,
attachment, wood stick tool, workpiece, jig and floor.

Figure 2 shows the relation obtained by a simple
contact experiment. The quantity of the position is
the z-directional component at the tip of a wood stick
tool. The quantity of force is yielded by contacting
the tool tip with a workpiece and measured by the
force sensor. The graph drawn with squares in Fig. 2
shows the relation the position and contact force in
press motion. After the press motion, the tool tip was
away from the workpiece once, and returned to the
position again where 32 N had been obtained. After
that, the tool tip was unpressed every 0.01 mm. The
graph drawn in circles in Fig. 2 shows the relation
of the position and contact force of this case. It is
observed that small backlash exists. Also, the force is
about 32 N when the position of the tool tip is −0.18
mm, so that the effective stiffness within the range can
be estimated with 177.7 N/mm.
2.2 Learning of effective stiffness

The force control method used is called the
impedance model force control. When the force con-
troller is applied, the desired damping should be
suitably tuned according to the effective stiffness.
Since unstable phenomena such as overshoot and non-
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Unpress motion
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Figure 3: Effective stiffness of the NC machine tool.
Input layer       1st hidden layer        2nd hidden layer     output layer

Effective stiffnessContact force

Figure 4: Neural network for acquiring nonlinearities.

contact state tend to appear in force control system
with the increase of the effective stiffness, the desired
damping has to be given larger values. A systematic
tuning method for the desired damping was already
proposed in consideration of the critical damping con-
dition in force control system. The calculation of the
critical damping condition requires the effective stiff-
ness of force control system. Figure 3 shows the non-
linear variations of effective stiffness in press and un-
press motions obtained from Fig. 2.

In this subsection, in order to consider the nonlin-
earity, a neural network is employed as shown in Fig.
4. Hereafter, the neural network is called NN. Two
NNs are learned for the press and unpress motions,
respectively. The NN consists of an input layer, two
hidden layers and an output layer. Each layer has
one, thirty and one units, respectively. Note that the
output layer does not have an activated function, i.e.,
sigmoid function. Therefore, the NN directly yields
an estimated effective stiffness from the calculation of
weighted sum. The NN acquires the relation between
the contact force and the effective stiffness shown in
Fig. 3 by the back propagation algorithm. Teaching
patterns are given in the order from left to right on
horizontal axis in Fig. 3.

Figures 5 and 6 show the learning results of the
press and unpress motion, respectively. It is recog-
nized that the learnings are successfully conducted
with the increase of the trial times. The learned NNs
are called NN-based effective stiffness estimator.

3 Design of controller
3.1 CAD/CAM-based controller

Figure 7 shows the block diagram of the
CAD/CAM-based control system used in the NC ma-
chine tool. The tip of abrasive tool is controlled the
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Figure 5: Learning result in press motion.
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Figure 6: Learning result in unpress motion.

translational velocity Wv(k) ∈ ℜ3×1 given by
Wv(k) = Wvt(k) + Wvn(k) + Wvp(k) (1)

where k denotes the discrete time and W means a work
coordinate system. First of all, Wvt(k) is the manip-
ulated variable generated from the feedforward con-
trol law based on cutter location data called CL data.
Wvt(k) is the tangential velocity along curved surface
and written by

Wvt(k) = vtangent(k)
Wt(k)∥∥Wt(k)

∥∥ (2)

where vtangent(k) is a velocity scalar generated from
the fuzzy feed rate generator. The fuzzy feed rate
generator yields suitable feed rate norms according to
surface curvatures. Wt(k) is the tangential vector ob-
tained by analyzing the CL data [1].

Wvn(k) is the manipulated variable generated from
the force feedback control law. Wvn(k) is the normal
velocity at the contact point and written by

Wvn(k) = vnormal(k)Wod(k) (3)

where Wod(k) is the normalized normal vector calcu-
lated using the direction components of CL data. The
scalar vnormal(k) representing the norm of the normal
velocity is the output of the impedance model force
control law, which is calculated by

vnormal(k) = vnormal(k − 1) e−
Bd
Md

∆t

+
(
e
− Bd

Md
∆t − 1

)Kf

Bd
Ef (k) (4)

where Kf is the force feedback gain, impedance pa-
rameters Md and Bd are the desired inertia and damp-
ing coefficients, respectively. ∆t is the sampling time.
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Figure 7: Block diagram of control system.

Also, Ef (k) is the force error between the desired pol-
ishing force Fd and norm of force SF (k) ∈ ℜ3 mea-
sured by the force sensor, which is given by

Ef (k) = Fd − ∥SF (k)∥ (5)

where superscript S represents the sensor coordinate
system. Further, we consider another velocity Wvp(k)
for regular position control in spiral direction. Wvp(k)
is the manipulated variable yielded by a position feed-
back control law represented by

Wvp(k) = Sp

{
KpEp(k) + Ki

k∑
n=1

Ep(n)
}

(6)

where Ep(k) = Wxd(k) − Wx(k) is the position er-
ror. The desired position Wxd(k) is calculated us-
ing CL data. Kp = diag(Kpx,Kpy,Kpz) and Ki =
diag(Kix,Kiy,Kiz) are proportional and integral gains
for position feedback control. Switch matrix Sp =
diag(Sx, Sy, Sz) makes the weak coupling control to
the direction of force control active or inactive. If
an element of Sp is set to 1, then the weak coupling
control in the corresponding direction becomes active.
Due to the weak coupling control, it is simultaneously
realized that stable polishing force control and regular
profiling control along a spiral path.

Wvn(k), Wvt(k) and Wvp(k) comprise Wv(k). Fur-
ther, the velocity pulse converter transforms the fine
manipulated value in velocity into the pulse command
given by an integer, which can be outputted to the
pulse-based servo controller. The velocity pulse con-
verter for the pulse-based servo controller is located
after the position/force controller as shown in Fig. 7.

3.2 NN-based effective stiffness estimator

Figure 8 shows the detailed block diagram of the
force feedback control law illustrated in Fig. 7. Fig-
ure 9 also shows the detailed block diagram of the NN-
based effective stiffness estimator illustrated in Fig. 8.
The two NNs in Fig. 9 are switched by the sign of

∆∥SF (k)∥ = ∥SF (k)∥ − ∥SF (k − 1)∥ (7)

If ∆∥SF (k)∥ > 0, then NN learned with the teach-
ing patterns in press motion is selected. Also, if
∆∥SF (k)∥ < 0, then NN learned with the teaching
patterns in unpress motion is used. For example, when
the desired polishing force Fd is set to 10 N, the points
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Figure 8: Feedback control law shown in Fig. 7.
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Figure 9: NN-based effective stiffness estimator.

of 10 N in Figs. 5 and 6 become the operating points.
The NN-based effective stiffness estimator generates
time-varying effective stiffness K̂e around the operat-
ing points. In the next subsection, critical damping
condition in force control system generates the desired
damping for stable force control.

3.3 Tuning of desired damping

When the polishing force is controlled, the charac-
teristics of force control system can be varied accord-
ing to the combination of impedance parameters such
as desired mass and damping. In order to increase
the force control stability the desired damping, which
has much influence on force control stability, should
be tuned suitably. Here, a tuning method of desired
damping is proposed by using the effective stiffness of
the NC machine tool. Eq. (4) is derived from the
following impedance model.

Md(ẍ− ẍd) +Bd(ẋ− ẋd) = Kf (F − Fd) (8)

where ẍ, ẋ and F are the acceleration, velocity and
force scalars in the direction of force control, respec-
tively. ẍd, ẋd and Fd are the desired acceleration, ve-
locity and force, respectively. When the force control
is active, ẍd and ẋd are set to zero. It is assumed that
F is the external force given by an environment and
is model as

F = −Bmẋ−Kmx (9)

where Bm and Km are the viscosity and stiffness co-
efficients of the environment, respectively. Eqs. (8)
and (9) lead to the following characteristics equation.

s2 +
Bd +KfBm

Md
s+

KfKm

Md
= 0 (10)

Figure 10: Finishing scene by using the wood stick
tool and diamond lapping paste.
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Figure 11: Control result of polishing force ∥SF (k)∥.

By solving Eq. (10) with the critical damping condi-
tion, the desired damping can be given by

Bd = 2
√
MdKfKm −KfBm (11)

4 Experiment
In this section, the proposed system is applied to

the finishing of an LED lens mold. The small ball-end
tool lathed from a wood stick is used, whose tip diam-
eter is 1 mm. A spiral path for finishing is generated
along the small curved surface by using a CAD/CAM.
Figure 10 shows the finishing scene, where a special oil
including the diamond lapping paste is poured. In this
case, the polishing force was successfully controlled
around 20 N as shown in Fig. 11 in spite of oscillations
caused by tool rotation of 400 rpm.

5 Conclusions

An impedance model force control using neural net-
works has been proposed to deal with the nonlinear
effective stiffness of a desktop NC machine tool. The
neural networks learned the nonlinear relation between
the contact force and effective stiffness, so that the
desired damping could be dynamically generated ac-
cording to the contact force. The effectiveness and
promise of the proposed method were demonstrated
by a finishing experiment of an LED lens mold.
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Abstract: This paper presents a robust fuzzy sliding mode controller. The methodology of sliding mode control provides 
an easy way to control under-actuated nonlinear systems with uncertainties. The structure of sliding surface is designed 
as follows. First, decouple the entire system into second-order systems such that each subsystem has a separate control 
target expressed in terms of a sliding surface. Second, from sliding surface of subsystems, organize the main sliding 
surface system. Third, generates a control input for main sliding surface to make whole subsystems moving toward their 
sliding surface. A fuzzy controller is used for obtaining smooth boundary layer of sliding surface. Finally presented 
fuzzy sliding mode controller is used to control under-actuated nonlinear system and confirms the validity of the 
proposed approach and its robustness for uncertainties. 
  
Keyword: Robust controller, Sliding mode controller, Fuzzy controller 
 
 

I. INTRODUCTION 
There are needs for machines which have missions in 

extremely harsh situations that human can never stand. A 
robust controller is studied to withstand those kinds of 
situations. The sliding mode control is a powerful and 
robust nonlinear feedback control method.  It has been 
developed and applied to feedback control systems for 
last three decades. The sliding mode controller is 
insensitive to internal parameter variation and external 
disturbances when system is on sliding surface. [1], [2] 

Mechanical systems with fewer number of control 
inputs than the number of degree of freedom which 
should be controlled are called under actuated systems. 
These systems can be found in industry areas easily. 
However, their unexpected properties such as 
nonlinearity and coupling effect make design procedure 
difficult. In this paper inverted double pendulum will be 
considered as an example of a class of under-actuated 
systems. [1], [3] 

In this paper, the under-actuated system is controlled 
using decoupled sliding mode controller. With proposed 
controller, the system can be controlled simple fuzzy 
controller which has an equivalent expression of a 
classical sliding mode control with a boundary layer. It is 
possible to remove high frequency switching (chattering 
phenomena) by introducing our fuzzy controller. 

This paper is organized as follows. In section II, the 
design of decoupled controller motivated by [1] is 
presented. Section III shows design of fuzzy controller is 
equivalent to boundary layer sliding mode controller [4]. 
In section IV, the proposed controller is used to control 
double inverted pendulums. Conclusions are in the last 
section.  

 

II. DECOUPLED SLIDING MODE CONTROL 
 Consider an under-actuated nonlinear system as follows: 
 

 

1 2

2 1 1 1

3 4

4 2 2 2
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6 3 3 3
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 (1) 

 
Where 1 2 3 4[ ( ), ( ), ( ), ( )]x t x t x t x t=x  are the state varia-

bles; 1 2 1( ), ( ), ( ),f f bx x x and 2 ( )b x are bounded nominal 
nonlinear functions; ( )u t is the control input; and 1( )d t  
and 2 ( )d t are the lumped disturbances, which include 
the system uncertainties and external disturbances; and 
assume they are bounded by some positive constants 

 ( 1,  2)i iε =  This system can be considered as two 
subsystems with second-order canonical form. 

Define a pair of sliding surfaces as  
  
 1 1 1 2s c x x= +     (2) 
 2 2 3 4s c x x= +  (3) 
 3 3 5 6s c x x= +  (4) 
 
where 1 2 3, ,c c c  are positive constants. From (1) time 
derivatives of (2), (3) and (4) are obtained as  
 
 1 1 1 2 1 2 1 1 1( ) ( ) ( ) ( )s c x x c x f b u t d t= + = + + +x x    (5) 
 2 2 3 4 2 4 2 2 2( ) ( ) ( ) ( )s c x x c x f b u t d t= + = + + +x x    (6) 
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 3 3 5 6 3 6 3 3 3( ) ( ) ( ) ( ).s c x x c x f b u t d t= + = + + +x x    (7) 
 
Assuming the lumped disturbance in (4) is ignored, i.e.,

1( ) 0d t =  by the condition of sliding mode 1 0s = , an 
equivalent control law can be obtained as 
 

 1 2 1

1

( )
eq

c x fu
b

− −
=

x
 (8) 

 
However, this control only considers the control of   

subsystem defined by 1 2( , )x x  while disregard lumped 
disturbance and control of 3 4( , )x x  and 5 6( , )x x
subsystems.  

To solve problem stated above, define a hierarchical 
coupled sliding surface and its derivative as 
  
 1 2 2 2 3S s s s= −η −η  (9) 

1 2 2 3 3

1 2 1 1 2 2 3 3(x) (x) ( ) ( )

S s s s

c x f b u t d t s s

= −η −η

= + + + −η −η

   
  

 (10) 

 
where 2η and 3η  are positive constants and referred to 

as coupling factor, ( )d t is total uncertainty in S  i.e., 

1 2 3( ) ( ) ( ) ( )d t d t d t d t= + +  and  ( 2,3)is i = are same as 
(6) and (7) with removing each disturbance 2 3( ),  ( ).d t d t   
These 2η and 3η  are important parameters which will 
play a main role for the interaction among sliding 
surfaces 1s , 2 ,s  and 3s  which are shown in Fig. 1. 

 
Fig.1. Structure of hierarchical sliding surfaces 

 
The total control input is defined as  

 
 eq swu u u= +  (11) 
 
where equ  is given in (6), and swu is switching control 
term to deal with the lumped disturbance and interactive 
coupling influence. 
 Consider a Lyapunov function 
 

 21 .
2

V S=  (12) 

 
From Lyapunov theorem if V is negative definite, the 

system trajectory will be driven and attracted toward the 
sliding surface and remain sliding on it until the origin is 
reached asymptotically. 
 From (9), (10), and (11) the Lyapunov stability 

condition can be derived as follows: 
 

1 2 1 1 1 2 2 3 3

1 2 1 1 2 2 3 3

1 2 2 3 3

[ ]
[ ( ) ]

[ ]
eq sw

sw

V SS
S c x f b u d s s
S c x f b u u d s s
S b u d s s

=
= + + + −η −η
= + + + + −η −η

= + −η −η



 
 

 

 (13) 

 
 Choose swu  as follows: 

 

 2 2 3 3

1

sgn( )
sw

S s su
b

−ε −η −η
=

 
 (14) 

 
where sgn( )• is a sign function and ε is positive 
number whose value is larger than supremum of  total 
uncertainty d .   

Then (13) becomes 
 

 
1

1max

sgn( )
( )

V S S d S
d S

= −ε +

≤ − ε −

≤ −δ



 (15) 

 
where δ is positive number. 
 In summary, the control law is given as  
 

 1 2 1 2 2 3 3

1

(x) sgn( )c x f s s Su
b

− − −η −η − ε
=

 
 (16) 

 

III. FUZZY SLIDING MODE CONTROL 
 In this section, we propose the fuzzy controller for 
sliding surface boundary layer. It can be shown a 
particular fuzzy controller is an extension of an SMC 
with a boundary layer [4]. Through decoupling sliding 
mode control, it can be easily implemented using simple 
fuzzy rules. 
 Suppose the fuzzy controller is constructed from the 
following IF-THEN rules. 
   

 

1

2

3

4

5

:  if  is NB,   then  is BIGGER

:  if  is NM,  then  is BIG

:  if  is ZR,   then  is MEDIUM

:  if  is PM,  then  is SMALL

:  if  is PB,   then  is SMALLER

f

f

f

f

f

R s u

R s u

R s u

R s u

R s u

 

 
where NB is negative big, NM is negative medium, ZR 
is zero, PM is positive medium, PB is positive big.   

Let X and Y be the input and output space of fuzzy 
rules. For any arbitrary fuzzy set F in X, each rule iR  
can determine a fuzzy set i

xF R   in Y. Use sup-min 

compositional rule of inference with condition that xF  
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is fuzzy singleton. Then 
 

 
1 5

( ) min[ ( ), ( )]

( ) max[ ( ),....., ( )]

i i i
x s f

d
x xf

fF R F F

f f fF F R F R

µ

µ

µ µ µ α µ α

µ µ µ µ µ µ

=

=

  

   

 (17) 

 
The crisp output is obtained by center-of-area 

defuzzifier 
 

 
( )

( )

d
u f

d
u f

f f fF

c
f fF

u u du
u

u du

µ

µ

⋅
=
∫
∫





 (18) 

 
Then cu has the following form: 
 

 ( )c f fuzzyu u K f s= −  (19) 
 
where 
 

 

2

2

2

1                                if  1          
1 (2 3)(3 1)      if -1 1/ 2
2 4 6 1
1 (2 3)            if -1 1/ 2
2 4 2 1( ) = 
1 (2 3)            if 0 1/ 2 
2 4 2 1
1 (2 3)(3 1)
2 4

fuzzy

x
x x x
x x

x x x
x xf x
x x x
x x
x x
x

− < −
+ +

− ≤ < −
+ +
+

− ≤ < −
+ −
−

≤ <
− −
− −
2

   

      if 1/2 1  
6 1

1                                if  1

x
x

x












 ≤ <

− +
 ≥

  
 
This controller has a nearly same property of boundary 

layer sliding mode controller with boundary width 1 as 
shown in Fig. 2  

 
Fig.2 Result of fuzzy controller 

 
The controller shown in (16) will have high frequency 

switching (chattering phenomena) near the sliding 
surface due to sgn( )•  function. These rapid changes of 
input can be avoided by introducing boundary layer 
method. The fuzzy controller (19) has same form of 
sliding mode controller (16). By replacing sign function 

sgn( )•  with ( )fuzzyf s  , we can easily obtain a boundary 
layer and we can remove chattering phenomena.  

 

IV. SIMULATION RESULT 
In this section, we shall show that proposed method is 

applicable to double inverted pendulums system which is 
typical example of a nonlinear under-actuated system. 
The structure of the system is illustrated in Fig. 3.  

 
Fig. 3 Structure of double inverted pendulums 

 
The system’s dynamics can be represented as 
 

 

1 2

2 1 1 1

3 4

4 2 2 2

5 6

6 3 3 3

x x
x f b u d
x x
x f b u d
x x
x f b u d

=
= + +
=

= + +
=

= + +








 (20) 

 
where 1 1x θ=  is angle of lower pole with respect to the 

vertical axis,  2 1x θ=   is angular velocity of lower pole  
with respect to the vertical axis; 3 2x θ=  is angle of 

upper pole with respect to the vertical axis, 4 2x θ=   is 
angular velocity of upper pole with respect to the vertical 
axis; 5x x=  is the position of cart, 6x x=  is velocity of 
cart; u  is control input, and ,  i if b  is given in [3] and 

id  is the mismatched uncertain term whose bound is 
known. 
 For simulation, the system parameter are chosen as the 
cart mass 1M kg= , lower pole mass 1 1m kg= , upper 
pole mass 2 1m kg= , the lower pole length 1 1l m= , the 
upper pole length 2 1l m=  the gravitational acceleration 

29.81g m s−= ⋅ and 0.0872id ρ=  where ρ is a random 
number whose range is ( 1,1)−  and the total mismatched 
uncertainty d  is bounded by 0.3, i.e., 0.3d ≤ . 

The parameters for presented fuzzy sliding mode 
controller are selected as sliding surface parameter 1 6c = ,

2 0.4c = , 3 0.15c = and interaction parameter 2 0.016η = , 

3 0.676η = , 5ε =  after trial and error. The initial values 
are:  

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2
u_eq -K

u_eq -K/2

u_eq 

u_eq +K/2

u_eq +K

s

u c
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1 6
πθ = , 1 0θ = , 2 18

πθ = , 2 18
πθ = , 0x = , 0x = . 

 Our control objective is making the system from the 
initial state ( ,0, ,0,0,0)6 18

π π  to the desired states

(0,0,0,0,0,0) . Fig. 4 and Fig. 5 show the simulation 
result.  

 
Fig. 4(a) Angle of lower pole 

 

 
Fig. 4(b) Angle of upper pole 

 

 
Fig. 4(c) Cart position 

 
Fig. 4(a) and Fig. 4(b) show the proposed controller can 

make the double inverted pendulums upright. Fig. 4(c) 
shows the cart position is well controlled as well.  

Fig. 5 shows control effort for moving cart. As the 
graph shows, the presented controller alleviate chattering 
problem effectively. Furthermore, the figure shows that 
presented method use relatively small control force.  

 Fig. 5 control force 
 

V. CONCLUSION 
Fuzzy sliding mode controller has been proposed for a 

class of under-actuated systems. By introducing 
hierarchical switching scheme, it is possible to decouple 
the whole system into subsystems which has canonical 
form. The advantage of this approach is that the control 
law is determined by lyapunov function, so this approach 
can guarantee the system stability. By decoupling sliding 
surface, fuzzy rule based controller design can be easily 
obtained. A fuzzy controller is used for obtaining smooth 
boundary of sliding surface. It is shown that chattering 
problem can be solved using fuzzy scheme. Proposed 
method is well applied to double inverted pendulum 
which is typical example of highly nonlinear under-
actuated system.  
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Abstract: This paper presents home automation in community network with embedded system. The system includes 
home security monitor and home energy monitor. Home security monitor uses sensors and micro switches to monitor 
home status; home energy monitor adopts Hall sensor to oversee household energy consumption and control the power 
consumption of home appliances, Furthermore, use embedded database to record, energy consumption. Besides, the 
system use Shortest Paths and Topological Sort of power dispatch module. Data is transmitted to computers, mobile 
phones, or other devices connected to Internet. The system integrates every node subsystem and is constructed on net 
framework by using Common Gateway Interface (CGI) and Cell Spitting. 
 
Keywords: Embedded Data Base, Common Gateway Interface (CGI) 

 
 

I. INTRODUCTION 

Currently, most households install grille as a basic 
home security. However, grille may hinder rescuing in 
accident. By implementing the home monitoring auto-
mation system, one can ensure community safety with 
other residences in the neighborhood. With regard to 
increasing population and declining energy reserves, it 
is important to discuss how to efficiently use electricity. 
The power supply system of Taiwan Power Company 
does not provide for customer, so the user is unable to 
know how to use electricity efficiently. Presently many 
home appliances are advocated to be energy efficient 
and can reduce pollution; therefore, the researchers also 
use the energy monitoring function of this system to 
calculate electricity consumption per household so as to 
optimize this action research cycle [1] (Fig. 1). The sys-
tem is able to tell which appliances consume more en-
ergy, so users can manage to save energy. This Home To 
Automate In Community is mainly established by the 
use of a basic community framework (Fig. 2). 

 

II. SYSTEM DESCRIPTION  

1. System Framework 
The system used Intel XScale PXA270 ARM10 

development platform as its central processing unit, and 
it then ports SQLite database to the platform. ARM is 
powerful and fast, so the researchers test inputs of pe-
ripheral equipments of two separate systems.[2] These 
two systems are home security monitor and home power 
monitor, and they are later integrated into two major 

functions of one single system. Each single node sub-
system (Fig. 3) composes a comprehensive safety moni-
toring system (Fig. 4), and the system is then processed 
by a remote server and connected through network to 
form the Home To Aytomate In Community (Fig. 5). 

2. Platform 
This system mainly uses ARM development plat-

form module to complete various tasks. The ARM de-
velopment platform module adopts Intel XScale 
PXA270 (Fig. 6) as its central processing unit. The pur-
pose of this research is to port database into the embed-
ded platform for application; therefore, the researchers 
choose module with larger memory capacity as the de-
velopment platform. [3] 

3. DataBase 
It is usually a must for a database to be able to 

process large amounts of data. However, if the data is 
fixed in content and does not have a lot of amounts, or 
the database will only be used on one single computer 
and not by multiple users, it is not necessary to establish 
a particular database system. Users can merely adopt 
embedded database such as SQLite[4]. 

4. Software framework(Fig.7) 
 Web Service AP：To make a Web Service with CGI 

that user can use and control in Web Browser. 
 GUI AP：The interface of ARM with Touch panel  
 Data Picking up：Read message in Hall Sensor. 
 Device Drivers：to link with peripheral device. 

(1). Anti-theft I/O：Monitoring switch whether 
on/off. 

(2). Power Monitor I/O：to control the relay of 
power loop relay. 
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5 Boa Web Server 
uClinux has three major web servers: htpd, thttpd, 

and Boa. Httpd is the simplest web server. It has fewer 
functions and does not support any certifications or CGI. 
Both thttpd and Boa support certifications and CGI and 
areequipped with more functions. To realize dynamic 
Web technology, the researchers choose Boa Web Server, 
which supports CGI and is suitable to be embedded into 
the system. Boa is a single-task, open-source, and 
highly capable http server. uClinux has already included 
source codes of Boa. One needs only some setups and 
modifications to use Boa under uClinux. There are by 
far four techniques for choice regarding the implemen-
tation of dynamic web page: CGI(Common Gateway 
Interface), ASP(Active XServer Page), PHP(Personal 
Home Page), and JSP(Java Server Page). However, to 
make dynamic web page under uClinux, only CGI is 
applicable since uClinux does not support ASP or PHP. 
The picture (Fig.8) shows the procedure of establishing 
Boa.[5] 

6. Common Gateway Interface (CGI) 
Common Gateway Interface (CGI)(Fig.9) can 

connect network host and browser to allow data storage. 
CGI can complete the said action, and it is a general 
interface instead of a particular program. CGI program 
can be compiled using several programming languages. 
Based on various operating platform, the most common 
programming languages for CGI are C, C++, Perl, PHP, 
TCL, JAVA, VB, etc. Functions such as message boards, 
discussion forums, visitor counters, online voting, elec-
tronic cards, online visitors, ect. all belong to CGI. An 
intercommunication channel is an environment variable. 
HTTP can convey data in <FORM> to CGI via STDIN; 
and CGI can use STDOUT to return outputs to HTTP 
and show them on browser. The second communication 
channel offered by CGI is method=get. It uses environ-
ment variable to transmit data. The capacity of envi-
ronment variable is limited, so when conveyance of 
large amount of data is needed, the space for storing 
environment variable may be insufficient, causing data 
incompletion or CGI implementation failure. 
Method=post utilizes I/O redirection to allow CGI to 
communicate directly with browser via STDIN and 
STDOUT, solving the shortcoming of method=get. 

7.Cell Spitting 
There are many kinds of coding algorithms to carry 

out in genetics, the methods we used of cell Spitting as 
follows .Fig. 10 and Fig. 11 show the Cell spitting.[6]:                                            
 (1).Select one initial vectorial Xi from training the 

vector quantity =[Xi1 Xi2 Xi3  Xip ], uses this to 
be initial produce vector quantity m piece from for 
the initial for yards of vector quantity [V1 V2  
Vm ], among them Vj =[Vj1 Vj2 Vj3 Vjp], i =j = m, 
v jk =xjk =Xij+(2* i-m-1) *δ.  

(2).By m an initial yard vectorial V1 V2  Vm central 
point, hive off other training vector quantity, calcu-
late group of central points again, get other m a new 

central point.  
(3).This m is a new central point, will all split into m 

vectors, and hive off again, calculates the new cen-
tral point. The movement that split can sustain, split 
once, number of group with m. It is awfully quick 
and long. Repeat the step described above, until 
reach the size of coding set u.  
                          

III. System Implementation 
 

The system consists of two parts: home security 
monitor(Fig.12) and home energy monitor.(Fig.13) Both 
parts can operate independently, but all records are 
stored in a common database. The records are sorted 
with database page format to avoid data disorder. Home 
security monitor allows users to control anti-theft switch 
through network, and it records when the switch is 
turned on. Once the anti-theft switch is activated, the 
system alarms to owners, neighbors, or security contac-
tors. The home power monitor is also based on net 
framework, and users can also switch on or off home 
appliances through network while there is no one at 
home; on the other hand, they can also turn on before 
returning home. The timer function allows appliances to 
be activated at the same time, and it helps reduces elec-
tricity fees.  

IV. FIGURES 

 
 

Fig. 1 Power Consumption Analytical Cycle 
 
 
 
 
 
 
 
 
 
 
 
 

internet

internet

Sever               user                user

home1 home2 home3 home4 home5

home6home7home8home9
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Fig. 6 Intel XScale PXA270 Module  
  
 

Fig. 2 Basic Community Framework 
 
 

 
 
 

Fig. 3 Single Node Subsystem 
 

 
 

Fig. 4 Embedded Safety Monitoring System 
 

 
 

Fig.5 Home Automation In Community 

 
 

Fig. 7 Software framework  
 

 
 

Fig. 8 Procedure of Establishing Boa 

 
 

Fig.9  CGI Framwork 
 

 

 
 

 

 
Fig.10 Socket using Cell spitting 
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Fig.11 Socket using Modified Cell spitting 

 
 

Fig. 12 Home Security Monitor 

 
Fig. 13 Home Power Monitor 

 

V. CONCLUSION 

The system in this research has been established and 
tested. Its home power monitor oversees and manages 
each circuit. Power consumption and on/off time is re-
corded separately in database, allowing users to adjust 
power saving project based on the data. Another high 
power consumption source is from appliances (lights, 
fans, etc.) not switched off in rooms with no one. Such 
issue is also improved by using this system since it can 
determine if there is anyone in a room by reading re-

lated sensors. If there is no human activity in a room for 
a time period, the system will switch off appliances in it. 
For home security monitor, the researchers have com-
pleted basic sensor testing such as reed switch and infra-
red sensor. The result shows the system can detect when 
sensors are activated and indicate it on web pages so 
that users can easily control home security. Users will 
still be notified of sensor activation by short messages 
even if they are not at home. They can also accurately 
record when and which sensors are activated. This sys-
tem has been established and reached expected goals 
after testing; therefore, it can be used in home automa-
tion system in the future. 
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Abstract: This paper proposes a novel GA which switches the expression of solution from redundant binary number to 
usual binary number. Furthermore, a GA which switches the expression from Gray code to usual binary number is 
compared. Gray code is a binary numeral system where two successive values differ in only one bit. In this paper, 
comparison of performance among five GA (binary number, redundant binary number, Gray code, switching from 
redundant binary number to binary number, switching from Gray code to binary number) were illustrated. The 
performance were evaluated by solving some equations. It is confirmed that the proposed GA was effective for 
improvement of error rate.  
 
Keywords: Genetic Algorithm, Redundant binary number, Gray code. 

 

I. INTRODUCTION 

Genetic algorithm (GA) is one of optimization 
algorithm that is based on an idea for evolution of life 
[1]. GA can solve various problems such as combination 
optimization problem, machine learning, and so on. 

This paper proposes a novel GA based on redundant 
binary number, though general GA expresses 
chromosomes in binary number. The performance 
comparisons were simulated by solving some equations. 
It was confirmed that the proposed GA was effective for 
improvement of error rate. 

 

II. PROPOSED METHOD 

In this paper, GA is based on redundant binary 
number. The advantage with redundant binary number is 
variety of expression for optimized solution. From this 
advantage, we can expect that improvement in searching 
speed and decrease of error rate. The redundant binary 
number uses values '0', '1' and '-1'. We assume that '0' 
sets "00" or "11", '1' sets "01", '-1' sets "10". The 
procedure of GA based on redundant binary number is 
almost the same as conventional GA. However, when 
GA based on redundant binary number evaluates 
individual, it is necessary to decode from redundant 
binary number to binary number. In this paper, as a 
decoding method, we separate chromosomes into odd 
number bit and even number bit. Then we subtract even 
number bit from odd number bit. 

This paper proposes a novel GA based on redundant 

binary number [2]. The proposed GA can avoid 
suboptimal by variety of expression pattern with 
redundant binary number, in the first-half generation. 
Then the GA can search in detail with binary number in 
the second-half generation. 

In addition, number of bits for the solution expression 
doubles in redundant binary number compared with 
usual binary number. Therefore, number of individuals 
can be doubled by switching the construction from 
redundant binary number to binary number in the 
second-half generation. 

Furthermore, a GA which is realized by switching the 
expression from Gray code to usual binary number is 
compared. 
  

III. EXPERIMENTS 

  Comparison among five GA (binary number, 
redundant binary number, Gray code, switching from 
redundant binary number to binary number, switching 
from Gray code to binary number) were simulated.

 

The 
performance of each GA was evaluated by solving 
following three functions [3]. 
 
1) Rosenbrock function 
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3) Schwefel function 

( ) ( )3
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13 　　　　 ∑

=

−=
i

i xsinxxf
 

f1(x) has dependence among variables and it is 
unimodal function. 

f2(x) doesn’t have dependence among variables and it 
is unimodal function. 

f3(x) doesn’t have dependence among variables and it 
is multimodal function. The parameters of GA are 
summarized in table 1. However, number of population 
for redundant binary number becomes the half of the 
parameter. 

Table 1. GA parameters 
Function (1) (2) (3) 

Generation 300 200 500 
Population 128 
Selection Roulette 
Crossover One Point 

Crossover Rate 0.99 
Mutation Rate 0.01 

 
All GA program are implemented in C language. The 

error rates of three functions are shown in figure 1, 2 
and 3, respectively. Each result is the average of 1000 
times of simulation. In these figures, ‘B’ means binary 
number, ‘G’ means Gray code, ”G2” means switching 
from Gray code to binary number, ‘R’ means redundant 
binary number, and “R2” means switching from 
redundant binary number to binary number.  

 
Fig.1. Error rate of f1(x) 

 
Fig.2. Error rate of f2(x)

 
Fig.3. Error rate of f3(x) 

 
In figure 1, solutions tend to converge in the 

suboptimal solution by strong dependence among 
variables. However, GA with redundancy binary 
number tend to avoid suboptimal solution by variety of 
chromosomes expression and gets the optimal solution. 
In figure 2, though error rate didn't have much 
difference, GA with redundant binary number showed 
good results. Similarly, in figure 3, the proposed GA 
gave good results. 

From these results, it was confirmed that proposed 
GA was effective for improvement of error rate. 

 

IV. CONCLUSION 

In this paper, we proposed a novel coding method 
for genetic algorithms based on redundant binary 
number. As the novel code increases the variety of 
chromosomes expression, the proposed GA is effective 
to escape from local optimum solution. 

It was confirmed that proposed GA was effective for 
improvement of error rate by three test function. 

 

REFERENCES 

[1] L. Davis ed. (1991), Handbook of Genetic 
Algorithms, Van Nostrand Reinhold 

[2] A. Tsukahara and A. Kanasugi (2009), Genetic 
Algorithm with Dynamic Variable Number of 
Individuals and Accuracy International Journal of 
Control, Automation, and Systems, vol. 7, no.1: 1-6 

[3] X. Yao, Y. Liu, and G. M. Lin (1999), Evolutionary 
programming made faster, IEEE Trans. Evol. 
Comput., vol. 3, no. 2: 82–102 

0

20

40

60

80

100

B G G2 R R2

E
rr

or
 R

at
e[

%
]

0

20

40

60

80

100

B G G2 R R2

E
rr

or
 R

at
e[

%
]

0

20

40

60

80

100

B G G2 R R2

E
rr

or
 R

at
e[

%
]

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 710



THE OPTIMAL COMBINATION OF DITHER MATRIX  

BY USING GENETIC ALGORITHM 
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Abstract: In this study, optimal combination of dither matrix is searched on a viewpoint of image quality with 

Genetic Algorithm(GA). At first, the combination of matrix is selected at random. The method of Crossover is 

interchanging positions of two individuals from element no.0 to element no. X. No. X is selected at random. And the 

type of selecting individuals is the tournament. The criterion of comparing data is cost E that is the evaluation value of 

gray level. And it is addition of cost Em and cost Ec. Individuals that have small cost E are prior carried over. The cost 

E of Bayer dither is 102.846. The cost E of GA is 102.826. It is clear that the result of GA is more super than Bayer 

dither on a viewpoint of image quality. 

 Keywords: GA, dither matrix, optimal combination, cost E, Tournament, One-pointed Crossover 

 

I. INTRODUCTION 

Nowadays, dither matrix which is four rows and 

four columns is used by newspaper, color photocopier 

and so on. The famous dither matrices are used in many 

situations. For example, Bayer method is one of famous 

methods. However, the study that these famous methods 

are really optimal combinations by viewpoint of 

optimization for combinations is not found. In this study, 

the matrix that has better evaluated value than existence 

matrices is searched for to enhance image quality. Its 

optimal combination is searched by GA. 

 

II. ALGORITHM OF USING GA 

In this study, individuals are themselves. Elements of 

individuals are threshold level of gray level from 0 to 

255. The threshold levels are Equation.1. “I[x]” is 

position x of the matrix. "i” is numerical number from 0 

to 15. The numeral numbers of elements of Table 1 are “i” 

of equation (1). 

The same number is not set in the same individual. GA is 

to convert grouping and to search what combination of 

elements is the optimal combination. In this study, the 

operation of GA which Toshiharu[1] shows is as below. 

(1) The matrices which have elements set in at 

random are prepared  

(2) Set up solution of cost function E. Cost function 

E is the addition of cost Em and cost Ec. Cost Em 

is evaluated value of gray level. Cost Ec is 

Evaluated value of contrast. Equation of cost 

function E is as below. 

(3) The individuals of next generation are decided by 

using the tournament method. 

(4) Selecting two individuals and doing single point 

Crossover. 

(5) Two elements of the individual which is selected 

at random are exchanged. 

(6) Running over from (2) to (5) until the numbers of 

generations reach the generation number.     

The number of individual is 200, the number of 

generation is 40, the probability of shakeout is 0.1 and 

the probability of mutation evolution is 0.01. 

Single point Crossover is exchanging the position of 

elemental number from 0 to X of individual. The 

position of elemental number X is selected at random. 

If the same elements are in the same individual, empty 

number of element sets one of duplicative element.  
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III. RESULT 

The evaluated values of using GA and Bayer method 

which is the famous method are as below. 

Fig.1 Em=6.7611,Ec=126.7910,E=102.7850  

Fig.2 Em=6.8215,Ec=126.8531,E=102.8468 

The lower cost E is, the matrix is optimal. Result of 

using GA is better than Bayer method. Ken-ichi [2] 

shows that the best of coefficients of cost Em and Ec are 

0.2 and 0.8.  

Because one pointed Crossover is more optimal than 

other methods, it is imagined that the sort of last 

individual of generation tends to live to be exchanging 

elements in group better than separately.    

Even if generation numbers are over 40, the evaluated 

value is not good any more. As a result, it is assumable 

that the matrix of table1 is the optimal combination by 

the point of view of gray level.  

 

IV. FIGURES/TABLES 

1. Figures 

 

Fig1. The image using dither matrix searched by GA. 

 

Fig2. The image using dither matrix of Bayer method. 

2.Table 

Table1. The matrix of using GA 

 

 

 

 

 

 

3.Equation 

I[x]= (2xi+1)x8   (1) 

E=0.2xEm+0.8xEc      (2) 

x:times 

IV. CONCLUSION 

This matrix is gotten good evaluated value in color 

images. Therefore, if the optimal matrix is found by 

using GA, it will be used for many images.  

In this study, parameters that are the individual number, 

the probability of mutation evolution and so on, are 

checked by hand. Therefore, it is unclear that these 

parameters are really optimal numerical number. For 

solving this problem, these parameters are become 

elements of GA. GA that has these elements is capable to 

search matrix that has better evaluated value than 

Figure1.  
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Abstract: In this paper, we improve an algorithm proposed by Q. Ouyang to solve a maximal clique problem. While we 

can determine the size of the largest clique by sorting the length of the DNA strands in Q. Ouyang proposal, we cannot 
determine the exact vertices involved in the maximal clique.  Thus in our improved algorithm, the exact vertices for 

each clique can be derived straightforwardly from the read-out in the gel electrophoresis process. 

 

Keywords: DNA computing, the maximal clique problem, the parallel overlap assembly   

 

 

I. INTRODUCTION 

DNA computing which uses bio-molecules as a basis 

for computation is thought one day to be able to 

outperform electronic computers in computing complex 

combinatorial problems such as NP hard.  Since then, 

many proposals to solve NP hard problems with DNA 

computing have been published including an algorithm 

proposed by Q. Ouyang [1] for solving a maximal 

clique problem (MCP) in 1997.  The MCP is encoded 
in DNA sequences by assigning a binary number to 

each possible clique in the graph as the data structure.  

A bit set to 1 represents a vertex in a clique and a bit set 

to 0 represents a vertex out of the clique.  Therefore 

for a graph with N vertices, the complete set of possible 

cliques is ensemble into an N digit binary numbers.  

The data structure is then designed in the form of 

double stranded DNA (dsDNA) and restriction enzyme 
sites are embedded for each bit value = 1.  These 

restriction enzyme sites provide a “cutting” reaction to 

the enzymes and were not amplified during PCR.  

Reading the size of the largest clique is then based on 

the shortest length of the elongated DNA strands. 

In our work, we improve the algorithm proposed by 

Q. Ouyang for better qualitative results of the 

computation.  While we can determine the size of the 
largest clique by sorting the length of the DNA strands 

in Q. Ouyang proposal, we cannot determine the exact 

vertices involved in the maximal clique.  Thus in our 

improved algorithm, the exact vertices for each clique 

can be derived straightforwardly from the read-out in 

the gel electrophoresis process.  

II. THE MAXIMAL CLIQUE PROBLEM 

A complete graph is a simple graph in which every 

pair of distinct vertices is connected by an edge. The 

MCP is to find a maximum size complete sub-graph, a 

maximal clique, from a given graph. The MCP is proven 

to be an NP-hard problem, and is difficult to solve 

efficiently.  

III. ALGORITHM  

We discuss an algorithm to solve the MCP by 

showing the graph example in Fig.1. Consider a graph 

with eight vertices, sixteen edges and three maximal 

cliques. Fig.3 shows an adjacency matrix of the given 

graph. The complementary graph (Fig.4) contains all 

edges missing in the original graph. 
 

 
Fig.1. The graph of our example 

 

 
Fig.2. Adjacency matrix for the graph 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 713



 
Fig.3. The complementary graph 

 

 The new algorithm consists of the following six steps.  

Step 1 Cording (DNA sequence Generator) 

First, we construct the sequence for value iN  and 

position iE  as described in Fig.1. There are eight value 

sections ( 1N - 8N ) and its position ( 1E - 9E ). The 

position sequences are used for connecting each node 

iN (i=0,…,8). The eight value sections are set 

sandwiched between nine positions. Each combined 
oligonucleotide consists of two position motifs, 

iii ENE 1 for odd i, iii ENE 1 for even i, where the bar 

shows the complementary sequence and the value of 

iN can be either 1 or 0. In this experiment, we designed 

the DNA sequences in the form of ssDNA. We set iE = 

10 bp, iN = 0 bp (if the value = 1) and iN =15 bp (if the 

value = 0). The sequence of vertices are constructed 

from restriction enzyme (RE) sites for each bit value = 1.  

Step 2 Merge (Parallel Overlap Assembly) 

We produce a pool containing all possible solution 

with eight tubes T1-T8. Following Fig.2, we add 

combined ENE DNA sequences including 

nodes 1
iN showing value 1 and all nodes 0

iN showing 

value 0 into each tube. By performing POA, the DNA 

sequences for a position are annealed to the 

complementary sequence for the other DNA sequences 

and the combinations of 654321 NNNNNN , a pool 

containing possible solution, is generated.  

Step 3 Cutting (Restriction Enzyme) 

Contents of T1-T8 are digested with each RE (RE1-

RE8) to eliminate illegally connected edges (Fig. 3) in 

each test tube.  

Step 4 Amplify (Polymerase Chain Reaction) 

Amplify only strands with 0E and 9E for each tube 

by supplying primers 0E and 9E . 

Step 5 Extract (Gel Electrophoresis) 

The clique of the largest size is represented by the 

shortest DNA length. From gel electrophoresis process, 

extract only the shortest band 150bp (clique size = 4) 

for T1-T8 and separate into tubes T1’-T8’. Add RE1- 

RE8 into tubes T1’-T8’ and observe the band lengths.  

Step 6 Identify 

The experiment result is observed by performing gel 
electrophoresis. Each vertex involved in individual 

cliques can be identified separately by the clustering of 

lengths for the vertices. From the result, you can find 

the vertices (1,2,3,4), (2,3,4,5), and (4,5,6,7) form the 

maximal cliques with size = 4. 
 

 
Fig.4. Gel Electrophoresis 

 

VI. CONCLUSION  

The experiment was carried out using basic bio-

molecular tools as used such as parallel overlap 
assembly, polymerase chain reaction (PCR) and gel 

electrophoresis process.  A major difference in our 

proposal is the inclusion of Step 6.  In the original 

algorithm by Q. Ouyang, separate vertices involved in a 

clique were confirmed using molecular cloning 

technique which is time and resources inefficient.  

Using our algorithm the size of each clique can be 

determined by its DNA strand length and each vertex 
involved in individual cliques can be identified 

separately. 
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Abstract: The purpose of this study was to investigate how three levels of arousal affect performance of a 3-back task. 
Ten university male (25.7 ±1.5 years) and ten female (age 24.5 ±1.8 years) students participated in this experiment. 
Using pictures selected from a group test, three levels of arousal (arousal, neutral, and relaxed emotions) were induced. 
Each subject was run through the procedure three times, once for each arousal level. The procedure consisted of six 
phases for each arousal condition; Rest 1 (2 min), Picture 1 (2 min), 3-back Task 1 (2 min), Picture 2 (2 min), 3-back 
Task 2 (2 min), and Rest 2 (2 min). Skin conductance level (SCL) of electrothermal activity was also measured during 
all phases of the experiment. The accuracy rate of 3-back task performance was the highest at a neutral emotional state. 
Based on the results, it could be inferred that arousal emotion, induced by stimuli unrelated to cognitive tasks, 
decreases the ability to perform cognitive tasks. 
 Keywords: Arousal level, 3-back task, cognition ability. 

 

I. INTRODUCTION 

Recent studies showed that one axis of two-
dimensional space (pleasantness-unpleasantness) might 
influence on cognitive processing abilities such as 
memory. People memorized pictures which induced 
negative (unpleasantness) emotion better than pictures 
which induced neutral emotions [1].  

Some studies reported that emotional arousal 
influences on information processing [2, 3]. The 
emotional arousal controls consolidation of memory [4]. 
Using emotional Stroop task, subjects at high level of 
anxiety took longer reaction time to report the color 
names of threat words than those of non-threat words 
[5]. The results indicate that emotional arousal level 
might affect human being’s cognitive ability.   

This study examined how the arousal axis of human 
emotion affects cognitive performance ability by using 
three levels of arousal induced by emotional pictures 
and appropriate cognitive task measuring immediate 
memory. After inducing each level of arousal, it was 
observed how these arousal states influenced the 
accuracy of a 3-back task. To check whether the proper 
arousal level was achieved by using emotion inducing 
pictures, skin conductance level (SCL) of electrothermal 
activity was measured and subjective evaluation was 
performed after experiment.  

 

II. METHODS 

Ten healthy male (25.7 ± 1.5 years old) and ten 
healthy female (24.5 ± 1.8 years old) university students  
participated in the study.  

Biopac MP30 and acqknowledge 3.5 (Biopac 
System, Inc. USA) were used to measure the SCL from 
the index and middle fingers on the left hand (sampling 
rate: 500 samples/sec).  

The experiment consisted of three runs of a 3-back 
cognition test. The procedure consisted of six phases for 
each arousal condition; Rest 1 (2 min), Picture 1 
(presenting emotion arousing photos for 2 min), 3-back 
Task 1 (2 min), Picture 2 (presenting emotion arousing 
photos for 2 min), 3-back Task 2 (2 min), and Rest 2 (2 
min). 

During 3-back Task 1 & 2 phases, a total of 80 
alphabetical characters were presented and total correct 
answer was 20. The subject was asked to press the 
answer button if the currently presented character was 
same to the third previous presented character. The 
pictures and 3-back tasks were presented using 
SuperLab 1.07 (Cedrus Co. San Pedro, USA).  

SCL of each subject was normalized by the Rest 1 
value after calculating the average value of each phase. 
To investigate if there was any statistical difference 
under the three arousal levels and between each phase 
of SCL, two-way repeated measures ANOVA was 
employed with arousal level and phase as independent 
variables. The accuracy rate on the 3-back test was 
calculated. Significance in the differences in accuracy 
rate based on arousal levels were determined using one-
way repeated measures ANOVA.  

  

III. RESULTS 

As shown in Figure 1, the mean SCL at each phase 
was the greatest during presentation of the arousal 
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pictures, then neutral and relaxed pictures in order. Two-
way repeated measures ANOVA showed a significant 
difference in the arousal level (F=4.393, df=2, p=0.019) 
and phase (F=9.493, df=4, p<0.001).  
 

 
Fig.1. The normalized amplitude of SCL in each phase 

by 3 types of emotion induced pictures 
 

As shown in Figure 2, the accuracy rate of the 3-
back task was the highest when presented with neutral 
pictures (78.0 ± 16.4 [%]), then relaxed pictures (74.0 ± 
15.7 [%]), and then arousal pictures (70.3 ± 14.4 [%]), 
in order (F=4.938, df=2, p=0.012). 

 
Fig.2. The accuracy rate by 3 types of emotion  

 

IV. DISCUSSION 

This study investigated the effect of arousal level on 
the performance of a 3-back task.  

Physiological stimulation especially had a negative 
effect on information processing of succeeding input [6], 
and it was reported that the increase in physiological 
stimulus had a negative effect on cognitive processing 
[7]. From these studies, it could be inferred that the 
increase in the physiologically arousal state, which is 
irrespective of cognitive processing, had a negative 
effect on information processing of succeeding input. 
From this, it would be expected that the ability of 
performing a 3-back task would decrease, as shown in 
this study. 

It was well known that cognitive processing 
activated the sympathetic nervous system [8]. Inducing 
a relaxed state of this study can activate the 
parasympathetic nervous system, and by disturbing the 
concentration for a given task, it can be expected that 
the ability to perform a given task decreases.  

Preceding studies about the valence axis showed that 
people could remember much more items when emotion 
is accompanied, whether or not the memory was related 
with tasks [1, 9]. This study on the arousal 
(arousal/relaxation) axis showed that the memory ability 
without emotion was higher. Therefore, it is necessary 
to clarify how the human emotional state affects 
cognitive processing ability by considering both axes of 
human emotion at the same time.  
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Abstract: In this study, we developed an effective technique for measuring human respiration using a noncontact and 
nonattached electrode. The technique requires measurement of the current generated due to the difference in 
capacitance between a given electrode and the human body. The subpicoampere electrostatic induction current flowing 
through the electrode when placed a few centimeters from the subject is detected. We propose an occurrence model for 
the electrostatic induction current generated by the change in the capacitance caused by the movement of the body 
surface while taking a breath. This model effectively describes the behavior of the current flowing through the 
measurement electrode.  
 
Keywords: Noncontact measurement, Respiration rate, Current measurement, Human heartbeat 

 
 

I. INTRODUCTION 

Obstructive sleep apnea syndrome (OSAS) affects 
many people, frequently as an asymptomatic, 
undiagnosed condition, and is associated with increased 
morbidity and mortality. Conventional diagnosis 
requires overnight monitoring in a specially equipped 
sleep laboratory. Furthermore, the conventional 
thermocouple method used for detecting human 
respiration requires insertion of a sensor directly into 
the nose. The inconvenience of overnight 
polysomnography has led to a need for more easily 
implemented techniques for detecting respiration using 
nonattached probes. Recently, researchers investigating 
noncontact respiration monitoring have been trying to 
create easier-to-use techniques for diagnosis and 
measurement of breathing rate. For example, Yama [1] 
proposed capacity-coupled electrodes, Jong [2] 
attempted the use of phase detection radar, Tanaka [3] 
suggested a pressure sensor, and Aoki [4] relied on 
near-infrared light pattern projection.  

We think that among the above, the most effective 
technique is the use of a capacity-coupled electrode. 
The capacitance measured is between the human body 
and an electrode that is isolated from human body by a 
dielectric such as cloth. In the conventional capacity-
coupled electrode method, the voltage on the electrode 
is measured against the body surface. An isolated 
electrode must be attached to the human body because 
of the low permittivity of the air between the body and 

electrode. However, if we can monitor the respiration 
rate or other parameters without the use of an attached 
electrode, the method will find wide application in 
medical practice.        

In this study, we developed an effective technique 
for measuring human respiration using a noncontact and 
nonattached electrode. The technique requires 
measurement of the current generated due to the 
difference in capacitance between a given electrode and 
the human body. The subpicoampere electrostatic 
induction current flowing through the electrode when 
placed a few centimeters from the subject is detected. It 
is necessary to emphasize that the method for the 
detection of the electrostatic induction current is 
different from the conventional method described in the 
previous paragraph.  

Furthermore, we propose an occurrence model for 
the electrostatic induction current generated by the 
change in the capacitance caused by the movement of 
the body surface while taking a breath. This model 
effectively describes the behavior of the electrostatic 
induction current flowing through the measurement 
electrode.  
 

II. PRINCIPLE 

It is well known that the human body is electrically 
charged at all times [5–10]. Let us assume that for a 
subject sitting on a chair, there are two highly resistive 
objects between the subject’s body and the surface of 
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the floor, as shown in Fig. 1. One layer is the sole of the 
subject’s footwear (Cs) and the other is the chair (Cc). 
The capacitance of the feet relative to the ground is the 
sum of the capacitances Cs + Cc and that of the floor 
surface Cf. In addition, Co is the capacitance of the rest 
of the subject’s body relative to neighboring objects on 
the floor. We assume that the human body is a good 
conductor. Therefore, the potential UB of the body on 
the chair can be expressed as follows: 
 

)
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QU +
++

+
= ,           (1) 

 
where QB is the instantaneous charge of the human body.  

The induced charge Q on the measurement electrode 
placed at distance d from the subject’s body can be 
expressed as follows: 
 

)( VUCQ B −= ,    (2) 
 
where C represents the capacitance between the human 
body and the measurement electrode, and V is the 
potential of the measurement electrode. 

When the subject moves his/her abdomen during 
respiration such that it is almost perpendicular to the 
electrode, the capacitance C can be expressed as 
follows:  
 

x
S

C aε∝ ,   (3) 

 
where S represents the area of the electrode, x represents 
the distance between the subject’s abdomen and the 
electrode, and εa represents the permittivity of air. Using 
the above equations, we can express the induced current 
I flowing through the measurement electrode as follows: 
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U
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−∝==  ,  (4) 

 
where v represents the velocity of the body surface.  

Equation (4) describes the electrostatic induction 
current resulting from the motion of the subject’s 
abdomen toward the electrode. The current generated is 
approximately proportional to the velocity of the 
movement of the subject’s abdomen. Therefore, we can 
conclude that under perfect noncontact conditions, it is 
possible to measure the electrostatic induction current 

generated due to the movement of the abdomen by the 
respiration.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Schematic of the measurement system for 
measuring the electrostatic induction current 

 

III. EXPERIMENTAL 

A schematic of the measurement system for 
measuring the electrostatic induction current generated 
by human respiration is shown in Fig. 1. The 
electrostatic induction current flowing through an 
electrode placed 30 mm from the subject’s abdomen 
was converted into a voltage by an I–V converter 
comprising an operational amplifier. The conversion 
ratio was 15 V/pA because the electric current was on 
the subpicoampere level. In addition, the induction 
currents generated by commercial power sources were 
present in the form of noise. Therefore, a filtering 
system with a cutoff frequency of 20 Hz was used. The 
analog signals were subsequently converted into digital 
signals by an analog-to-digital (A/D) converter. The 
data were acquired at a sampling frequency of 100 or 
250 Hz and stored on a personal computer. The 
measurement electrode was square in shape with a side 
length of 10 cm.  
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During the experiment, the subject was asked to sit 
comfortably in a chair. Further, the movement of 
subject’s abdomen surface was tracked by a wireless 
accelerometer attached to the subject’s navel. The 
acceleration of the subject’s abdomen with respect to 
the electrode and the electrostatic induction current 
were all measured simultaneously. The acceleration data 
were acquired at a sampling frequency of 200 Hz and 
stored on a personal computer. The obtained 
acceleration data were converted by numerical integral 
into velocity data for the subject’s abdomen with respect 
to the electrode. 
 

IV. RESULTS AND DISCUSSIONS 

The upper panel in Fig. 2 shows a waveform of the 
current generated by human respiration for subject A 
with a sampling frequency of 100 Hz. Periodical 
components with a period of approximately 4.2 s are 
observed in the resulting waveform.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Waveform of electrostatic induction current 
(upper panel) and of the velocity of the subject’s 

abdomen (lower panel) generated by human respiration 
for subject A 

The lower panel shows the waveform of the velocity 
of the subject’s abdomen with respect to the electrode. 
As predicted by Eq. (4), movement of the subject’s body 
surface toward the electrode resulted in an increase in I, 
whereas movement of the subject’s body surface away 

from the electrode resulted in a decrease. The regions 
indicating exhalation and inhalation are indicated by the 
solid and broken lines, respectively. Therefore, we can 
conclude that Eq. (4) effectively describes the behavior 
of the waveform of I. 

Figure 3 shows the waveform of the current 
generated by human respiration for subject B with a 
sampling frequency of 250 Hz. Periodical components 
with a period of approximately 4.2 s are observed here 
as well. Figure 4 shows a magnified version of a part of 
the waveform in Fig. 3. Periodical components with a 
period of approximately 0.9 s are observed in Fig. 4. At 
this point, the origin of the short-period components is 
still unclear. They may originate from the human 
heartbeat because the observed signal has a similar 
cycle.  
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. Waveform of electrostatic induction current 
generated by human respiration for subject B with a 

sampling frequency of 250 Hz 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig.4. Magnified waveform of electrostatic induction 
current generated by human respiration for subject B 

with a sampling frequency of 250 Hz 
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The obtained waveforms for subjects A and B have a 
periodical component due to human respiration. It was 
observed that the intensity of the electrostatic induction 
current was inversely proportional to the square of the 
distance between the electrode and the body surface, 
and was proportional to the velocity of the body surface. 
The proposed technique showed good measurement 
reproducibility. 
 

V. CONCLUSION 

In this study, we developed an effective technique 
for measuring human respiration using a noncontact and 
nonattached electrode. The technique requires 
measurement of the current generated due to the 
difference in capacitance between a given electrode and 
the human body. The subpicoampere electrostatic 
induction current flowing through the electrode when 
placed a few centimeters from the subject is detected.   

Furthermore, we propose an occurrence model for 
the electrostatic induction current generated by the 
change in the capacitance caused by the movement of 
the body surface while taking a breath. This model 
effectively describes the behavior of the electrostatic 
induction current flowing through the measurement 
electrode. 

In the magnified waveform, periodical components 
with a period of approximately 0.9 s are observed. They 
may originate from the human heartbeat, because the 
observed signal has a similar cycle. The proposed 
technique showed good measurement reproducibility. 
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Abstract: Computer-Generated Hologram (CGH) has been targeting the application areas such as a reconstruction 
three-dimensional image, optical information processing, optical memory and scanner. The reconstructed image of CGH 
includes noise caused by quantization error when synthesis a hologram. Therefore, authentication of the reconstructed 
image by using computer is difficult. Fourier Transform (FT) is a normal way when synthesis and reconstruction CGH. 
This study proposes a method using Complex Hadamard Transform (CHT). CHT is used only addition and subtraction. 
And CHT eliminates the need for multiplication operations. In this study, CHT is compared with FT at the points of the 
detection accuracy. The possibility of adaptation to authentication of the reconstructed image calculated by CGH, in the 
case of this proposal using for calculation method, are examined. Phase-Only Correlation (POC) is adopted as a 
correlation method. As a result, the correlation value is better than that of the past. However, bad value appeared in 
several points. But, the impact of identification could reduce by choosing the optimal combination of correlation. 
Therefore, there is a good possibility that the adaptation to authentication, in the case of this proposal using for 
calculation method. 
Keywords: Computer-Generated Hologram (CGH), Complex Hadamard Transform (CHT), authentication 
 

I. INTRODUCTION 
This study is about a type of steganography or digital 

watermarking.
[1]

 CGH has been targeting the application 

areas such as a reconstruction three-dimensional image, 

optical information processing, optical memory and 

scanner.
[2]

 The reconstructed image of CGH includes 

noise caused by quantization error when synthesis a 

hologram. Therefore, authentication of the reconstructed 

image by using computer is difficult. 

This study proposes a method using CHT. CHT is a 

function of the basis for the conversion functions required 

by the Hadamard Matrix, using only addition and 

subtraction.
 
In this study, CHT is compared with FT at the 

points of the detection accuracy. The possibility of 

adaptation to authentication of the reconstructed image 

calculated by CGH, in the case of this proposal using for 

calculation method, are examined.POC is adopted as a 

correlation method. 

 

II. EXPERIMENT 
1. How to create sample images for experiment 

i. What is “Complex Hadamard Transform (CHT)” 

Hadamard transform is the orthogonal transformation. 

Processing can be performed by the sum of the product of 

Hadamard matrix and the input data.
[3]

 “F” is output. “n” 

is the number of rows or columns. “f” is input. 

Hf
n

F
1

    (1) 

The basis of this transformation is a Hadamard matrix. 

As the following equation which represents an example of 

a Hadamard matrix. 













11

11
H   (2) 

This matrix is only represented by real number. 

Complex Hadamard transform is used to complex 

Hadamard matrix. Complex Hadamard matrix is using the 

real and imaginary parts. As the following equation which 

represents an example of a Complex Hadamard matrix. 













1

1

i

i
H    （3） 

Two-dimensional Complex Hadamard transform, as in 

the case of two-dimensional Fourier transform, first 

horizontally, second vertically are in the process. 

 

ii. Sample images 

256 × 256 pixels on the image of the black, starting at 

the top left of the image of the alphabet A ~ Z of the one 

who created the characters are written in white letters. 

Image files are created with 256 colors bitmap format. 

This image as original image, used to convert those who 

applied. Each images shown in Fig.1, Fig.2 and Fig.3. 

 

2. Experiment 

Correlation values of images are measured in the 

following combination of image groups. Correlation 

values in type 1 and type 2 are measured with a 

combination of brute force. 

 

Table 1.Combination of image groups 

 Type 1 Type 2 

1 Original image Reconstructed image from 

CGH made by FT 

2 Original image Reconstructed image from 

CGH made by CHT 

3 Reconstructed image from 

CGH made by FT 

Reconstructed image from 

CGH made by FT 

4 Reconstructed image from 

CGH made by CHT 

Reconstructed image from 

CGH made by CHT 

5 Original image Original image 
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Fig.1.Original image (A) 

 
Fig.2.Reconstructed image from 

CGH made by FT (A) 

 
Fig.3.Reconstructed image from 

CGH made by CHT (A) 

III. RESULTS AND CONSIDERATION 
The threshold is set to identify “self” and “other”. 

Threshold is set as the value shall be uniform in each of 

the correlation. Threshold is set between “autocorrelation” 

value (maximum value) and the next highest correlation 

value. The width between maximum value and the next 

highest correlation value should be broad as possible. The 

next highest correlation values were as follows. 

In the experiment No.1 and No.2, maximum values 

which a state of “autocorrelation” are not in 1.0. 

Therefore, in the process of dividing the value of each 

element in that series the maximum value of the series 

(normalization process) are done. 

 

Table 2.Combination of image groups and correlation 

value 

 Type 1 Type 2 The next highest 

correlation value 

1 Original image Reconstructed 

image from 

CGH made by 

FT 

0.8070969482 

2 Original image Reconstructed 

image from 

CGH made by 

CHT 

0.9895463015 

3 Reconstructed 

image from  

CGH made by 

FT 

Reconstructed 

image from 

CGH made by 

FT 

0.0342630240 

4 Reconstructed 

image from 

CGH made by 

CHT 

Reconstructed 

image from 

CGH made by 

CHT 

0.2378456832 

5 Original image Original image 0.5634082960 

 

In the experiment No.2, the width between maximum 

value and the next highest correlation value is about 

0.01045. This width is very narrow. Set of threshold is 

difficult. 

Meanwhile, result of experiment No.3 is the best value. 

And, result of experiment No.4 is the next best value. 

In the experiment No.4, the width has been reduced to 

79% of the width of experiment No.3. But, threshold 

setting is easily if the width of this level can be secured. 

This result is better than the result of experiment No.5. 

 

Fig.4. Combination of image groups and correlation value 

 

VI. CONCLUSION 
Reconstructed image from CGH made by CHT is 

compared with reconstructed image from CGH made by 

FT at the points of the detection accuracy with correlation 

value. Need to choose the optimal combination of 

correlation, it is possible to identify self and others using 

the image correlation value. 

Using a combination of autocorrelation can be obtained. 

Good results are obtained using these combinations. 

Therefore, there is a good possibility that the adaptation 

to authentication, in the case of this proposal using for 

calculation method. 
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Abstract: In this paper, we propose the feature extraction method from laser range finder data using angle histogram 
algorithm. Most people commonly know that laser range finder has relatively accurate performance. But noises were 
existed in experimental result that a few points appeared empty space. We proposed noise reduction method using angle 
histogram algorithm that accumulated repeatedly counted points in each angle. Laser range finder data with reduced 
noise is used for the feature extraction method. We find feature point using that one line lies cross at right angles to 
another line. And we tested simulation of SLAM using the feature extraction.  
+ 
Keywords: Feature Extraction, SLAM, Laser Range Finder, Mobile robot, Angle histogram, EKF 

 
 

I. INTRODUCTION 

Recently, there is popular research field of robot 
such as application for army, home and education, etc.   
Among various kinds of robots, mobile robot is particu-
larly actively researched. For autonomous movement of 
robot, it is important to localization and environmental 
recognition (Related research is called simultaneous 
localization and mapping). It can know using odometry 
from various sensors (sonar, infrared, laser, vision. etc.). 
One of sensors is laser range finder that it becomes 
popular in mobile robot[1]. Because it provides dense 
and more accurate range measurements, it has good 
range distance and resolution. For example, laser range 
finder has been used in localization, map building, colli-
sion avoidance. We also use laser range finder for fea-
ture extraction[2, 3]. We can know how to accurately 
match sensed data against information in a priori map 
through feature extraction.  

This paper proposed feature extraction method for 
SLAM. First, we tested to use laser range finder and 
propose laser range finder noise reduction method using 
angle histogram[4]. And we tested feature extraction 
from laser range finder data by SLAM simulation. 

 

II. LASER RANGE FINDER NOISE 

We use laser range finder (LMS200) for SLAM for 
the reason that laser range finder is relatively more ac-
curate than others.  LMS200 can measure every 1 de-
gree and maximum distance is 8m. But experimental 
result is that laser range finder data included irregular 

white noise as shown in Fig. 1. Therefore, laser range 
finder data is used selective data in 4m for precise fea-
ture point and need to precede noise reduction.  

 
Fig.1. Measurement laser range finder 

  

III. NOISE REDUCTION USING ANGLE 
HISTOGRAM 

We propose angle histogram for irregular noise re-
duction of laser range finder. In this paper, Because our 
object is indoors environment SLAM, we assumed ac-
cording to :  

1. Noise of laser range finder data is irregular and 
unpredictable white noise.  

2. General indoors environment consists of a hall-
way, wall, corner, door, etc. and can be de-
scribed straight lines.  

3. Angle of continuous data has regular in indoors 
environment which consists of straight lines.  

If we use these assumptions, then noise reduction is 
possible to use angle histogram. First, for angle histo-
gram, we convert cylindrical coordinates to rectangular 
coordinates because of laser range finder data have cy-
lindrical coordinates.  
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where (xk, yk, θk) denote a position of robot. And 

every angle of continuous points is calculated in (2). 
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− −
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We made angle histogram using calculated angles 

and extracted that magnitude is over 15 percent. There-
fore, we can reduce white noise and remained data is 
possible to describe straight line. We confirmed noise 
reduction using angle histogram as shown in Fig. 2.  

 
(a) Angle histogram 

 
(b) Apply angle histogram to laser range finder data 

Fig.2. Noise reduction using angle histogram  
 

IV. FEATURE EXTRACTION METHOD 

This paper is limited to 2D indoors environment and 
target performing SLAM. We used only laser range 

finder so that just obtained little information. So we 
selected clearly distinguishable feature points such as 
corners of hallway, wall, and door. In advance, we as-
sumed according to :  

1. A hallway is generally made straight lines and 
has irregularly door, stair, locker, etc. 

2. The corner is generally made a rectangular line 
in a hallway. 

3. Distance of between the walls is minimum 1.5m.  
4. Ground is flat so that measurement error of la-

ser range finder is none.   
When feature extract under assumption, we can 

think two direction of mobile robot such as forward and 
backward. First, forward searching is that mobile robot 
look between the walls of corner. Second, backward 
searching is that mobile robot look one side of a wall 
and don’t look opposite side of a wall.  

1. Forward searching  
Forward searching is that we select right and left 

points of regular distance from based point. Using 
points make straight line and we can judge feature by 
whether two lines is rectangular.  

Right and left points is selected far 300, 600, 900, 
1200mm from based point and Lpt, Rpt is defined (3) , 
(4). We need to calculate angle from based point for   
judgment whether feature using selected points like (5), 
and (6). And we tested proposed forward searching as 
shown in Fig. 3.  

 

300 600 900 1200

lpt lpt lpt lpt
pt

lpt lpt lpt lpt

x x x x
L

y y y y
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= ⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎢ ⎥⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦ ⎣ ⎦ ⎣ ⎦⎣ ⎦

  (3) 
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Fig.3. Forward searching algorithm 

 
Fig.4. Feature extraction using forward searching 

 

2. Backward searching  
We can judge a corner by confirming distance be-

tween continuous points because of that mobile robot 
looks only one side of a wall. Backward searching algo-
rithm is expressed to use flow chart as shown in Fig. 5. 
Because mobile robot don’t look opposite side of a wall, 
between continuous points could have a far distance 
over 1.5m. But laser range finder data is used under 4m 
and over data is defined infinite as mentioned section 1. 
So, we judge that based point and next point have 
whether a finite value or infinite value. If two points 
have a finite value and distance between two points is 
over 1.5m, then feature is defined near point of two 
points with robot as shown in Fig.6.(a). In the other case, 
if two points have infinite value and distance between 
next point and robot is less than difference between max 

distance 4m and 1.5m, then feature is defined next point 
as shown in Fig.6.(b).  

  

 
Fig.5. Backward searching algorithm 

 

 
(a) Feature extraction (finite) 

 
(b) Feature extraction (infinite) 

Fig.6. Feature extraction using backward searching 
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V. SLAM 

We tested feature extraction using laser range finder 
by SLAM simulation. SLAM used extended kalman 
filter for estimation of posterior distribution of feature 
and robot’s position[5]. We used mobile robot in Fig. 
and simulation result is good performance as shown in 
Fig.  

 

 
(a) Mobile robot 

 
(b) EKF-SLAM using feature extraction  

Fig.7. Feature extraction using forward searching 
 

VI. CONCLUSION 

This paper proposed feature extraction method using 
laser range finder for SLAM. We tested laser range 
finder and confirmed that data is included irregular 
white noise. For noise reduction, we used angle histo-
gram and experimental result is shown reduced noise. 
And we extracted feature using reduced noise data. We 
proposed feature extraction method that two ways are 
forward and backward searching. Because a hallway 
generally consists of straight lines, feature is defined 
corners. Using proposed method, SLAM simulation 
result is confirmed good performance of localization 
and robust repeatedly many continuous data.  

Because proposed method is developed under as-
sumption that SLAM execute indoors environment, then 
has many assumptions and restrictions. So, there re-
mains to be more studied feature extraction in outdoors 
environment for SLAM. 
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Abstract: Modern society demands leaders who are trained with competence to not only approach knowledge but also 
create new knowledge by comprehensively understanding and applying it, and a leader with character and commitment 
to share one's ideas with others and be able to accept criticisms. In response to these societal changes, universities are 
increasingly adopting 'small group discussion-based’ classes with an attempt to develop and strengthen communication 
skills through reading, writing and speaking. This paper seeks to introduce a case of a math lecture, where discussion-
based class was applied to mathematical education, requiring practical problem-solving through an argumentative 
thought process. 
  
Key words: Discussion-based class, General mathematics  

  
 

 
I. INTRODUCTION 

 
Recently, there has been an increased interest amongst 

universities in increasing the number of students 
studying science in response to the phenomenon of 
students evading science and engineering fields. Each 
university is analyzing programs in various perspectives, 
generating interest in the field of scientific technology 
in education fields and running programs at different 
levels to spread the culture of science. There are number 
of reasons for this.  
One of them is the humanization education for a 

holistic education, related to character education. Our 
education has been criticized for being a memorization-
intensive education focused at university entrance 
exams. As a result, it led to a shortcoming of character 
education such as logical thinking, creativity 
development and leadership qualities, showing a low 
academic achievement rate. In fact, there has been a rise 
in the percentage of students who dislike mathematics 
and the mathematical ability of our elementary, middle, 
secondary and post-secondary school students have 
declined. In the Achievement Test conducted by the 
Japan Science Foundation in 2004 for the high-school 
and university students in science fields for the four 
countries of South Korea, Japan, China and Singapore, 
Korean university students scored the lowest, with the 
exception of Singapore. 
Universities today focus on character education and 

value education to cultivate global leaders who can 
freely analyze and criticize specialized knowledge from 
interdisciplinary studies. In this vein, an emphasis is 
given to discussion-based classes where students can 
develop analytical skills, widen their horizon through 
the group and establish a proper worldview.  

The University which the author belongs to selects 
twelve books from social sciences and natural sciences 
and twelve books from literary fields for the first year 
students and ask them to read one book per week. After 
reading a book a week, students must take a class 
entitled ‘Reading and Expression’ for two semesters, 
where they debate in small groups for the discussion 
topics distributed earlier in the semester. This course 
was established as a mandatory elective course called 
‘The Reading Plan’ in 1969 and has continued for the 
past forty years. In this paper, cases of discussion-based 
lectures for mathematical education, with math-related 
books from the reading list, including ‘A World Made Of 
Mathematics’ and ‘Chaos’ will be introduced. In the 
main section, the methodology for running a discussion-
based class and the response from students will be 
outlined, and search for the future direction for 
application and improvement.  
 

 
II. Mathematics found in real life 

 
Mathematics has a more inclusive meaning beyond 

math education. Behind every day issues such as 
weather forecast, sports, music, arts, the nature and 
culture which we live in, such as computers, world of 
animals and plants, various career paths, love and 
marriage, mathematics is alive. However, the students’ 
sentiments towards mathematics are recognized as a 
means of passively acquiring absolute knowledge.  
Keith Devlin, in his introduction, asserts: “This is not a 

typical ‘math book’ that people often talk about. From 
the outset, it was not written with the goal of teaching 
techniques for solving math questions. Therefore, the 
readers will not be able to learn very much about that 
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kind of ‘math’ through this book or find mathematical 
formula or complicated practice questions anywhere in 
this book. Instead, you will find that mathematics is 
very different than how you thought of it before. And 
you will find out for sure that mathematics, often 
slightly deceptive its appearance, plays a very important 
role in almost all aspects of our daily lives. If there is 
anybody who thinks that math has nothing to with our 
daily lives, this book is for that kind of person.”  
To encourage a discussion class with a math-related 

book, it is absolutely necessary to first remove pre-
conceptions about math. As a result of education 
focused on university entrance exams, students 
automatically think of symbols, numbers, formula and 
problem solving when they hear the word “math.” 
Therefore, for the first discussion topic, encourage 
students to discuss the definition of math provided by 
Keith Devlin in the World Made of Mathematics from 
their own perspectives. By introducing cases of 
mathematical cases found in the nature, such as ‘how 
did the leopard prints in leopards get created,’ or ‘the 
mathematical symphony resounding in the fourth 
dimension,’ or ‘Fight against virus with a knot,’ 
encourage students to naturally come up with their own 
definition.  
The author explains that the mathematical principles 

and the curriculum taught at school are merely the tools 
necessary for doing the ‘real’ math, and defines 
mathematics as a “scholarship about an effort to better 
understand ourselves and the world in which we live 
in.” Moreover, he emphasizes that it is not that the 
world is mathematical, but that mathematics provides a 
powerful tool for us to examine the world. In his own 
words, “Mathematics provides a method of 
understanding the world, that is, a way of bringing the 
world into our minds.”  
By comparing the author’s view on mathematics and 

their own interpretations, it would be an effective way 
of teaching students that mathematics that they 
traditionally perceived as a difficult problem solving is 
actually something that can be easily discovered and 
which co-exists with us in our day to day interactions. 
Even though it is not visible to the eyes, our body is 

composed of over a 100 trillion cells. The cell is a basic 
functional and structural unit of all living creatures and 
is critical for our body’s survival. Even though 
mathematics is not very visible to our eyes, from 
everything that happens in our world under the sun to 
the events that happen beyond the sun, mathematics 
exists everywhere. Therefore, the world cannot be 
understood without mathematics. Hence, mathematics 
can be defined as something akin to the cells.  From 
this aspect, amongst the definitions provided by the 
author, the one that states “mathematics is transparent so 
it is not visible to the user’s eyes, but the basis of 
everything we do is mathematics,” best expresses a 
perspective for examining mathematics.  
In conclusion, by presenting their own definition of 

mathematics, students will be able to naturally express 

their preconceptions about mathematics. Moving away 
from a consciousness that mathematics is a difficult and 
boring subject that brings headaches when they think of 
symbols and calculations, students will be empowered 
to find interest and enthusiasm towards mathematics.  
The second topic is the question about mathematics 

that can be found in reality. Discussion classes may pose 
a burden for students that they must read one book for 
each week and give a daunting impression about the 
discussion culture which they are not familiar with. 
Therefore, one cannot help but ponder upon the method 
of running the discussion to improve the class 
satisfaction rate. Mathematics found in real life asks 
students to research media releases, internet data and 
newspapers, so that they may share a wide breadth of 
information and perspective, as well as create a 
spontaneous opportunity to get involved in the 
discussion, in order to generate an active discussion. 
Examples of presentations include:  
 
1) 1:  of A4 sized paper: aesthetics of economic 
efficiency 
2) Soju glass and Soju bottle 1:7.5: marketing strategy 
3) Barcodes: a combination of black sticks and white 
blanks 
4) The boundary between a long leg and short leg: the 
golden rate 
5) Why a hive is a hexagon and a tile is a square 
6) Hidden mathematical principle behind the seven 
musical scale 
7) Probability in our life, lottery 
8) Beautiful fractal found after repetition 
9) Fibonacci sequence found in a pine cone 
10) Efficiency of 21 teeth of a saw found in a bottle cap 
 
As well, there are cases such as why the manhole 

covers are shapes of constant width, the mathematical 
principle behind breathalyzer, and cicada’s wisdom for 
living in prime number cycles. Through mathematics 
found in real life, students will be able to establish the 
concept of ‘mathematics’. By applying them in our lives 
and understanding them, students will understand that 
mathematics is much more than just numbers and 
formulas, and that mathematics helps us to better 
understand the world of nature.  
 

 
III. Mathematics is an analysis and 

categorization of all possible patterns. 
 

“Mathematics is an analysis and categorization of all 
possible patterns.” The term ‘pattern’ should be 
interpreted in a broad sense. In another words, pattern 
can be defined as something inclusive, from the 
regularity of forms that are visibly identified to the 
regularity of invisible things that are only recognized 
through our hearts.” 
In the natural world, there is some degree of regularity. 

For instance, when the temperatures go down in autumn, 
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the trees create a separate layer in the leafstalk to bring 
down the leaves. Also, to survive in a dry climate and 
coldness, they move the water and nutrients saved in 
branches and stalks to the roots. The phenomenon of 
how the trees that barely preserved themselves as if they 
were dead pumps up water in the spring; or the 
phenomenon of how different parts of our body 
functions actively to the environment in spring, when 
the daytime for the biorhythm of our body extends and 
the temperature difference between day and night varies 
greatly; or the phenomenon of how the birds recognize 
the black and yellow ties surrounding the hornets, are 
cases of how all living things with life recognize 
patterns.   
Furthermore, the nature and the society are filled with 

confusing patterns. Yet, today’s physics has proven the 
fact that even the most complicated patterns can be 
written in an equation with just a few variables, and that 
it is possible to predict some parts. To recognize that 
mathematics is a science of patterns, define and discuss 
examples of a fractal in our body and nature as the third 
topic of the book, <<Chaos>>. Some examples for 
presentation include:  
 
1) Crystallized shape of snow: Koch's snowflake curve  
2) Lightening which appears to be irregular 
3) Stock Market, regularity within irregularity 
4) A field of study using fractal - Statistics 
5) Similarity of the blood vessel structure stemming 
from the heart 
6) Repetitive quality of brain wrinkles/ surface area of 
the lung 
7) Fractal found in plants (leaves of brackens, broccoli 
and water stratum of leaves) 
8) Computer graphic art created by applying the fractal 
formula 
9) The Universe & I 
10) The spirit and chaos of oriental philosophy 
 
Rather than delivering objective knowledge in a 

discussion class, an experience to encounter 
mathematics that appears to have very little in common 
with reality, as a play, naturally changes the image. 
Fractal cards were made using the origami papers and 
knives. Simple patterns using self-resemblance looks 
most beautiful and you may experience how the simple 
patterns of geometry is the most efficient structure 
accepted by the nature. The patterns and relations 
studied by mathematicians are seen in all parts of the 
nature. Some examples include the symmetrical patterns 
of flowers, various types of complicated patterns found 
in knots, patterns of dots on the external skin of 
leopards, voting patterns of certain population group, 
patterns found in a dice play or roulette game, 
relationships between the words that make up a 
sentence, the pattern of sounds we recognize in a music, 
and many more. As such, it is evident that we live 
within the nature surrounded by patterns and develop 
close relations with mathematics in our lives, before we 

even realize it.  
 

 
IV. We are able to see the invisible through 

mathematics 
 
 Mathematics enables us to see things that are not 
visible to the eye. If you let go of something in your 
hand, it falls down. This is because of the force of 
gravity. However, ‘gravity’ is just a name given to the 
cause. The name itself does not help very much in 
understanding the real cause. And that cause is not even 
visible to the eye. The correct answer is Newton’s 
equation of movement from the 17th century.  
Newton’s mathematics made it possible to see the 

force that was not visible to the eye. That force is the 
reason why the earth can continue to revolve around the 
sun and an apple falls down from a tree. Furthermore, 
the equation that Daniel Bernoulli discovered in the 
early 18th century made visible the invisible power of 
making an airplane fly in the air. Two thousand years 
before a spacecraft took a photograph of the earth, 
Greek mathematician Eratosthenes demonstrated the 
fact that the earth is circular using mathematics. We use 
mathematics to see the invisible things. Ranging from 
the origins of the universe to the bottom of the sea, from 
the pattern of coincidental events to the application into 
the inner mind of humans, we would not be able to 
understand our world without mathematics.  
Logical thinking is an act which distinguishes humans 

as advanced living creatures. Through the training of 
critical and rational thinking, human beings are able to 
arrive at a more logical mental world. For the training of 
invisible logical thinking, an advertisement called ‘the 
beauty of 30 seconds’ was used. To emphasize the 
strengths of the product, the advertisement skips some 
parts of the preposition. If the advertisements are 
carefully examined from a critical perspective, it is 
possible to discover how the first impression from the 
advertisement and the outcome of the advertisement are 
unclear and explained in a distorted way. Look at the 
following advertisements and think about how the first 
impression from each advertisement and the meaning of 
the advertisement are different.  
 
1) An automobile advertisement where a driver is 
speeding up in a curved road of a highway with no other 
cars in traffic 
2) An advertisement of a long-distance phone company 
that says “You can save more money by talking longer.” 
3) “Get a 50% discount if you live in the same house.” – 
only when the years of membership for the family 
members totals up to more than 40 years 
4) A beverage company which advertises the 
recognition gained from the Association of Korean 
Oriental Medicine – the period for recognition is only 
one year 
5) Apartment advertisement which runs, “This is the 
first time I’m bringing him to my home,” or “This is the 
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first time I’m going to meet her parents.”  
6) Female-priority loan company’s advertisement which 
screams “No interest for 30 days!” 
 
Training of critical thinking through these 

advertisements is not simply about understanding the 
meaning of advertisements and assessing whether they 
are reasonable. It is a training to comprehensively 
restructure one’s experiences to understand the 
advertisement, and subsequently, think critically and 
creatively. In another words, it is a process of changing 
one self. After assessing what is true or false, you will 
no longer be the same person that you were before.  
 

 
V. CONCLUSION 

 
With the 7th Education Curriculum applied to all 

grades in elementary, middle and high-schools since 
2004, the curriculum for mathematics set the goal of 
extending ‘Mathematical Power’ which can create self-
directed intellectual value, along with problem-solving 
skills and all sorts of advanced thinking capability. It 
seeks to promote creative thinking ability, critical 
thinking ability, problem-solving skill, reasoning ability, 
communication ability, confidence about mathematics, 
positive attitude, and relevance of mathematics to other 
related field of study and realization of the utility of 
mathematics. Towards that goal, appropriate study 
contents, increasing classes focusing on the learner’s 
activity and education for each step and level.  
However, the mathematics curriculum has not yet 

escaped from a teacher-focused, cramming method of 
teaching, and passive and standardized type of problem 
solving persists. This type of learning is showing 
limitation in giving a real mathematical perspective to 
students or cultivating creative and productive problem 
solving skills. This paper introduced a case as a solution 
to this problem, by suggesting thoughtful mathematics 
and discussion-based mathematical education. Further 
research is in order to select appropriate texts for 
discussion-based mathematical education, development 
of discussion topics and for the use and assessment of 
instructors and teaching aids. 
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Abstract: The Izhikevich model is 2-variable differential equations of a qualitative neuron model. In spite of its simple
mathematical structure, it can produce a variety of firing patterns because of its nonlinearity, including jump of state in the
equations. When we construct spiking neural networks, we need simple circuitry that can produce rich dynamics because
more dynamical patterns are thought to give the higher probability of complex information processing. In our research,
we aim to design an Izhikevich-type simple silicon neuron circuit by reproducing the mathematical structure in the
original model using analog electronic circuit. It is operated in the subthreshold region of Metal-Oxide-Semiconductor
Field-Effect Transistors (MOSFETs) for low energy consumption in the Complementary Metal-Oxide-Semiconductor
Very Large Scale Integration circuit (CMOS VLSI) technology.

Keywords: Silicon neuron, Izhikevich model, mathematical structure-based method, subthreshold.

I Introduction
Silicon neuron is designed to mimic electrophysiolog-

ical functions of neurons. Some of silicon neurons are in-
tended to be utilized as an element of artificial spiking neu-
ral networks that process complex information in the same
manner as the human brain.

There are several approaches to design silicon neurons
in the analog electronic circuit. One of them is to repro-
duce significant neuronal behaviors, the phenomenological
method in other words [1]. Another is the conductance-
based method which tries to solve the models of ionic con-
ductances in neurons by analog electronic circuits [2].

Recently, Kohno proposed a new approach [3–5], a
mathematical-structure-based method, where we re-construct
the mathematical structures in the differential equations of
neuron models. By applying mathematical techniques, we
can design a silicon neuron with simpler circuitry while
keeping the neuronal dynamics.

There have been proposed variety types of silicon neu-
rons. Generally, simple silicon neurons can produce only
several types of spike patterns whereas complex ones can
variety of patterns because the latter reproduces more re-
alistic dynamics in the neurons. Simple silicon neurons
are mainly applied to large-scale networks because they
need large number of silicon neurons as the element. On
the other hand, complex silicon neurons are applied to hy-
brid systems because they behave very close to the neu-
rons. To construct large-scale spiking neural networks, we
need simple silicon neurons that have rich dynamics be-
cause recent neuroscientific researches are finding that it is
crucial in the information processing in the nerve system.

Izhikevich proposed a simple qualitative neuron model
[6, 7], which is able to produce 20 kinds of firing patterns.
Though the mathematical structure in the Izhikevich model
is very simple, it has nonlinearity, including jump of the

state, which makes it possible to produce various firing pat-
terns.

In our research, we aim to design an Izhikevich-type
silicon neuron circuit by reconstructing the mathematical
structure in the Izhikevich model into a simple circuitry
using an analog electronic circuit. We designed a sili-
con neuron circuit composed of MOSFETs operated under
the subthreshold condition for low energy consumption in
VLSI. The power supply voltage is 3.3V, Vdd=1.65V and
Vss=¡1.65V.

II Izhikevich model

The Izhikevich model is 2-variable differential equa-
tions that have nonlinearity including jump of state when
the membrane potential excesses 30mV :

dv
dt

= 0.04v2 +5v¡140+ I; (1)

du
dt

= a(bv¡u); (2)

if v = 30mV; then v ← c; u ← u+d;

where v is membrane potential and u is an internal variable.
This model contains 4 parameters and we can realize vari-
ous dynamics by setting them up appropriately. Parameter
c is the membrane voltage after the jump of state and d is
increase amount of u when v is reset. Tunability of dynam-
ics in the Izhikevich model mainly depends on these two
parameters.

In the Izhikevich model, parameter b represents the
slope of the u-nullcline (Fig. 1(a)), which is difficult to
control when this model is implemented in an electrical
circuit. To avoid this problem, we control the positional
relation between the v- and the u-nullclines instead of b
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Fig. 1: The phase plane of the Izhikevich model. (a)
the original model’s phase plane. (b) reconstructed phase
plane by utilizing the characteristic curve of differential
pair circuits.

Fig. 2: Schematics of the differential pair circuitries uti-
lized for the composition of the v- and the u-nullclines. M,
δ in Eqs. (3) and (4) are applied at the nodes labelled VM
and Vδ.

This allows us to tune the mathematical structure in our
silicon neuron model in the same manner as in the original
model. We adopted a new parameter Ibias, a bias current
into the membrane potential, which is responsible to the
positional relation.

III Mathematical method

We applied the mathematical design method proposed
by Kohno [3–5] to design an Izhikevich-type silicon neu-
ron model. In this method, we reproduce the mathematical
structures in differential equations of neuronal models us-
ing output characteristic curves of simple analog electronic
circuitries. One of the advantages in this method is that we
do not need to exactly copy the equations in the original
model. The geometrical features of the nullclines and their
positional relationship are reproduced, which allows us to
copy the dynamics in the original model by a simple cir-
cuitry.

We utilize the sigmoidal curves that are output charac-
teristics of differential pair circuitries to reproduce the geo-
metrical features of the nullclines in the Izhikevich model.
The characteristic curves of these differential pair circuits
Fig. 2 (a) and (b) are represented in Eqs. (3) and (4), re-
spectively.

IOUT = M
1

1+ exp(¡κ(y¡δ)/UT)
; (3)

IOUT = M
1

1+ exp(¡κ(y¡δ)/2UT)
; (4)

Fig. 3: Brief overview of designated circuit

where κ represents the capacitive coupling ratio and UT is
the thermal voltage.

Utilizing these sigmoidal curves, we are able to re-
construct the topological relationships of the Izhikevich
model’s nullclines (Fig. 1(b)). The v-nullcline in our sil-
icon neuron model is produced by connecting a couple
of symmetrical sigmoidal curves. The u-nullcline in the
Izhikevich model is linear, which is substituted by a sig-
moidal curve.

The v-nullcline of our silicon neuron model is produced
by the differential pair circuit shown in Fig. 2(a), and the
u-nullcline is by the circuit in Fig. 2(b)

IV Designed circuit

An overviewed diagram of our silicon neuron circuit is
shown in Fig. 3. Our circuit consists of the v-nullcline, the
u-nullcline, a current-mode integrator, reset circuit, and the
u+d module.

1. Current-mode integrator

In our silicon neuron circuit, variable u is represented
by an amount of a current. We utilized current-mode inte-
grator to integrate u, which corresponds to the differential
equation (2). Figure 4 shows the current-mode integrator
circuit designed to operate in the subthreshold region.

Fig. 4: The schematic of the current-mode integrator. The
time constant of Eq. (5) depends on the capacitance and the
bias current Iτ. We can tune the time constant by tuning Iτ
externally. VOFST is a bias voltage.
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Fig. 5: The schematic of reset circuit. VT, VP, VF and VS are
bias voltages. VT, VP and VF are applied to switch output
voltage VOUT high when the input voltage excesses 30mV.
M1 and M2 give a positive feedback voltage to inverter I2.

This circuit integrates the input current IIN as follows:

dIOUT

dt
=

Iτ

CUT
(IIN ¡ IOUT); (5)

where IOUT and C are the output current and the capac-
itance in the circuit, respectively. The time constant of
the integrator corresponds to the parameter a in the model,
which is decided by Iτ. In this circuit, current IOUT is de-
pendent on the voltage of the capacitor. We use this prop-
erty of the current-mode integrator in the u+d module.

2. reset circuit

In the Izhikevich model, when the membrane potential
excesses 30mV, v jumps to potential c and u increases by
d. To realize an Izhikevich-type silicon neuron circuit, we
have to equip this kind of discontinuity. The circuit for this
property is shown in Fig. 5. We refer to it as the reset
circuit.

The reset circuit is composed of a source follower, two
inverters I1 and I2 and transistor M1 and M2 that give a
positive feedback voltage to I2. Node Vo is protected from
being shorted to Vss by M2. This function realizes the
precipitous response and low power consumption.

3. Parameter control of Izhikevich-type silicon neuron

To realize stable and simple parameter tuning, we fo-
cus on Ibias and the circuit parameters correspond to a and
c in the original model. The v-nullcline is displaced verti-
cally by Ibias. We can control the stability of equilibrium
points by tuning this parameter (see Fig. 6(a)).

Fig. 6: Parameter control of our Izhikevich-type silicon
neuron. (a) The stability of equilibrium points can be con-
trolled by Ibias. When Ibias is 0A, the equilibrium point
is a stable node and when Ibias is 30pA, it is a stable fo-
cus. (b) Controlling the jumping dynamics by parameter
c. When parameter c is ¡85mV, the state comes inside of
the v-nullcline after the first jump, but it is the outside of it
when c is ¡55mV.

4. u+d module

In section IV.1, we mentioned that u depends on the
voltage of the capacitance in the current-mode integrator
circuit. If we increase this voltage externally, the voltage of
u is increased just after the reset circuit performs its func-
tion.

The circuit of the u+d module injects current IP into
the capacitor dependent on the reset circuit. Equation (5)
is modified as follows if we incorporate the effect of IP into
the integrator circuit.

dIOUT

dt
=

Iτ

CUT
fIIN ¡ IOUT + IPexp(

VC ¡VOFF

UT
)g; (6)

where VC is voltage of the capacitor and VOFF is offset volt-
age in the current mode integrator. It is not easy to con-
trol the exact magnitude of increase in u because the VC in
Eq. (6) changes dynamically while the current-mode inte-
grator is operating. In the Izhikevich model, many firing
patterns depend on whether the jumped state is inside the
v-nullcline or not. The jumping dynamics is controlled by
the parameter c as shown in Fig. 6(b). For example, to pro-
duce bursting dynamics, we set c around ¡55mV where is
usually outside of the v-nullcline until the state takes few
jumps.

We fix the amount of injection current by setting V ud
to 100mV to reduce the number of the parameters to be
controlled. By the effect of the leak current in the u+d
module, the u-nullcline is displaced to the direction of the
u-axis by a few tens of pA in the phase plane.

V Simulation

We simulated our silicon neuron circuit using HSPICE
software with the technology library of TSMC .35μmixed
signal process. Figure 7 shows the results of the simula-
tion. We could successfully produce 17 firing patterns re-
ported in the Izhikevich model by our simplified parameter
tuning sheme.

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 733



Fig. 7: Produced firing patterns

VI Conclusion

We proposed a simple implementation of an Izhikevich-
type silicon neuron. The total number of transistors is 44.
In the Izhikevich model, 4 parameters have to be tuned to
realize all of the intended firing patterns. By noticing the
mathematical structure in the model, we could output these
patterns by tuning only 3 parameters. In addition, param-
eters b can be positive or negative in the original model,
but we succeeded to output 17 patterns out of 20 by only
positive b. This allows us to reduce the total number of
transistors by eliminating extra circuits. In the remaining
three patterns, however, parameter a or d is negative, to
realize which in the silicon neuron circuit we have to add
another circuit blocks. This will be addressed in our future
works.

Our circuit is designed to operate with very small power
consumption, about 15nW in average.
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Abstract: A silicon neuron is an electrical circuit that replicates the electrophysiological phenomena of biological 

neural system. Despite most of conventional spiking silicon neuron models are designed for analog circuit technology, 

we proposed, in the previous study, a digital spiking silicon neuron (DSSN), which is optimally designed for digital 

circuit technology. The DSSN model was based on a mathematical-modeling point of view and successfully produced 

three types of neural excitability with fewer hardware resources. In addition to the DSSN, we propose here a digital 

silicon synapse that mimics the elemental features of a chemical synapse and underlies the construction of a silicon 

neural network. We built a fully-connected digital silicon neural network with the digital silicon synapses and 

demonstrate synchronization and phase-locking in neural activities in a hardware description language (HDL) 

simulation. 

 

Keywords: silicon neural network, digital synaptic circuit 

 

 

I. INTRODUCTION 

The silicon neural network is an electrical circuit 
that mimics electrophysiological properties and 
functions of biological neural systems. Such neural 
system attracts much attention due to not only clinical 
objectives but also engineering purposes, and their 
parallel structure and robustness might bring high 
scalability and adaptability in information processing. 
Silicon neural networks with these features are 
applicable to, for example, a real-time simulator of 
complicated nerve systems [1], a hybrid system of 
biological and silicon neurons for the purpose of 
verification of a neuron model [2], and brain machine 
interfaces. 

In the present study, we focused on designing the 
silicon spiking neural network with DSSNs and the 
silicon synapses. Spikes (or action potentials) are 
thought to be a main carrier of information in neural 
systems and are generated when a neuron receives 
inputs from other neurons and its membrane potential 
reaches the threshold. Once a spike is generated, the 
spike travels to other neurons and yields current on their 
membrane via excitatory or inhibitory synapses. These 
synaptic interactions lead variety of neural dynamics. 
For example, in mutually connected neurons with 
excitatory synapses, their neural activities tend to be 
synchronized. Synchronized neural activities are widely 
observed in biological systems and are supposed to play 
crucial roles e.g. in cardiac pacemaker cells [3] and in 
motor controls [4]. Those dynamical features of spiking 
neural network might bring variety of engineering 
applications. 

In designing the silicon neural network, selection of 
a proper model is a key issue. One possible approach of 
neural modeling is to focus on the detail of neurons’ 
structure, for example, multi-compartmental models of 

neurons based on dynamics of various kinds of ionic 
channels and dendritic tree structure. Such 
physiologically realistic neuron models might produce 
the detail of the neural activity. However, 
implementations of those models require vast hardware 
and power resources, and when trying to operate the 
neural system it can be hard to analyze their behaviors. 
Another approach is to simplify the neuron model and 
to optimize them to a target device maintaining the core 
features of activity of the original neuron. The DSSN 
model proposed in our previous study is based on this 
requirement and on mathematical modeling point of 
view. The DSSN model exhibits rich dynamical 
behavior and allows us to realize a silicon neural 
network with fewer hardware resources. 

In this paper, we report a digital synaptic circuit 
with same design principal as that of the DSSN model 
and a digital silicon neural network with the synaptic 
circuit. In the following sections, dynamical properties 
of the DSSN are briefly reviewed. Then, models of 
synaptic circuits and the neural network are explained. 
In the result section, phase-locking phenomena of neural 
activities in the network are demonstrated. In the final 
section, conclusions, discussions for the result, and our 
future works are remarked. 

 

II. MODEL AND METHOD 

In this study, we used the DSSN model as an 
element of the neural network, which is optimally 
designed for digital circuit technology [ 5 ] and is 
described by the following equations: 
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where variables v and n respectively represent the 
membrane potential and an activity of slow ionic 
channels. Parameters ax, bx, cx, kx, px, qx (for x=n and p), 
and r determine dynamical properties of the neuron. Φ 

and τ are parameters that specify the time constant. I0 is 
a constant bias current. Istim is the sum of currents given 
by other neurons. See reference [5] for the parameter 
values. 

This neuron model is designed so that they can be 
implemented on limited resource of digital arithmetic 
circuits while maintaining the qualitative structure of 
their dynamical system. The structure of the dynamical 
system can be depicted on the phase-plane plots and the 
bifurcation diagrams (Fig. 1(a)-(c)). Those plots show 
structures of dynamics in two different types of neuron 
models: Class I and II excitability. This classification is 
based on difference on the frequency-input relationship 
of a neuron as depicted in Fig. 1(d). A neuron with Class I 
excitability begins to fire gradually at arbitrarily low 
frequency as the sustained stimulus current is increased. 
In Class II excitability, on the other hand, a neuron starts 
to fire at non-zero frequency. Differences of those 
excitabilities can be clear with the phase plane and the 
bifurcation diagrams. In the former, the structure of the 
dynamical systems are characterized with nullclines, 
which are sets of points satisfying 0=v&  or 0=n& , 
called the v- and the n-nullclines respectively. 
Intersections of these nullclines represent equilibriums 
whose stabilities are determined by the eigen value 
analyses. As the magnitude of the input increases, the 
v-nullcline moves upward in Fig. 1(a) and the position 
and presence of intersections can be changed as in 
Fig. 1(b) and (c). In the case of a Class I neuron, the 
qualitative change in the dynamical system is induced 
by a saddle-node on invariant circle bifurcation. In a 
Class II neuron, this is by the Hopf bifurcation. 

In order to construct a silicon neural network with 
DSSNs, we have developed a digital silicon synapse. 
We used a synaptic model which is analogue to 
elemental features of activities in biological synapses. 
The activity of the model synapse is triggered by an 
arrival of a spike and decays exponentially toward zero 
[7]. The synaptic model used in this paper is described 
by 

)(δ)(
τ

1
speak

s

ttsss
dt

ds
−−+−= ,      (5) 

where s is a synaptic activity, parameter speak = 2 is the 
peak value of synaptic activity, τs= 3.2ms is the decay 

   

Fig. 1. Analyses of Class I and II neurons in our DSSN 
model. (a) The v-n phase plane. (b), (c) Bifurcation 
diagrams of Class I and II neurons, respectively. (d) 
Frequency-input relationship of Class I and II neurons. 
These figures are cited from [5][6]. 

 

time constant of synaptic activity, ts is the time when the 
presynaptic neuron emits a spike. δ is Dirac’s delta 
function. The second term in the right-hand side of  
Eq. (5) represents reset of synaptic activity. 

Although, a single neuron sends spikes to multiple 
neurons and generates synaptic currents on their 
membranes, we assumed that the time series of the 
synaptic currents are common among these synapses 
except for their amplitude. In other words, the synaptic 
currents are given by a product of the synaptic activity 
and a weight value that corresponds to efficiency of 
each synapse (Fig. 2).  

Figure 3 shows the block diagram of the single 
spiking neuron circuit and the corresponding synaptic 
circuit. Three variables in this model, v, n, and s are 
stored in register circuits (boxes of the right side in 
Fig. 3) and are updated with difference equations that 
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are derived from Eqs. (1), (2), and (5). Differences are 
calculated according to the stored values of the variables 
and the external input (boxes of the left side in Fig. 3) 
and these differences are summed with the current states 
of variables in adders (middle in Fig. 3). The summed 
values are read out by the variable registers 
simultaneously at the rising edge of the clock signal. 
The variable that represents the synaptic activity is reset 
to their peak value when the sign bit of variable v is 
switched from 1 to 0, namely, when the membrane 
potential go through the threshold v=0 from below to 
above. 

As to the network, we constructed a fully-connected 
network in which all neurons have connections for all 
other neurons including themselves. In this study, we 
built a neural network that consists of three silicon 
neurons connected each other via the silicon synapses of 
unique weight value w. 

In this digital silicon neural network, the variables in 
above equations are represented by two’s complement 
representation and the size of the circuit is crucially 
depended on the selection of their bit width. We tried 
several values for the bit width and found that 19 bit is 
sufficient to attain accurate integration to operate the 
silicon neural network appropriately. Furthermore, 
several parameter values in above models 

 
Fig. 2. Schematics of synaptic activity. v represents the 
membrane potential of neuron 1. s represents a synaptic 
activity. w1 and w2 represent weights of synapses from 
neuron 1 to neuron 2, and to neuron 3, respectively. 

 

Fig. 3. Block diagram of a single neuron circuit and a 
synaptic circuit. Istim is the external input. Vout is the 
output of membrane potential. Sout is the synaptic 
activity. 

are selected from m th power of two (m is supposed to 
be an integer number) so that the multiplier circuits can 
be replaced by bit shifters. This replacement leads 
remarkable reduction in hardware resource requirement 
and less latency. In the calculating process of division of 
τ, bit shift operation is also utilized. We simulated this 
spiking silicon neural network with a HDL simulator 
software (Modelsim Xilinx Edition-III). In the 
following HDL simulation, we set the bit width of 
variables to be 19 bits. 
 

III. RESULT 

We confirmed that the individual spiking silicon 
neurons show both of Class I and II excitabilities in 
HDL simulation (Fig. 4). In the Class I mode, our 
silicon neuron begins to fire at very low frequency and 
their frequency is gradually increased by an increase in 
the input magnitude. In the case of the Class II mode, as 
the input magnitude increased, their frequency suddenly 
increases just above a threshold and then they increases 
relatively slowly in the above threshold. In relation to 
synaptic activity, as the membrane potential exceeds the 
threshold, synaptic activities are triggered and decayed 
exponentially.  

 
Fig. 4. HDL simulation of our silicon neuron circuit. 
The vertical axes represent the magnitude of v and s, 
and these figures show time series from 0 to 80ms. A 
synaptic activity is indicated by thin curve. The 
membrane potential is represented by bold curves. The 
left column is Class I neuron. The right one is Class II 
neuron. In sequence from top figures, Istim= −0.25, 
0.0156, 0.5, 1. Note that in this simulation, the 
frequencies of v at the values of each Istim about both 
Class I and II are different from those of Fig. 1(d). 
However, the qualitative characteristic of Class I and II 
corresponds to that of Fig. 1(d). 
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Fig. 5. Responses on the digital silicon neural network. 
The vertical axes represent the magnitude of v. (a) An 
anti-phase locking. (b) Synchronization. (c) Response 
without interactions. 

 

As shown in Fig. 5, the spiking silicon neural 
network shows synchronization and phase-locking 
phenomena in their activity. We performed simulation 
for the cases of the inhibitory, excitatory, and neutral 
synaptic connections. In this simulation, the Class I 
neurons are implemented. In the model, interaction with 
inhibitory synapses leads an anti-phase locking (Fig. 5(a)) 
and excitatory interactions bring the synchronized 
activities (Fig. 5(b)). These well-ordered collective 
behaviors cannot be observed without any interactions 
(Fig. 5(c)). 

 

IV. DISCUSSION AND CONCLUSION 

In this paper, we proposed a digital silicon neural 
network and confirmed, in HDL simulations, that 
individual neurons show two different classes of 
excitability and their activities trigger synaptic activities, 
and that the fully-connected neural network shows 
synchronization and phase-locking phenomena due to 
the interaction via the synaptic connection.  

In our silicon neural network, several spatio-
temporal patterns are realized by changing the 
connectivity among the network. Application of this 
phenomenon involves, for example, a control of multi-

channel actuators. As the future works, we will 
implement the silicon neural network in a field 
programmable gate array (FPGA) and evaluate their 
performances in such applications. Furthermore, to 
implement learning ability or flexible plastic features in 
the silicon neural network, a synaptic plasticity circuit is 
required. We will develop the plasticity circuit based on 
the same design principal as used in the present research. 
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Abstract: Entropy rate is widely used for analysis of neural data as a measure for randomness of spike trains. In 
addition, its convergent process also contains information on spike trains' structures or patterns. Therefore, it can be 
expected to be a measure for certain aspects of spike trains. In this paper, we investigate applicability of excess entropy 
to neural spike train data by numerical simulations of gamma process. We show that even when the spike train is not so 
long, the estimated excess entropy correctly reflects the shape parameter of the gamma process. 
 
Keywords: Excess entropy, spike trains, gamma distribution, entropy rate 
 
 

I. Introduction 

In neural systems, spikes are thought to be a main 
carrier of information and are necessary to transmits e.g. 
sensory information and motor commands. Information 
representation and transmission in the neural systems 
are crucial issues in neuroscience. For example, in infe-
rior olive (IO) system, prominently low firing rates of 
spikes of IO neurons are supposed to transmit error sig-
nals in motor control and their detailed information cod-
ing is still controversial. In order to quantify the infor-
mation flow in neural system, statistical and information 
theoretical approaches are often used. One of the major 
approaches quantifying information flow is to measure 
the entropy rate. In addition to entropy rate, excess en-
tropy was proposed by Clutchfield and Feldman [1]. 
Excess entropy captures a different element that is re-
lated with structure from entropy rate that expresses 
randomness. It can be a useful tool for analyzing spike 
trains. Excess entropy has been investigated by various 
researchers. Effective measure complexity proposed by 
Grassberger [2] is the same as excess entropy. Predic-
tive information proposed by Bialek et al. [3] is similar 
to the excess entropy. However, estimating excess en-
tropy has some problems. Excess entropy needs infinite 
length sample by definition. In practice, these measures 
need to be estimated from finite length sample. Consi-
dering fluctuation of sample data set, estimated value of 
the excess entropy should be corrected [4]. In the case 
of spike train data observed from neurons, distributions 
of inter-spike intervals (ISI) are known to be well ap-

proximated by the exponential distribution (Poisson 
process) or the gamma distribution [5]. Since the gam-
ma distribution has two parameters: shape and scale 
parameters, ISI distributions of physiological data are 
better approximated by the gamma distribution than the 
exponential distribution. Here, we assume that ISI dis-
tribution follows the gamma distribution and we apply 
information theoretical measures to spike trains gener-
ated from gamma process.  

In this paper, first, we review two information theo-
retic measures: entropy rate and excess entropy. Second, 
we review a correction method for estimated value from 
finite sample. Third, we apply information theoretic 
measures with the correction to spike trains generated 
from the gamma process. Finally, a brief conclusion is 
remarked. 

 

II. Information theoretic measures 

Estimation of excess entropy and entropy rate is 
based on Shannon entropy that intuitively represents 
randomness or uncertainty. Let X be a random variable 
taking value x in a finite set χ. Then Shannon entropy 
of the random variable X is defined by  

 
                      .             (1) 

 
Entropy of a string of random variables 
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where ),...()( 1 L
L xxpxp =  is joint probability. Then 

uncertainty or average amount of information per sym-
bol is given by 
 

LXHLh L )()( = .                   (3) 
 
The entropy rate h  is defined by )(Lh  in the limit as 
L goes to infinity as follows: 
 

)(lim Lhh
L ∞→

= .                        (4) 

As the length L increases, )(Lh  decreases and ap-
proaches to the entropy rate h (Fig. 1(b)). To quantify 
its convergence, the excess entropy E is defined by 
 

                                  (5) 
 
   The system appears more random than it is when the 
length L is small. Excess entropy tells us how much 
additional information about the configuration is re-
quired to reveal the actual randomness h . 
 
 
 
 
 
 
 
 
 

Fig.1. Image of excess entropy in relation with (a) 
entropy growth and (b) convergence of entropy rate.  

 
Another definition of the excess entropy using mu-

tual information allows us to understand meaning and 
nature of the excess entropy:  
 
                                       (6) 
 
where 123... −−−= XXXX  and 210 XXXX =  are the 
left and the right part of infinite chain of random va-
riables X . This formulation suggests that excess en-
tropy captures how much information on the half part of 
chain affects the other side. That is, excess entropy 
measures memory, predictability or correlation. 
 

III. Estimation from finite length data set 

   To estimate the entropy rate h from a finite sequence 
of length N, we first need to estimate the probabili-

ties ),...( 1 Lxxp from the finite sequence. A naive estima-
tion of ),...( 1 Lxxp  is given by 
 
                                        (7) 
 
where      is the number of occurrences of the 
word       . By substituting Eq. (7) into Eq. (2), we 
obtain an estimated value of the entropy rate as follows: 
  
                                       (8) 
 
   However, this estimation tends to underestimates the 
true value. This can be understood by considering an 
expectation value of )(ˆ LXH  [4]. 
 
   
 
 
      
 
 
                      
 
                                          

Figure 2(a) shows the result of estimation with finite 
length sample of sequence generated by the logistic map. 
It indicates that LhXH L ˆ)(ˆ ≈  in the realm of good 
statistic and that NXH L log)(ˆ ≈  in the realm of bad 
statistics [6]. Accuracy of the estimation depends not 
only on the fluctuation of the sample but also on the 
sample length. 

A correction of the estimated value was given by 
Schürmann and Grassberger [4]: 
 
                                         (10) 
 
where M is the number of distinct words of length L that 
occurs in the given sequence, nj is the number of occur-
rence of the jth word, and )(xψ  is the logarithmic de-
rivative of gamma function.  
   We apply the correction described in Eq. (10) to 
estimate the entropy of the logistic map. Figure 2(b) 
indicates that the estimation of the entropy of the logis-
tic map is significantly improved with this correction. 
However, the entropy rate should be evaluated within 
the realm of good statistics. 
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Fig. 2. Estimated entropy of the logistic map        
(a)  without the correction and (b) with the correc-
tion. 

 

IV. Application to Gamma process 

In this section, we consider applicability of estima-
tion of the excess entropy of spike trains with numerical 
simulations. Spike trains are often assumed to be gener-
ated from a point process. Here, we suppose that  ISIs t 
follow the gamma distribution whose probability densi-
ty function is given by 

  
                     ,             (11) 

 
where κ  is a shape parameter and λ  is a scale pa-
rameter. Figure 3 shows an example of probability den-
sity function of Gamma distribution.  
 
 
 
 
 
 
 
 
 

Fig. 3. Gamma distribution 
 
The excess entropy can capture structural differ-

ences in ISI distribution from complete random process, 
like the Poisson process. This property of the excess 
entropy can be confirmed with the gamma distribution. 
The gamma distribution with κ =1 is equivalent to the 
Poisson distribution. As shown in Fig. 4, the difference 
of the shape parameter κ  from 1 is considered to 
represent differences between the gamma distribution 
and the exponential distribution. Furthermore, the 
excess entropy E takes the minimum value E= 0 when 
κ =1 (Poisson process). This can be understood by con-
sidering discrete time Markov process:  
     
                                       (12) 

The excess entropy of this process is written as 
     

                                       (13) 
 
Since discrete-time Poisson process is a Bernoulli 
process, the excess entropy E takes zero for the gamma 
process with 1=κ . If κ  moves away from 1, spike 
trains have time correlations and the excess entropy 
increases (Fig. 4). 
                          
 
 
 
 

                  
Fig. 4. Dependency of excess entropy on κ  

 
Here, we apply information theoretic measures to 

spike trains generated from the gamma process. As in 
Fig. 5, spike train is discretized into bins and is ana-
lyzed as symbolic sequences of 0’s and 1’s.  

 
 
 
 
 
 
  Fig. 5. Discretization of spike trains 

 
For comparison with numerical estimation of 

excess entropy, we show information gain induced from 
Gamma distribution [7-8]. The information gain is 
Kullback-Leibler (KL) distance between gamma distri-
bution and exponential distribution written as 

),( eg ffKLG =  
                                           
 
 
 
                                     (14)     
where gf  is density function of gamma distribution and 

ef  is density function of exponential distribution. Note 
that we consider continuous distribution for easy calcu-
lation. This quantity also represents structural informa-
tion stored in spike trains. The information gain G  
takes the minimum value (zero) at κ =1 (Fig. 6(a)) and 
this corresponds to characteristics of the excess entropy. 
The estimated excess entropy E  is concave up around 

0 200 400 600 800 1000
0

1

2

3

4

5
x 10

-3

Time

P
ro

b

 

 

κ=1.0
κ=1.2
κ=0.8

tettf λκ
κ

κ
λλκ −−

Γ
= 1

)(
),;(

]/[)()1(log)(log1 spikebitκψκκκκ −++Γ−−=

).|(}){|( 111 −−≤≤ = LLLiL xxpxxp

{ }
.

)(
)|(log)( 1∑ −=

ix L

LL

xp
xxpxpE

  00  11  00  11  00  11  00  00  11  00  00  11  ..  ..  ..  ..  

time 
bin

Spike train 

Symbolic sequence 

]/[)),()1(log)(log1( timebitκψκκκκ
κ
λ

−++Γ−−=

(a) (b) 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 745



κ =1 and has good agreement with characteristics of 
the information gain G. This corresponds to the above 
theoretical consideration and suggests that the excess 
entropy measures structural information (Fig. 6(b,c)). 

Our method is applicable for analyses of practical 
neuronal data. In practical neuronal data, length of data 
is usually limited. As shown in section II, estimation of 
the entropy rate requires much long data; we hence con-
sider estimation from experimentally practicable length 
of data. Figure 6(d) shows the result of estimation of the 
excess entropy with different length of data. As the data 
length gets shorter, the precision of estimation becomes 
worse, but its shape of curve is roughly preserved.  
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 

 
Fig.6 Estimation of the excess entropy of the gamma 
process and the corresponding information gain. (a) 
Information gain at 500== λκT . (b,c) Result 
of estimation of excess entropy (Sample length:  

ms8100.6 × , bin size: ms10 ) G are fit to the scale of 
E. (d) Result of estimation from finite length sam-
ples. 

 

V. Conclusion 

    We showed that the excess entropy can be used as 
a measure for capturing spike trains’ structure.  

In practice, there seems to be problems since infi-
nite length sample are theoretically needed for the esti-
mation of the excess entropy. Considering convergence, 
excess entropy needs much long sample. However, nu-
merical estimation shows that we can detect structural 
difference from short sample to some extent.  

Theoretically, excess entropy is an effective measure 
for spike trains like Gamma process, since spike trains 
have correlation or structure inside. Spike trains have 
more than randomness. Excess entropy captures spike 
trains’ structure.  

Also, excess entropy is a measure similar to infor-
mation gain. Excess entropy directly uses spike trains 
and preserves structure. On the other hand, the approach 
to spike trains by using information gain cannot detect 
structural elements beyond ISI distribution. Excess en-
tropy can detect higher order structure above ISI distri-
bution such as temporal coding. Thus, excess entropy 
can be expected to be an effective measure for spike 
trains. 
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Abstract: When we look at ambiguous figures, perception spontaneously changes from one to the other (per-
ceptual alternation). We measured the brain activity from subjects who observed the Necker cube, one of the
most famous ambiguous figures, using magnetoencephalography (MEG). To identify the brain activity inducing
perceptual alternation, we propose a novel change-point detection method using spectral clustering to recur-
rence plots, and apply to measured data. Synchronized activity changes were detected at parietal channels.

Keywords:Perceptual Alternation, Magnetoencephalography, Recurrence Plot, Spectral Clustering

I Introduction

Ambiguous figures are figures which allow multiple per-
ceptions. When we look at ambiguous figures, perception
spontaneously changes from one to the other. This phenom-
ena is called “perceptual alternation”. Because conscious-
ness alternates without any stimulus changes, perceptual al-
ternations are thought to be related to perceptual conscious-
ness.

When perceptual alternations occur, brain activity
should change in some way. To detect changes of brain
activity, we propose a novel change-point detection method
that divides “recurrence plots”, which visualize time series,
by a graph partitioning method “spectral clustering” and
apply it to signals measured by magnetoencephalography
(MEG). Synchronized changes are detected by the proposed
method in the parietal area.

II Experiment

Subjects observed the Necker cube (fig. 1) which is the
famous ambiguous figure for 60sec, and pressed a button by
the right hand when perception changed. We measured the
brain activity using MEG with 160 channels. The sampling
rate is 1000Hz.

Some MEG signals measured from parietal channels are
shown in fig. 2. Our purpose is to detect changes of brain
activities related to perceptual alternations from these sig-
nals.

Figure 1: Necker cube (top) and its two perceptions (bot-
tom).

III Method

1 Reconstruction of the state space

Generally, we cannot observe all of variables of dynam-
ical systems. Therefore, it is necessary to reconstruct the
state space of the system from observed time series. It is
known that the delay coordinate,

x(t) = (s(t), s(t + τ), . . . , s(t + (m− 1)τ)),

becomes an embedding of the attractor of the dynamical
system with the dimensiond whenm > 2d[1]. Hereτ is
the delay andm is the embedding dimension.
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(a) Left parietal channels.

(b) Right parietal channels.

Figure 2: Measured signals from left parietal channels (a)
and right parietal channels (b). The time when a subject
pressed a button is indicated by black vertical lines. Hori-
zontal axes represent time(ms).

2 Recurrence plots

Recurrence plots[2] visualize time series as two dimen-
sional plots whose horizontal and vertical axes correspond
to time. The recurrence plot of a time series{s(t)} is de-
fined by using the delay coordinates as follows:

R(r)i,j =

{
1, (‖x(i)− x(j)‖ ≤ r),
0, (‖x(i)− x(j)‖ > r),

(1)

wherer is the threshold. Recurrence plots visualize various
features of time series. Examples of recurrence plots are
shown in fig. 3. Fig. 3(a) is the recurrence plot of white
noise. In recurrence plots of stochastic data, points are dis-
tributed randomly. Recurrence plots of periodic data like a
sine wave have lines parallel to the diagonal line (fig. 3(b)).
Recurrence plots of chaotic data are complex but not ran-
dom. Fig. 3(c) is the recurrence plot of the Lorenz equation.

3 Spectral clustering

Spectral clustering partitions a graph to disjoint sets that
minimize a certain cost function. We used “normalized

(a) White noise. (b) Sine wave.

(c) Lorenz equation.

Figure 3: Examples of recurrence plots.

cut”[3] as the cost function. When we partition a graph
(V,E) to subgraphs(A,Ea) and (B,Eb), a normalized
cut is defined as follows:

NCut(A,B) =

∑
u∈A,v∈B W(u, v)∑
u∈A,t∈V W(u, t)

+

∑
u∈A,v∈B W(u, v)∑
u∈B,t∈V W(u, t)

, (2)

whereW is the adjacency matrix whose elementW(u, v)
is the weight of the edge between the vertexu andv. Min-
imizing the normalized cut is equivalent to minimizing the
Rayligh quotient:

yT(D−W)y
yTDy

,

yi =

{
1, (vi ∈ A),
0, (vi ∈ B).

If y is relaxed to one that takes real values, we can minimize
the normalized cut by solving the eigenvalue system:

D− 1
2 (D−W)D− 1

2 z = λz, (3)
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whereD is the diagonal matrix whose diagonal elements
are degrees of vertices andz = D1/2y. Because the matrix
D−1/2(D−W)D−1/2 is the symmetric positive semidef-
inite matrix, the minimum eigenvalue is0 and the corre-
sponding eigenvector is the vector whose all elemtents are
the same value. This corresponds to the trivial partition
A = V,B = φ or A = φ,B = V. Hence, whenz1 is
the eigenvector corresponding to the second smallest eigen-
value,y = D−1/2z1 is the partition minimizing the nor-
malized cut. Ifyi > 0, vi ∈ A, otherwisevi ∈ B.

4 Proposed method

We regard recurrence plotsR as adjacency matricesW,
and apply spectral clustering. Ift and t + 1 are included
in different subgraphs, we detect the timet as the change-
point. Because the order of rows and columns of the ad-
jacency matrix is meaningless, permutation of those have
no effect to the result of spectral clustering. However, rows
and columns in the recurrence plot are in the temporal order,
and hence rows and columns cannot be permutated. There-
fore, application of spectral clustering to recurrence plots
discards the temporal information. To avoid this problem,
we generate a new matrix by adding edges between vertices
i andj when timei andj are sufficiently close.

R̂i,j =

{
1, |i− j| ≤ n,

Ri,j , |i− j| > n.
(4)

We apply spectral clustering to this matrix. This matrix was
used in the study of reconstructing time series from recur-
rence plots[4].

IV Result

We analyzed signals measured from 64 channels located
at left parietal, right parietal, left occipital, and right occip-
ital areas. To avoid artifacts, we extracted 8 components
from 16 signals measured from each area by blind source
separation using ICALAB toolbox[5][6]. We applied the
proposed method to the extracted components. We used
embedding dimensionm = 25, delayτ = 1, andn = 70.
Thresholds of recurrence plots were determined to fix recur-
rence rate (probability that we find a point in a recurrence
plot) to be0.0015. Eigenvectors obtained by the spectral
clustering to matriceŝR are shown in fig. 4.

For example, positive (negative) components in the
eigenvectors can be interpreted as corresponding to one per-
ception, and absolute values of the components can be in-
terpreted as strengths of perception (fig. 5). Then, eigen-
vectors are considered as a sequence of perceptual states.

(a) Left parietal area (b) Right parietal ares

(c) Left occipital area (d) Right occipital area

Figure 4: Eigenvectors obtained by spectral clustering. The
time when a subject pressed a button is indicated by black
vertical lines. Horizontal axes represent time(ms).

Figure 5: The eigenvector and percptual state.

To investigate synchronaization of changes of brain ac-
tivities when perceptual alternations occur, we calculated
cross-correlation functions of these eigenvectors. The peaks
of absolute value represents degree of synchronization and
the delay of peaks represents the delay of changes of brain
activity. Peaks of absolute value and delay are shwon in
fig. 6. In the left and right parietal areas, changes of many
components are highly correlated (fig. 6(a)). These results
imply that changes of brain activities in these area are syn-
chronized. Moreover, right parietal changes procede left
parietal changes(fig. 6(b)).
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V Conclusion

We proposed the novel change-point detection method
in which spectral clustering is applied to recurrence plots.
We applied the proposed method to signals measured by
MEG from subjects observing the Necker cube. Changes
of brain activities related to perceptual alternations are de-
tected by the proposed method. Cross-correlation functions
of eigenvectors obtained by the proposed method indicate
that brain activities were highly correlated in parietal area,
and the right parietal activity precedes the left parietal ac-
itivity. These results imply that changes of brain activities
in the parietal area are related to perceptual alternations and
the right parietal activities change earlier than the left pari-
etal acitivities when perceptual alternations occur.
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Abstract:  Time series analysis is used in various fields. The problem of predicting time series can be classified into 
three. The first problem is how to make a prediction model, that adequately represents the characteristics of the past 
time series data. The second problem is how to correctly and promptly detect the structural change, when the estimated 
prediction model does not meet the data. The third problem is how to quickly find the new prediction model after the 
change. This paper focuses on the second problem and proposes a method based on a probability ratio test. This paper 
also shows some experimental results comparing with a conventional method, Chow test, and presents the effectiveness. 
  
Keywords:  Time series analysis, sequential probability ratio test (SPRT), Chow Test 

 
 

I. INTRODUCTION 

Time series analysis is used in various fields such as 
not only in economics but also in pattern recognition, 
where the analysis is used for contour (or shape) 
analysis and sound signal processing, etc.  

The problem of time series can be classified into 
three types, in a practical sense. The first problem is 
how to generate a prediction model that adequately 
represents the characteristics of the early time series 
data. For this purpose, various kinds of model such as 
Box-Jenkins method [1], and Kalman Filter [2], neuro 
network [3], fuzzy model [4], Chaos model [5] have 
been proposed. Also, model selection criteria have been 
proposed such as AIC [6], Cp [7], CV [8] and CMV [9]. 
The second problem is how to detect the structural 
change of the time series, as soon and correctly as 
possible, when the estimated prediction model does not 
meet the real data. The third problem is, after the change 
detection, how to quickly estimate the time series model 
again. 

This paper focuses on the second problem and 
proposes a novel method, that is based on a sequential 
probability ratio test (SPRT)[10], [11], for quick 
detection of the structural change point in time series. 
And, this paper also describes the features of the 
method from numerical experimentation results and also 
shows its effectiveness in comparison with the Chow 
Test [12]. 

II. Structural change point detection 

For the early structural change detection problem, 
we propose an application of Sequential Probability 
Ratio Test (SPRT) that has been mainly used in the field 
of quality control. 

1. SPRT 
The SPRT is used for testing a null hypothesis H0 

(e.g. the quality is under pre-specified limit 1%) against 
hypothesis H1 (e.g. the quality is over pre-specified limit 
1%). And it is defined as follows: 

At each stage of successive events Z1,Z2, …Zi that 
are respectively corresponding to observed time series 
data, the probability ratio iλ  is computed. 

 

)H|()H|()H|(
)H|()H|()H|(

0i0201

1i1211
iλ ZPZPZP

ZPZPZP
⋅⋅⋅⋅
⋅⋅⋅⋅

=   (1) 

 
where P(Z | H0 ) denotes the distribution of Z when 

H0 is true and P(Z | H1 ) denotes the distribution of Z 
when H1 is true. 

Two positive constants C1 and C2 (C1 < C2) are 
chosen. If C1 < iλ  < C2, the experiment is continued by 
taking an additional observation.  If C2 < iλ , the process 
is terminated with the rejection of H0 (acceptance of H1).  
If iλ  < C1, the process is terminated with the 
acceptance of H0. 

 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 751



α
β
−

=
11C

α
β−

=
1

2C             (2) 

 
where α means type I error (reject a true null 

hypothesis), and β means type II error (accept a null 
hypothesis as true one when it is actually false). 

 

2. Application to change point detection 
For simplicity, we describe our proposed method for 

structural change detection of time series, by taking an 
example. We assume that the time series is generated in 
the following equation as a function of time t. 

εty 01t ++⋅= ββ                     (3) 

where , i.e., the error ε  is a random 
variable subject to the Normal Distribution with the 
average 0 and the variation . 

)N(0,ε 2σ≈

2σ
Then we also assume that the structural change 

occurred at the time point tc* (what we call change 
point), involving the change of equation coefficients 

1β , 0β . Concretely speaking, such data is generated 
by the following equations.  

tc*)(t εty 1011t ≤++⋅= ββ          (4) 

t*)(tc εty 2021t ≤++⋅= ββ          (5) 

where tc* is called a change point in the structural 
change. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Example of time series data where the change 
point tc* =70.  

 
In Fig.1, a time series data based on the above 

Equations (4) and (5) is plotted, where 
2.011 =β , 0.110 =β , 8.021 =β , 0.4120 −=β , and tc* 

=70, . Moreover, σ)1N(0,ε≈ s means the standard 
deviation of error between early-observed data 

40}t1|{yt ≤≤ and the predicted line obtained from the 
early data. 

The concrete procedure of structural change 
detection is as follows:
 
Step1: Make a prediction expression and set the 

tolerance band (a)  (e.g. a=2σs) that means 
permissible error margin between the predicted 
data and the observed one. 

Step2：Set up the null hypothesis H0 and alternative 
hypothesis H1. 

H0：Change has not occurred yet. 
H1：Change has occurred. 
Set the values βα ,  and compute C1 and C2 , 

according to Equation (2). Initialize i = 0, 

 10 =λ . 
 

Remark: 
The statement of the null hypothesis H0, “Change 

has not occurred yet.”, means in statistical sense. It 
means that the generation probability for the data to go 
out from the tolerance band is less than (or equal to) θ0 
(for instance, 1%). Similarly, the statement of the 
alternative hypothesis H1, “Change has occurred.” 
means that the generation probability for the data to go 
out from the tolerance band is greater than (or equal to) 
θ1 (for instance, 99%). Additionally, we suppose that θ1 
is considerably greater than θ0. 

 
Step3: Incrementing i  (i = i+1), observe the following 

data yi. Evaluate the error | εi | between the data 
yi and the predicted value from the 
aforementioned prediction expression. 

Step4: Judge as to whether the data yi goes in the 
tolerance band or not, i.e., the εi is less than (or 
equal to) the permissible error margin or not. If 
it is Yes, then set 1i =λ  and return to Step3. 
Otherwise, advance to Step5. 

Step5: Calculate the probability ratio iλ , using the 
following Equation (6) that is equivalent to 
Equation (1) 

 

)H|(
)H|(

0i

1i
1ii ε

ελλ
P
P

−=                  (6) 

 
where, if the data yi goes in the tolerance band, P(εi 
|H0 )= θ0 and P(εi |H1 )=θ1, otherwise, 
P(εi |H0 )=(1-θ0) and P(εi |H1 )=(1-θ1).  
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Step6: Execution of testing. 
(i) If the ratio iλ is greater than C2 (= (1-β)/α ), 

dismiss the null hypothesis H0, and adopt the 
alternative hypothesis H1, and then End. 

(ii) Otherwise, if the ratio iλ is less than C1 (= 
β/(1-α) ), adopt the null hypothesis H0, and 
dismiss the alternative hypothesis H1, and 
then set 1i =λ  and return to Step3. 

(iii) Otherwise (in the case where 2i1 CC ≤≤ λ ), 
advance to Step7. 

Step7: Observe the following data yi incrementing i. 
Evaluate the error | εi | and judge whether the 
data yi goes in the tolerance band, or not. Then, 
return to Step5 (calculation of the ratio iλ ). 

III. Experimentation in comparison with Chow 
Test 

We have experimented with the proposed method 
for both artificial and real time series data, in 
comparison with the well-known Chow Test [12]. Those 
artificial time series data are generated based on 
aforementioned Equations (4) and (5). In this section, 
we show the experimental results.  

 

1. Chow Test 
The well known Chow Test checks the significant 

differences among residuals for three Regression Lines, 
where regression Line 1 obtained from the data before a 
change point tc, Line 2 from the data after tc, and Line 3 
from the whole data so far, by setting up hypothesis of 
change point at each point in the whole data. Fig.2 
shows the conceptual image of Chow Test.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2.  Chow Test in the situation where a hypothesis is 
set up that the structural change has occurred at t=tc. 

2. Experimentation  
The experimental results from artificially generated 

time series data are illustrated in Fig.3-6, where the 
standard deviation σ of error ε  and so on in the 
generated data are varied and horizontal axis shows 
observing time t (detection operation has started from 
t=41). The vertical axis shows the detected change point 
tc, whose value is the average of experimentation results 
for 100 sets of generated time series data where the true 
change point is tc*=70. Fig.3-6 show that Chow Test 
outputs the change point at the time when every data is 
observed after t=40. This means that Chow Test cannot 
detect the change point properly. And, the time point 
when Chow Test can work well is long late enough after 
the true change occurs.  

On the other hand, the proposed method detects the 
change points a, b, c, where each of them correspond to 
different parameter values of θ0, θ1 that are used in the 
SPRT as a:(θ0=0.1, θ1=0.9), b:(θ0=0.2, θ1=0.8), and 
c:(θ0=0.3, θ1=0.7). 
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Fig.3. Relation between the observing time and detected
 change point. (β11=0.2, β21=0.4, σ=0.5. Detection operat
ion starts at t=41.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4. Relation between the observing time t and detecte
d change point tc. (β11=0.2, β21=0.4, σ=1.0.  
Detection operation starts at t=41.) 

t=tc  

y 

tLine 1 before tc. 

Line 2 after tc. 

Line 3 for the whole data. 

Assumed change point tc.

Line：Regression line Detected Change Point 
Proposed Method tc

cbatc*=70

Chow Test 

t0

20

40

60

80

100

40 60 80 100

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 753



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5. Relation between the observing time and detected 
change point. (β11=0.2, β21=0.4, σ=1.5. Detection 
operation starts at t=41.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6. Relation between the observing time and detected 
change point. (β11=0.2, β21=0.3, σ=1.5. Detection 
operation starts at t=41.)  
 

IV. CONCLUSION 

We have proposed a sequential probability ratio test 
for structural change point detection of time series data. 
We have presented the algorithm and procedure how to 
apply a probability ratio test to change detection 
problem. Based on numerical experimentation results, 
we have found the effectiveness of SPRT in comparison 
with Chow Test, as follows:  

It can quickly and accurately detect the structural 
change point when a forecasting model cannot forecast 
the time series.  

It can detect correctly the structural change point 
even when the trend in time series changes little (Chow 
test can not detect the change point when the trend 
changes little). 

Moreover the SPRT is effective in the sense as 
follows. (1)Differently from the Chow Test, it does not 
need to set the change point in a priori. (2)Unlike the 
Bay’s method,  it does not need to give the distribution 
of time series data.  (3) It can early detect the structural 
change point by sequential processing. (4) It is a meta-
level method so that we can apply it to any prediction 
model. 

Detected Change Point Proposed Method 
tc 
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Abstract: It is important to quickly detect the structural change of time series as a trigger to remodel the forecasting 
model. The well-known Chow Test has been used as a standard method for the change detection, especially in 
economics. On the other hand, we have proposed the application of sequential probability ratio test (SPRT) for the 
change detection of single regression modeled time series data. In this paper, we show experimental results by SPRT 
and Chow Test when applying to time series data that are based on multiple regression models. And we clarify the 
effectiveness of the SPRT comparing with the Chow Test, in the sense of ability of early and correct change detection 
and computational complexity. Moreover, we extend the definition of the detected structural change point in the SPRT 
method, and show the improvement of the change detection accuracy. 
  
Keywords: Time series analysis, multiple linear regression, sequential probability ratio test (SPRT), Chow Test 

 
 

I. INTRODUCTION 

There are three types of problems in time series 
analysis([1],[2]): (i)The first is how to generate a 
prediction model that adequately represents the 
characteristics of the early time series data. (ii)The 
second is how to detect the structural change of the time 
series, as immediately and correctly as possible, when 
the estimated prediction model does not meet the real 
data ([3],[4]), (iii)The third is, after the change detection, 
how to quickly estimate the time series model again.  

For the second problem, we have proposed an 
application of a sequential probability ratio test (SPRT) 
([5],[6])that has been mainly used in the field of quality 
control, and have presented the experimental results in 
comparison with Chow Test that is well-known standard 
method for such structural change detection of time 
series data [7].  

Our experimentation has been done just by using 
single regression model [6] and has shown that the 
SPRT is more effective than Chow Test. However, 
multiple regression models are more generally used for 
time series data analysis than single regression one.  

In this paper, we examine by experimentation if the 
SPRT surpasses Chow Test as well in the change 
detection of multiple regression model based data. And 
also, we show the extended SPRT for more accurate 
estimation of the change point. 

II. SPRT AND CHOW TEST 

1. SPRT 
The sequential probability ratio test (SPRT) is used 

for testing a null hypothesis H0 (e.g. the quality is under 
pre-specified limit 1%) against hypothesis H1 (e.g. the 
quality is over pre-specified limit 1%). And it is defined 
as follows: 

Let Z1,Z2, …Zi be respectively observed time series 
data at each stage of successive events, the probability 
ratio iλ  is computed as follows. 

)H|()H|()H|(
)H|()H|()H|(

0i0201

1i1211
iλ ZPZPZP

ZPZPZP
⋅⋅⋅⋅
⋅⋅⋅⋅

=   (1) 

 
where P(Z | H0 ) denotes the distribution of Z if H0 is 
true, and similarly, P(Z | H1 ) denotes the distribution of 
Z if H1 is true. 

Two positive constants C1 and C2 (C1 < C2) are 
chosen. If C1 < iλ  < C2, the experiment is continued by 
taking an additional observation.  If C2 < iλ , the process 
is terminated with the rejection of H0 (acceptance of H1).  
If iλ  < C1, then terminate this process with the 
acceptance of H0. 

α
β

α
β −

=
−

=
1,

1 21 CC             (2) 

where α means type I error (reject a true null hypothesi
s), and β means type II error (accept a null  hypothesis 
as true one when it is actually false). 
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2. Procedure of SPRT 
The concrete procedure of structural change 

detection is as follows (see Fig. 1):
Step1: Make a prediction expression and set the 

tolerance band (a)  (e.g. a=2σs) that means 
permissible error margin between the predicted 
data and the observed one. (σs denotes a 
standard deviation in learning sample data at 
early stage.) 

Step2：Set up the null hypothesis H0 and alternative 
hypothesis H1. 

H0：Change has not occurred yet. 
H1：Change has occurred. 
Set the values βα ,  and compute C1 and C2 , 

according to Equation (2). Initialize i = 0, 

 10 =λ . 
Step3: Incrementing i  (i = i+1), observe the following 

data yi. Evaluate the error | εi | between the data 
yi and the predicted value from the 
aforementioned prediction expression. 

Step4: Judge as to whether the data yi goes in the 
tolerance band or not, i.e., the εi is less than (or 
equal to) the permissible error margin or not. If 
it is Yes, then set 1i =λ  and return to Step3. 
Otherwise, advance to Step5. 

Step5: Calculate the probability ratio iλ , using the 
following Equation (3) that is equivalent to 
Equation (1). 

 

)H|(
)H|(

0i

1i
1ii ε

ελλ
P
P

−=                  (3) 

      where, if the data yi goes in the tolerance band,  
     ( P(εi |H0 ), P(εi |H1 ) )= ( θ0, θ1 ), otherwise,  
     ( P(εi |H0 ), P(εi |H1 ) )= ( (1-θ0), (1-θ1) ). 

Step6: Execution of testing. 
(i) If the ratio iλ is greater than C2 (= (1-β)/α ), 

dismiss the null hypothesis H0, and adopt the 
alternative hypothesis H1, and then End. 

(ii) Otherwise, if the ratio iλ is less than C1 (= 
β/(1-α) ), adopt the null hypothesis H0, and 
dismiss the alternative hypothesis H1, and 
then set 1i =λ  and return to Step3. 

(iii) Otherwise (in the case where 2i1 CC ≤≤ λ ), 
advance to Step7. 

Step7: Observe the following data yi incrementing i. 
Evaluate the error | εi | and judge whether the 
data yi goes in the tolerance band, or not. Then, 
return to Step5 (calculation of the ratio iλ ). 

 
 Start 
 
 ・Make a prediction expression 

・Make a tolerance band (a) (e.g. a=2σs)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Flow of SPRT structural change
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Fig.2. Chow Test in the situation where a hypothesis is 
set up that the structural change has occurred at t=tc. 
 

III. EXPERIMENTATION 

In our experimentation for time series data based on 
multiple linear regression model, the data is generated 
by the following equations. 

)t(t *
c212111 ≤+++= εbxaxay         (4) 

t)(t*c222121 ≤+++= εbxaxay        (5)  
where ε~N(0,σ2), i.e., the error ε is subject to the 

Normal Distribution with the average 0 and the 
variation σ2, and tc* means the change point. In addition, 
we have set tc*=70. 

We have experimented with SPRT and Chow Test 
for the artificial data based on the above equations (4) 
and (5). The concrete values of parameters are shown in 
Table 1. Fig.3 shows an example of the graph of 
generated time series data by the above equations. Fig.4 
shows the situation of change point detections.  

 The one of the results is illustrated in Fig.5, where 
horizontal axis shows observing time t (detection 
operation has started from t=41). The vertical axis 
shows the detected change point tc, whose value is the 
average of experimentation results for 200 sets of 
generated time series data where the real change point 
tc*=70.  

From Fig.5, we can see that Chow Test outputs the 
change point at the time when every data is observed 
after t=40. This means that Chow Test cannot detect the 
change point properly. And, the time point when Chow 
Test can work well is long late enough after the real 
change occurs. 

On the other hand, the SPRT detects the change as 
points cases a, b, c, each corresponding to different 
parameter values of θ0, θ1 that are used in the SPRT. 

 

Table 1. Parameters for generating time series data. 
Equation (4) 
(time t=1,2,…,69) 

Equation (5) 
(time t=70,71,…,100)  σ  

1032 21 ++= xxy 1033 21 ++= xxy   
5   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.3. An example of time series data based on multiple 
linear regression model. Change is occurred at tc=70. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.4. Example of situation of change point detections 
by SPRT and Chow Test,  where tc*=70, and detection 
operation has started from t=41.  
 
 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.5. Relation between the observing time t and 
detected change point tc, where tc*=70, and detection 
operation has started from t=41. 
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IV. EXTENDED CHANGE POINT BY SPRT 

The SPRT detects a change point at the time when the 
probabilistic ratio iλ is greater than C2 (=(1-β)/α). Then, 

the detected change point equals to the terminated time 
point and its detection tends to be delayed from true 
change point. Thus in this section, we extend the 
definition of detected change point by SPRT. As such 
extension, we adopt the number tc-M where tc is 
ordinary aforementioned change point and M is the 
number of times when the observed data continuously 
goes of tolerance zone until the ratio iλ > C2 The 

number M can be obtained from the equation (6). 
 

)()(
α
β

θ
θ −

=>
1

2
0

1 CM                          (6) 

 
Then we have the following equation using Gauss 

notation. So, the value of M depends on the parameters 
(see Table 2). That is, M=2 (case a), M=3 (case b), M=4 
(case c). 

 
 

                                                                                     (7) 
 

 
Table 2. Parameter values in SPRT and M. 

α β θ0 θ1 M 
0.1 0.9 2  

0.2 0.8 3

0.05 0.05

0.3 0.7 4
 
Applying the extended definition, we obtain the 

improvement of hitting percentage in the sense that the 
detected change point justly equals the true change 
point. It means pinpoint hitting percentage. Table 3 
shows the resultant percentage when using the old 
definition of detected change point. On the other hand, 
Table 4 shows the resultant one when using extended 
definition.  

 
Table 3. Frequency of change point detection and 
percentage of true change point (TCP) detection. 

Time Series Point Case 
70 71 72 73 74 

Percentage of 
TCP detection 

a  7 141 4 12 1 0.35%
b  1 7 105 5 12 0.05%
c  1 1 5 98 2 0.05%

Table 4. Detected change point frequency and 
percentage of true change point (TCP) detection. 

Time Series Point Case
70 71 72 73 74 

Percentage of 
TCP detection 

a 7 141 4 12 1 74.90%
b 1 7 105 5 12 56.50%
c 1 1 5 98 2 50.10%

 
From those experimental results, we can understand 

that, if we adopt the interval [tc-M, tc] as existing range 
of true change point, the hitting percentage will 
considerably increase. 

 

V. CONCLUSION 

We have presented and evaluated the experimental 
results of the structural change detection by SPRT and 
Chow Test for ongoing time series data that is based on 
multiple linear regression model. From the results, we 
consider that SPRT will be more effective in the sense 
of early detection, accuracy, and computational cost. 
And also, we are sure that the extended definition of the 
detected change point is promising and that it would 
bring about more accurate detection.  
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Abstract: Recently, remote monitoring camera systems are widely used for security. In such systems, we need an 
important function that it automatically detects the some change of the scenes from monitoring cameras. Generally, in 
wireless remote monitoring camera systems, the scene images are transmitted as compressed data (e.g., JPEG file), 
because of the wireless channel capacity. This paper shows the automated detection of the change point for the time 
series data of compressed JPEG file quantity (Kbytes) from monitoring camera, applying sequential probabilistic ratio 
test (SPRT) and Chow Test that is well known as a standard method for structural change detection of time series data. 
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I. INTRODUCTION 

Remote monitoring camera systems are widely used 
for security in recent society (Masuda et al [1]). 
Because information quantity of images from 
monitoring cameras is very massive, we need a function 
in such camera system that automatically detects the 
some change in the image sequence. Thus, it is better 
that the method adopted in the function can simply 
detect the change as promptly and correctly as possible, 
for quick security action.  

Here, we note that, in general, wireless remote 
monitoring camera systems send the scene images as 
compressed data (e.g., JPEG file), because of limit of 
the wireless channel capacity. In addition, if some 
movement happens in the ordinal images, the quantity 
of the JPEG image file differs from those of ordinal 
images. 

In this paper, we show a method for the automated 
change point detection in time series data of JPEG file 
quantity (Kbytes), using sequential probabilistic ratio 
test (SPRT) (Wald [2], Kawano et al [3]). Moreover, we 
show its effectiveness in comparison with Chow Test 
(Chow [4]) that is well known as a standard method for 
structural change detection of time series data. 

 

II. CHANGE DETECTION USING SPRT 

For the change detection problem, we propose an 
application of Sequential Probability Ratio Test (SPRT) 
that has been mainly used in the field of quality control. 

1. SPRT 
The SPRT is used for testing a null hypothesis H0 

(e.g. the quality is under pre-specified limit 1%) against 
hypothesis H1 (e.g. the quality is over pre-specified limit 
1%). In addition, it is defined as follows:. 

At each stage of successive events Z1,Z2, …Zi that 
are respectively corresponding to observed time series 
data, the probability ratio iλ  is computed. 

 

)H|()H|()H|(
)H|()H|()H|(

0i0201

1i1211
iλ ZPZPZP

ZPZPZP
⋅⋅⋅⋅
⋅⋅⋅⋅

=   (1) 

 
where P(Z | H0 ) denotes the distribution of Z when 

H0 is true and P(Z | H1 ) denotes the distribution of Z 
when H1 is true. 

Two positive constants C1 and C2 (C1 < C2) are 
chosen. If C1 < iλ  < C2, the experiment is continued by 
taking an additional observation.  If C2 < iλ , the process 
is terminated with the rejection of H0 (acceptance of H1).  
If iλ  < C1, the process is terminated with the 
acceptance of H0. 

 

α
β
−

=
11C

α
β−

=
1

2C             (2) 

 
where α means type I error (reject a true null 

hypothesis), and β means type II error (accept a null 
hypothesis as true one when it is actually false). 
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2. Procedure 
The concrete procedure of structural change 

detection is as follows (see an example of time series 
data in Fig.1). 
Step1: Make a prediction expression and set the 

tolerance band (a)  (e.g. a=2σs) that means 
permissible error margin between the predicted 
data and the observed one. 

Step2：Set up the null hypothesis H0 and alternative 
hypothesis H1. 

H0：Change has not occurred yet. 
H1：Change has occurred. 
Set the values βα ,  and compute C1 and C2 , 

according to Equation (2). Initialize i = 0, 

 10 =λ . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Example of time series data where the change 
point tc* =70.  

 
Remark: The statement of the null hypothesis H0, 
“Change has not occurred yet.”, means in statistical 
sense. It means that the generation probability for the 
data to go out from the tolerance band is less than (or 
equal to) θ0 (for instance, 1%). Similarly, the statement 
of the alternative hypothesis H1, “Change has occurred.” 
means that the generation probability for the data to go 
out from the tolerance band is greater than (or equal to) 
θ1 (for instance, 99%). Additionally, we suppose that θ1 
is considerably greater than θ0. 

 
Step3: Incrementing i  (i = i+1), observe the following 

data yi. Evaluate the error | εi | between the data 
yi and the predicted value from the 
aforementioned prediction expression. 

Step4: Judge as to whether the data yi goes in the 
tolerance band or not, i.e., the εi is less than (or 
equal to) the permissible error margin or not. If 
it is Yes, then set 1i =λ  and return to Step3. 
Otherwise, advance to Step5. 

Step5: Calculate the probability ratio iλ , using the 
following Equation (3) that is equivalent to 
Equation (1) 

 

)H|(
)H|(

0i

1i
1ii ε

ελλ
P
P

−=                  (3) 

 
where, if the data yi goes in the tolerance band,  
P(εi |H0 )= θ0 and P(εi |H1 )=θ1, otherwise,  
P(εi |H0 )=(1-θ0) and P(εi |H1 )=(1-θ1).  

Step6: Execution of testing. 
(i) If the ratio iλ is greater than C2 (= (1-β)/α ), 

dismiss the null hypothesis H0, and adopt the 
alternative hypothesis H1, and then End. 

(ii) Otherwise, if the ratio iλ is less than C1 (= 
β/(1-α) ), adopt the null hypothesis H0, and 
dismiss the alternative hypothesis H1, and 
then set 1i =λ  and return to Step3. 

(iii) Otherwise (in the case where 2i1 CC ≤≤ λ ), 
advance to Step7. 

Step7: Observe the following data yi incrementing i. 
Evaluate the error | εi | and judge whether the 
data yi goes in the tolerance band, or not. Then, 
return to Step5 (calculation of the ratio iλ ). 

 

III. APPLICATION TO IMAGE SEQUENCE 

As a simple automated change detection method of 
the scenes from a monitoring camera, we apply the 
SPRT method to the time series data of compressed 
JPEG file quantity (Kbyte). 

Fig.2 and Fig.3 show two sets of images when a 
person has moved at low speed and high speed, 
respectively, in front of a bookshelf. Fig.4 and Fig.5 
show two graphs on time series data of JPEG file 
volumes, corresponding to Fig.2 and Fig.3, respectively. 

We assume that change point is the time point when 
the some change happens, that is, when some person 
appears in the image data. The SPRT can detect the 
change point quickly from the sequence of image data. 
We show experimental results of change detection using 
two tests (SPRT and Chow Test) and discuss those 
effectiveness. 
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Fig.2. Example of images where someone passes by at 
low speed (Time is counted from upper left to lower 
right.) 
 

 

 
Fig.3. Example of images where someone passes at high 
speed. (Time is counted from upper left to lower right.) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.4. Total time series of image data, i.e., sequence of 
JPEG file volumes in Fig.2. 
 
The results of change detection by the two Tests (SPRT 
and Chow Test) are shown in the graphs in Fig.6 and 
Fig.7, respectively, where the SPRT detects change 
points in the case of condition 1(θ0=0.9, θ1=0.1), and 
condition 2 (θ0=0.87, θ1=0.13), and condition 3(θ0=0.8, 
θ1=0.2).) The number of samples in the stage of learning 
and analysis, where samples are used for concretely 
deciding prediction model (regression line), is seven in 
both cases of low speed and high-speed passing-by 
movement and in both tests. 

From the results in both cases of low speed and 
high-speed passing-by movement, we find that the 
SPRT can detect the change quickly and correctly after 
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the change happens. Moreover, the SPRT method is 
simple and takes very low computational cost (i.e., 
necessary time and memory storage for computation). 
On the contrary, the Chow Test tends to make a mistake 
in the early stage after the change happens, and to takes 
long time for correct change detection. In addition, the 
computational cost is considerably high. Then, we 
consider that the performance of SPRT is very effective 
in comparison with Chow Test, even if the time series 
data of sequence of JPEG file volumes is fluctuated by 
lighting and so on. 

JPEG (Kbyte) 

Chow Test 

SPRT 
(condition 1,2)

SPRT 
(condition 3)

 time
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.5. Total time series of image data, i.e., sequence of 
JPEG file volumes in Fig.3. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.6. Change point detection (low speed passing-by 
movement in Fig.2) using SPRT and Chow Test. 
(condition 1 means (θ0=0.9,θ1=0.1), condition 2 is 
(θ0=0.87,θ1=0.13), and condition 3 is (θ0=0.8,θ1=0.2).) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7. Change point detection (high speed passing-by 
movement in Fig.3) using SPRT and Chow Test. 
(condition 1 means (θ0=0.9,θ1=0.1), condition 2 is 
(θ0=0.87,θ1=0.13), and condition 3 is (θ0=0.8,θ1=0.2).)  
 

IV. CONCLUSION 

For security, remote monitoring camera systems are 
widely used. Because of channel capacity limitedness 
and of burdensome work for watching, it is desirable to 
reduce the number of transmission images. For this 
purpose, we have proposed a sequential probability ratio 
test (SPRT) for change detection of sequence of JPEG 
file volumes. Also, we have shown its effectiveness in 
comparison with Chow Test, based on experimental 
results.  
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--- Formulation Using Dynamic Programming with Action Cost ---- 
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Abstract:  Even if an appropriate prediction expression and/or model are constructed to fit a time series, the model 
gradually begins to fail the prediction of the time series from some time point. In such case, it will be important not 
only to quickly detect the failing situation but also to renew the prediction model after the detection as soon as possible. 
In this paper, we formulate the structural change detection in time series as an optimal stopping problem, using the 
concept of DP (Dynamic Programming). The cost function is defined as the sum of a loss cost by failing and an action 
cost after the detection. And we present propose the optimal solution and the correctness by numerical calculation. Also 
we clarify the effectiveness by a numerical experimentation.  
 
Keywords: time series, structural change, optimal stopping problem 

 

I. INTRODUCTION 

Change point detection (CPD) problem in time 
series is to find that a structure of generating data has 
changed at some time point by some cause. We consider 
that the problem is very important and that it can be 
applied to a wide range of application fields [1]. The 
processing method for the CPD problem is roughly 
divided into two types: one is batch processing that 
checks all generated data in the past and another is 
sequential processing that checks if the structure has 
changed or not at every new data generation.  

As the former representative method, Chow test is 
well known and is often used in econometrics [2]. It 
does a statistical test by setting the hypothesis that the 
change has occurred at time t. As the latter 
representative method, there are Bayes’ method [2],[3] 
CUSUM, etc., [4] based on sequential probability ratio 
test.  

In practical situation, we have to consider not only 
that a loss cost is involved with prediction error, but also 
that an action to be taken after the change detection will 
need a cost. Conversely, the CPD is necessary in order 
to judge when to take the action.  Under such 
situations, we must consider the trade-off between loss 
by the degradation and cost for the quality reformation. 
However, as far as the authors can know, no such 
conventional CPD method considering the action cost 

has been proposed, in spite of the fact that such method 
is very useful at practical level. 

In this paper, we propose a new and practical 
method based on an evaluation function of loss cost. 
And we formulate the CPD problem as an optimal 
stopping problem using the concept of DP (Dynamic 
Programming) and give the optimum solution by 
numerical calculation the formulation. We consider that 
our method is effective in the sense as follows.   

1) Differently from the Chow test, it does not need 
to set the change point in a priori.  

2) Unlike the Bayes’ method, it does not need to 
give the generation distribution of time series data. 

3) It minimizes the evaluation function that sums up 
the loss involved with prediction error and action cost to 
be taken after the change detection. 
 Also in this paper, we show the effectiveness of our 
method by numerical experimentation 

 
 

II. FORMULATION AS OPTIMAL 
STOPPING PROBLEM 

1. Evaluation function 
We formulate the CPD problem as an optimal 

stopping one based on DP with an evaluation function 
that sums up the cost involved by prediction error and 
action cost to be taken after the change detection. 
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Fig.1. Example of time series data where the true 
change point tc* =70. 

 
For example, a prediction expression is given in the 

following equation as a function of time t, where yt, 1β , 
,  mean the function value, two constant 

coefficients, and error term, respectively.  
0β ε

 
εββ ++⋅= 01 tyt                        (1) 

The error term  is given as a random variable of 
the normal distribution of variance and average of 0, 
i.e., 

ε
2σ

ε ~N(0, ). A time series data based on the 
Equation (1) is shown in Fig.1, that is generated by 
making normal random numbers of average 0 and 
variance 1 for 

2σ

ε , and by setting =0.2, =1 for the 
time t=1,2,…,70, and =0.8, =-41  for the time 
after t=71. The tolerant error interval or tolerance zone 
between two broken lines as shown in Fig. 1 is decided 
using the first time series data from t=1 to t=20. 

1β 0β

1β 0β

In Fig.1, we think of two situations: one is the 
situation that the observed data goes out from the 
tolerance zone, and another the situation that the 
observed data goes in the zone. We call the former 
situation “failing” (or “not hitting”) and the latter 
“hitting”. We assume that the structure changes when 
the failing occurs for continuing N times. 

The evaluation function is given by (2) as the sum of 
two kinds of cost: the damage caused by the failing (i.e., 
failing loss) and action cost to be taken after the change 
detection. 

Total_cost=cost(A)+cost(n)                (2) 
where cost(n) is the sum of the loss by continuing n 

times failing before the structural change detection, and 
cost(A) denotes the cost involved by the action after the 

change detection. Then we have to find the number of N 
that minimizes the expectation value of Total_cost, 
assuming that the structural change occurs randomly. 

2. Structural change model 
We can assume that the structural change is Poisson 

occurrence of average λ, and that, once the change has 
occurred during the observing period, the structure does 
not go back to the previous one. The reason why we set 
such a model is that we focus on the detection of the 
first structural change in the sequential processing (or 
sequential test). The concept of the structural change 
model is shown in Fig. 2.  

 
 λ 1.0 1-λ
 

Ec  E 
 
 
 
 

 

Ec : State that the structural change occurred. 
 E : State that the structure is unchanged. 
λ: Probability of the structural change occurrence. 
       (Poisson Process.) 

Fig.2. Structural change model. 
 
Moreover, we introduce a more detailed model. Let 

R be the probability of the failing when the structure is 
unchanged. Let Rc be the probability of the failing when 
the structure change occurred. We consider that Rc is 
greater than R, i.e., Rc>R. The detailed model for the 
State Ec and E are illustrated as similar probabilistic 
finite state automatons in Fig.3 and Fig.4, respectively. 

 
 
 
 
 
 
 

Fig.3. Internal model of the State E. 

 

out in

1-R R  

R

E

1-R 

 

out in

1-Rc
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Rc 

Rc

Ec  
 
 
 
 
. 

 
Fig.4. Internal model of the State Ec. 
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3. Definition 
Let the cost(n) be as a linear function for n, 

where is the loss caused by the failing in one time. 
And for simplicity, let C and A denote the Total_cost 
and cost (A), respectively. Then, the evaluation function 
in (2) is denoted as the following equation (3). 

na ⋅
a

 
                                 (3) naAC ⋅+=

We recursively define a function  to obtain 
the optimum number of times n that minimizes the 
expectation value of the evaluation function of Equation 
(3), using the concept of DP (Dynamic Programming). 
Let N be the optimum number. Let the function 

 be the expectation value of the evaluation 
function at the time when the failing has occurred in 
continuing n times, where n is less than or equal to N, 
i.e., . 

),( NnEC

),( NnEC

Nn≤≤0
Thus the function is recursively defined as follows. 
 

(if  n = N ) NaANnEC ・+=),(           (4) 

(if  n < N )  naSSPNnEC nn ・・)|(),( 1+=  
),())|(( NnECSSP nn 11 1 +−+ +      (5) 

 
where Sn means the state of failing in continuing n times, 

1+nS  the state of hitting at the (n+1) th observed data, 
and )|( 1 nn SSP +  means the conditional probability 
that the state 1+nS  occurs after the state Sn. 

The first term in the right-hand side (RHS) of 
Equation (4) indicates the expectation value of the 
evaluation function at the time when hitting happens at 
the (n+1)th data after the continuing n times failing. The 
second term in the RHS of Equation (5) indicates the 
expectation value of the evaluation function for the time 
when failing happens at the (n+1)th data after 
continuing n times failing. 

Then, from the definition of the function , 
the goal is to find the N that minimizes , 
because the N is the same as n that minimizes the 
expectation value of the evaluation function of (4).   

),( NnEC
),( NEC 0

4. Minimization of the evaluation function 
The analytical solution N that minimizes 

can be deduced. The strict proof needs many 
pages, then we show numerical solution. 

),( NEC 0

The function  is defined by recursive 
expressions (4) and (5), then  can be 
computed by recursively. In the process of this 
computation, 

),( NEC 0
),( NEC 0

)|( 1 nn SSP +  can be calculated as follows. 

Let be the event that the structural change 
occurs once during the period of observation in 
continuing n times. Let  be the conditional 

probability that the happens under the condition 
that failing has already occurred for continuing n times. 
Based on the model in Fig.3 and Fig.4, 

cnE

)|( ncn SEP

cnE

 
)|()())|()(()|( ncncncnnn SEPRSEPRSSP −+−−=+ 1111  

            (6) 
Let E be the event that there is no structural change. 

According to the Bayes’ theorem  can be 
represented as (7). 

)|( ncn SEP
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          (7) 
 
The procedure to calculate  is shown in 

Fig.5. 
),( NEC 0

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Nmin = 0

Nmin= Nmin+ 1

N = Nmin

munmin NaA)N,n(EC ⋅+=

)1n(a)S|S(P)N,1n(EC 1nnmin −⋅⋅=− −

)N,n(EC))S|S(P1( min1nn ⋅−+ −

Nmin= 1

n-1 = 0

ECmin>EC(0,Nmin)

N = n-1

ECmin=EC(0,Nmin)
ECmin=EC(0,N)
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End
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No No
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Nmin = 0Nmin = 0

Nmin= Nmin+ 1Nmin= Nmin+ 1

N = NminN = Nmin

munmin NaA)N,n(EC ⋅+=

)1n(a)S|S(P)N,1n(EC 1nnmin −⋅⋅=− −

)N,n(EC))S|S(P1( min1nn ⋅−+ −

Nmin= 1Nmin= 1
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Fig.5. The procedure to calculate N that minimizes 
EC(0,N) according to the recursive definition. 
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III. EXPERIMENTATION 

In this section, we make a comparison between the 
proposed method and Chow Test using the time series 
data shown in Fig.1. 

1. Outline of experimentation 
  Step1: Generate the time series data (Fig.1) based on 
the Equation (1), by making normal random numbers of 
average 0 and variance  for 12 =σ ε , and by setting 

1β =0.2, 0β =1 for the time t=1,2,…,70, and 1β =b, 

0β =(0.2-b)71+1, for the time after t=71. 
  Step2: Make prediction expression, using a sequence 
of data at the time t=1…40, from the above generated 
time series.  
  Step3: Decide the tolerant zone. 
  Step4: Based on the proposed method, measure the 
number of times when the observed data goes out from 
the tolerance zone for observation data after the time at 
k+1, and detect the structural change point. 
  Step5: Perform the above things repeatedly by M 
times, and calculate the average of the structural change 
point. 

2. Experimental condition  
(i)Tolerant zone: ± 2σ  of the distribution on error ε. 
(ii)The trend 1β  (=b) for the time after t=71:b=0.4. 
(iii)Parameter value of the evaluation function: 
   λ=0.01, and A/a=10,15.  
(iv)Repetition times: M=100. 
(v)Significance level for testing the hypothesis: 
   α=0.05 (in case of Chow Test) 

3. Results 
Results are illustrated in Fig.6 where horizontal axis 

shows observing time t (observation is started after 
t=40).  The vertical axis in left hand shows an 
averaged time point of detected change point, where the 
average is taken from 100 times experimentation. The 
proposed method detects the change point based on the 
beforehand calculated value N that minimizes EC(0,N).  

Although the detection of the change point depends 
on the value of A/a, we expect that the change point will 
be detected around the time at t=70, because the 
structure of the time series is changed at t=70. We have 
verified that the results by the proposed method meet 
our intuition very well.  

However, Fig.6 shows that Chow Test decides the 
change point almost every time when data is observed, 
and detecting change point varies every time when new 
data is observed. This means Chow Test cannot 
correctly detect change point around the time of true 
change point. 
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Fig. 6. Change point detection by the proposed method 
and Chow Test. 

 

IV. CONCLUSION 

We have proposed a sequential processing method 
for structural change point detection of time series data, 
and have presented a formulation as an optimal stopping 
problem using the concept of DP. We have defined an 
evaluation function with an action cost, recursively. In 
addition, we have revealed the optimum solution by 
numerical computation and also have shown some 
experimentation results, where the results meet our 
intuition and well detect the structural change point in 
artificially generated time series data. We also have 
shown that the method is more effective than Chow Test.  

We consider that method is effective, especially in 
the sense that it can quickly detect the change point 
without a priori knowledge of probabilistic distribution 
and that it can be applied to arbitrary prediction model, 
because it is a meta-level one. 
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Abstract: Change point detection (CPD) problem in time series is to find that a structure of generating data has changed 
at some time point by some cause. We formulated the structural change detection in time series as an optimal stopping 
problem using the concept of DP (Dynamic Programming) and presented the optimal solution and the correctness by 
numerical calculation. In this paper, we present the solution theorem and its proof using reduction to absurdity. 
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I. INTRODUCTION 

Change point detection (CPD) problem in time 
series is to find that a structure of generating data has 
changed at some time point by some cause. In the 
literature [1],[2], we have proposed a new and practical 
method based on an evaluation function of loss cost. In 
addition, we have formulated the CPD problem as an 
optimal stopping problem and have given the algorithm 
for the optimum solution and also have presented the 
effectiveness using numerical experimental results.  

In this paper, we show the solution theorem and its 
proof using reduction to absurdity. 

 

II. FORMULATION 

1. Definition of Function  
Let the cost(n) be an  as a linear function for n, 

where a is the loss caused by the failing (i.e., missing 
the forecast, or fail in prediction) in one time. And for 
simplicity, let C and A denote the Total cost and cost (A), 
respectively. Then, the evaluation function is denoted as 
the following Equation (1). 
                               (1) naAC ⋅+=
 We introduce a function to obtain the 
optimum number of times n that minimizes the 
expectation value of C, using the concept of DP. Let N 
be the optimum number. Let the function  be 
the evaluation function at the time when the failing has 
occurred in continuing n times ( ). Then the 
function can be defined in the following form. 

),( NnEC

),( NnEC

Nn ≤

(if n=N )             (2) NaA)N,n(EC ・+=
(if n<N)  naSSPNnEC nn ・・)|(),( 1+=  
          ),())|(( NnECSSP nn 11 1 +−+ +               (3) 

where Sn is the state of failing in continuing n times, 
1+nS  is the state of unfailing (or hitting) for the (n+1)-

th time observed data, and )|( nn SSP 1+  means the 
conditional probability that the state 1+nS  occurs after 
the state Sn. 

Then, from the definition of the function , 
the goal is to find the N that minimizes , 
because the N is the same as n that minimizes the 
expectation of the evaluation function of (1). 

),( NnEC
),( NEC 0

2. Minimization of the Evaluation Function 
For the aforementioned EC(0,N), the following 

theorem holds and gives the n that minimizes the 
expectation value of the evaluation function of (1).  

 
A. Theorem 

The N that minimizes EC(0,N) is given as the largest 
number n that satisfies the following Inequality (4).  

  
 )|()( 1−+< nn SSPaAa ・                 (4) 

 
where the number N+1 can also be the optimum one 
that minimizes EC(0,N), i.e.,  EC(0,N) = EC(0,N+1) , 
only if )|()( 1 NN SSPaAa ++= ・ . 
Proof.  
We derive a contradiction with two assumptions under a 
premise as follows.  

 
Premise: a number N ′ is the largest number n that 
satisfies the Inequality (4). 
Assumption 1: 
  There exists a number N ′′ such that 
               '" NN < and . )',0()",0( NECNEC <
Assumption 2:  
  There exists a number N ′′ such that 
              "' NN < and .  ),0(),0( NECNEC ′′>′
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We give the proof of this theorem by three steps. At 
Step 1, we prove fundamental lemmas: Lemma 1-1 and 
Lemma 1-2. At Step 2, we prove two lemmas: Lemma 
2-1, and Lemma 2-2. Using those lemmas, we show that 
the above Assumption 1 contradicts the Premise. 
Similarly, at Step 3, we show that the Assumption 2 
contradicts the Premise, using two lemmas: Lemma 3-1 
and Lemma 3-2, which are proved in Appendix. 

B. Step 1 

Lemma 1-1. 
Let be the event that the structural change 

occurs once during the period of observation in 
continuing n times. Let  be the conditional 
probability that the  happens under the condition 
that failing occurs in continuing n times. 

cnE

)|( ncn SEP
cnE

)|( ncn SEP is an increase function for n.  
Proof. 

We derive some useful equations for this proof.  
The event  is given in (5). cnE
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where E is the event that there is no structural change, 
 is the event that the structural change occurred, and  cE
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in EE
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The probability of the event  defined in (5) is 
given as follows.   
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λ : Probability of the structural change occurrence. 
The joint event of and , and its probability are 
given by (7) and (8), respectively. Let R be the 
probability of the failing when the structure is 
unchanged. Let Rc be the probability of the failing when 
the structural change occurred. 
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According to the Bayes’ theorem, the posterior 
probability  is given by the following (10). )|( ncn SEP
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The D(n) is also expressed as the following (11).   
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 where 
cR

Rλ ) (X －1=  . 

Since 10 <≤λ , 110 ≤−< λ , and , then RRc >
0 < X < 1. So, the D(n) becomes a monotonous 

decrease for n. Therefore, the probability  of 
(10) is a monotonous increase function for n.  

)|( ncn SEP

Lemma 1-1 is proved. 
 

Remark: Lemma 1-1 indicates that, if the number of 
times of the failing n increases, the probability that the 
structural change has occurred increases. This meets our 
intuition clearly. 

Lemma 1-2. 
The conditional probability )|( 1 nn SSP + is a decrease 
function for n. 
Proof. 
  We have  
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))|(1)(1()|( 1 ncnnn SEPRSSP −−=+    
                 (12) )|()1( ncnc SEPR−+
The first term in the RHS of (12) shows the 

probability that the hitting occurs for the (n+1)-th time 
observed data when the structure is unchanged. The 
second term shows the probability that the hitting 
occurs for the (n+1)-th time observed data when the 
structure changed. From (12), we have 

))(|(1)|( 1 cncnnn RRSEPRSSP −+−=+     (13) 
By Lemma 1-1, is an increase function, 

and , therefore, 
)|( ncn SEP

cRR < )|( 1 nn SSP + is a decrease 
function for n. (The decreasing situation by the 
numerical computing is shown in Fig.1.)  

Lemma 1-2 is proved. 
 

Remark: Lemma 1-2 indicates that, if the number of 
times of continuous failing increases, the probability of 
the hitting for the next observed data after those 
continuous failing decreases. This is intuitively clear, 
because, by Lemma 1-1, the probability of the structural 
change increases if the number of times of the 
continuous failing increases.  

 
 

 
 
 
 
 
 
 
 

Fig.1. The probability )|( 1−nn SSP  for three kinds of λ
(Occurrence probabili ty of structural change)
 in the case of Rc =0.95. 
 

C. Step 2 
We derive a contradiction for proving the Theorem 

using the following Lemma 2-1 and Lemma 2-2, where 
the notation is the same as aforementioned. 

Lemma 2-1. 
If , then  '" NN < ),(),( NNECNNEC ′′′′<′′′

Proof. 
Since , we can represent as 

, where .  Then we have the 
equivalent inequality to this lemma as follows. 

'" NN < "N
mNN −= '" Nm ′= ,,,1

),(),( mNmNECNmNEC −′−′<′−′      (14)  
 

We prove the Inequality (14) by mathematical 
induction on m.   

(i) If 1=m , applying the Equation (3) to the left 
hand side (LHS) of Inequality (14), we have 

)1()|(),1( 1 −′⋅=′−′ −′′ NaSSPNNEC NN  

),())|(1( 1 NNECSSP NN ′′⋅−+ −′′  

)1()|( 1 −′⋅= −′′ NaSSP NN  

)())|(1( 1 NaASSP NN ′⋅+⋅−+ −′′  
)|()( 1−′′⋅+−′+= NN SSPaANaA            (15) 

By the Premise,  
   aSSPaA NN >+ − )|()( 1''             (16) 

Therefore, next inequality holds on the RHS of (15).   

)(
)|()(

1
1

−′+=

−′+<⋅+−′+ −′′

NaA
aNaASSPaANaA NN

Then we have, 
),()|()( 111 −′−′<⋅+−′+ −′′ NNECSSPaANaA NN   

(17) 
This proves the Inequality (14) for m=1.  

 
(ii) Assume that the Inequality (14) holds for 

km = .  In case of 1+= km , applying Equation (3) to 
the LHS of the Inequality (14), we have,   

)1()|(),1( 1 −−′⋅⋅=′−−′ −−′−′ kNaSSPNkNEC kNkN

       ),())|(1( 1 NkNECSSP kNkN ′−′⋅−+ −−′−′ (18) By 
the assumption for km = , the next inequality holds. 

),(),( kNkNECNkNEC −′−′<′−′ . 
Therefore, for the RHS of (18), we have 

)1()|( 1 −−′⋅⋅−−′−′ kNaSSP kNkN

),())|(1( 1 NkNECSSP kNkN ′−′⋅−+ −−′−′  

)1()|( 1 −−′⋅⋅< −−′−′ kNaSSP kNkN  

),())|(1( 1 kNkNECSSP kNkN −′−′⋅−+ −−′−′  (19) 
Applying Equation (2) to the RHS of (19), we have 

)1()|( 1 −−′⋅⋅−−′−′ kNaSSP kNkN  

))(())|(1( 1 kNaASSP kNkN −′⋅+⋅−+ −−′−′  

)|()()( 1−−′−′⋅+−−′⋅+= kNkN SSPAakNaA  (20) 
 
By Lemma 1-2, )|( 1−nn SSP is a decrease function for 

n and by the Premise for , we have  N ′

a
SSPaASSPaA NNkNkN

>
+>+ −−−′−′ )|()()|()( 1''1  

Therefore, next inequality is obtained for the RHS of 
(20).   

)|()()( 1−−′−′⋅+−−′⋅+ kNkN SSPAakNaA  
akNaA −−′⋅+< )(                  (21) 
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By Equation (2), the RHS of  (21) is equal to  
)1,1( −−′−−′ kNkNEC . 

Thus, we have the following (22), and this implies that 
Inequality (14) holds for the case . 1+= km

)1,1(),1( −−′−−′<′−−′ kNkNECNkNEC (22)  
This proves the Lemma 2-1. 

Lemma 2-2 
If , then, for m ('" NN < Nm ′′≤<0 ), 

),(),( NmNECNmNEC ′′−′′<′−′′           (23) 
Proof. 
We prove this by mathematical induction for m.   

(i) First, for m=1, we prove the following inequality. 
),1(),1( NNECNNEC ′′−′′<′−′′           (24) 

Applying Equation (3) to the LHS of the Inequality (24), 
we have 

)1()|(),1( 1"" −′′⋅⋅=′−′′ − NaSSPNNEC NN  

),())|(1( 1 NNECSSP NN ′′′⋅−+ −′′′′       (25) 
By applying Lemma 2-1 to the RHS of (25), the 
following inequality is obtained.   

)1()|(),1( 1 −′′⋅⋅<′−′′ −′′′′ NaSSPNNEC NN

),())|(1( 1 NNECSSP NN ′′′′⋅−+ −′′′′        (26) 
Applying the Equation (3) to the RHS of Inequality 
(24),  is equal to the RHS of (26). 
Then, the Inequality (24) holds, and this establishes the 
Lemma 2-2 for . 

),1( NNEC ′′−′′

1=m
 
 (ii) Assuming that the Lemma 2-2 holds for km = , we 
prove it for the case of . The LHS of 
Inequality (23) is expressed as (27) using Equation (3).   

1+= km

),1( NkNEC ′−−′′  

)1()|( 1 −−′′⋅⋅= −−′′−′′ kNaSSP kNkN  

),())|(1( 1"" NkNECSSP kNkN ′−′′⋅−+ −−− (27) 
Here, recalling the assumption that, for ,   km =

),(),( NkNECNkNEC ′′−′′<′−′′  
We can obtain the following inequality from (27).   

),1( NkNEC ′−−′′  

)1()|( 1 −−′′⋅⋅< −−′′−′′ kNaSSP kNkN  

),())|(1( 1 NkNECSSP kNkN ′′−′′⋅−+ −−′′−′′  (28) 
The RHS of Inequality (23) for ,  1+= km

),1( NkNEC ′′−−′′  is equal to the RHS of (28), by 
Equation (3). Therefore, we have 

),1(),1( NkNECNkNEC ′′−−′′<′−−′′     (29) 
This completes the proof of the Lemma 2-2. 
 
By putting  in the Lemma 2-2, we have Nm ′′=

),0(),0( NECNEC ′′<′  in case of '" NN < . 
This inequality contradicts the Assumption 1: There 
exists a number such that"N '" NN < and 

)',0()",0( NECNEC < . 

D. Step 3 
Similarly to the Step 2, the following Lemma 3-1 

and Lemma 3-2 hold, as described in subsequent 
Appendix. 
Lemma 3-1. 

If "' NN < , then ,  )','()",'( NNECNNEC ≥
Where the equality holds only if 1'" += NN and 

)|()( '1' NN SSPaAa ++= ・ . 
Lemma 3-2. 

If "' NN < , then, for  ( ) m '0 Nm≤<
),(),( NmNECNmNEC ′−′≥′′−′ ,           

where the equality holds only if 1'" += NN and 
)|()( '1' NN SSPaAa ++= ・ .  

 
   By putting 'Nm =  in the Lemma 3-2, we have 

 in case of )',0()",0( NECNEC ≥ NN ′′<′ . 
This contradicts Assumption 2: There exists a 
number N ′′ such that "' NN < and ),0(),0( NECNEC ′′>′ . 

After all, ),0(),0( NECNEC ′′≤′ ( or '" NN < NN ′′<′ ), 
where the equality holds only if 1'" += NN  and 

)|()( '1' NN SSPaAa ++= ・ .  

It means that N ′ minimizes . And, when ),0( NEC

)|()( '1' NN SSPaAa ++= ・ , also minimizes 
, i.e., 

1'+N
),0( NEC )1',0(),0( +=′ NECNEC .  

This completes the proof of Theorem. Fig.2 shows 
that the relation between the expectation EC(0,N) and N. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Fig.2. The expectation EC(0,N) and N with the ratio of 
A/a fixed (A=1.5, a =0.1) and varying . Nmin means 
the optimum number that minimizes EC(0,N). 

λ
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III. CONCLUSION 

We have proposed a sequential processing method 
for structural change detection of time series data as an 
optimal stopping problem with a cost evaluation 
function. We have presented the solution theorem and 
its proof using reduction to absurdity.  

 

Appendix 

Proof of Lemma 3-1 and Lemma 3-2 

A1. Lemma 3-1 
If , then ,  "' NN < )','()",'( NNECNNEC ≥

Where the equality holds only if and if 1'" += NN
)|()( '1' NN SSPaAa ++= ・ . 

Proof. 
Since , we can let  (m: natural 
number), and we have . 
We prove this by mathematical induction for m.   

"' NN < mNN += '''
)','(),'( NNECmNNEC ≥+′

(i) For m=1, we prove that 
)','()1','( NNECNNEC ≥+                 (a1) 

By applying the Equation (3) to the LHS of (a1), we 
have 

')|()1','( '1' NaSSPNNEC NN ⋅⋅=+ +  

)1',1'())|(1( '1' ++⋅−+ + NNECSSP NN  

))'(())|((')|( '''' 11 11 +⋅+⋅−+⋅⋅= ++ NaASSPNaSSP NNNN

)|()()'( '' NN SSPaANaA 11 +⋅+−+⋅+=         (a2) 

By the Premise that N  is the largest number n that 
satisfies 

′
)|()( 1−+< nn SSPaAa ・ , and by the fact that 

)|( 1−nn SSP decreases for n, we have 

)|()( '1' NN SSPaAa +⋅+≥  for .   1'+N
Then, 

)|()()1'()1','( '1' NN SSPaANaANNEC +⋅+−+⋅+=+      
)','(')1'( NNECNaAaNaA =⋅+=−+⋅+≥ . 

This implies that (a1) holds. 
 
We can see that the equality in (a1) holds only if 

aSSPaA NN =⋅+ + )|()( '1' , otherwise,  
)','()1','( NNECNNEC >+ . 

However,  
even if , i.e., )','()1','( NNECNNEC =+

 if aSSPaA NN =⋅+ + )|()( '1' ,  

it holds that aSSPaA NN <⋅+ ++ )|()( 1'2'             (a3) 

because the probability )|( nn SSP 1+  decreases for n. 
 
  Here, we prove the following Proposition. 

Proposition. 
)','()2','( NNECNNEC >+                 (a4) 

   Even if )','()1','( NNECNNEC =+ . 
Proof.  
Using the Equation (3), 

')|()2','( '1' NaSSPNNEC NN ⋅⋅=+ +  

)2',1'())|(1( '1' ++⋅−+ + NNECSSP NN     (a5) 
By applying the Equation (3) to  in (a5),  )2',1'( ++ NNEC
we have  

)1'()|()2',1'( 1'2' +⋅⋅=++ ++ NaSSPNNEC NN  

        )2',2'())|(1( 1'2' ++⋅−+ ++ NNECSSP NN  

)1'()|( 1'2' +⋅⋅= ++ NaSSP NN  

))2'(())|(1( 1'2' +⋅+⋅−+ ++ NaASSP NN  

)|()()2'( 1'2' ++⋅+−+⋅+= NN SSPaANaA    (a6) 
   Using (a3), (a6) and the Equation (2), we have  

)1',1'()1'()2',1'( ++=+⋅+>++ NNECNaANNEC . 
Thus, )1',1'()2',1'( ++>++ NNECNNEC         (a7) 
Moreover, using (a5), (a7) and the Equation (3),  

')|()2','( '1' NaSSPNNEC NN ⋅⋅>+ +  

)1',1'())|(1( '1' ++⋅−+ + NNECSSP NN  

   )1','( += NNEC  
Then, using (a1) that we have already proved, we obtain 
 )','()2','( NNECNNEC >+ . 
Thus we have proved the above Proposition. 
 
(ii) Accordingly, we can assume that  

)','()','( NNECkNNEC >+  for  (>1). km =
And, we go on to prove that, for ,  1+= km

)','()1','( NNECkNNEC >++  holds. 
By applying Equation (3) to the above LHS, we have 

')|()1','( '1' NaSSPkNNEC NN ⋅⋅=++ +  
)1',1'())|(1( '1' +++⋅− + kNNECSSP NN   (a8) 

Let ')|( '' NaSSP NN ⋅⋅= +1α , ))|(( '' NN SSP 11 +−=β , 
then we have 10 <≤ α , 10 ≤< β , and 

)','()','( kNNECkNNEC ++⋅+=+ 1βα  
)','()','( 111 +++⋅+=++ kNNECkNNEC βα  (a9)  

Thus, )','()','( kNNECkNNEC +>++ 1  holds if and 
only if )',1'()1',1'( kNNECkNNEC ++>+++ . 
Similarly,  

)',1'()1',1'( kNNECkNNEC ++>+++  if and only if 
)',2'()1',2'( kNNECkNNEC ++>+++ .  

Consequently, we have the following equivalent relation. 
)','()1','( kNNECkNNEC +>++  if and only if 

)','()1','( kNkNECkNkNEC ++>+++          (a10)            
By applying the Equation (2) and (3) to the LHS of 
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 (a10), we have         
)'()|()1','( '1' kNaSSPkNkNEC kNkN +⋅⋅=+++ +++  

)1',1'())|(1( '1' ++++⋅−+ +++ kNkNECSSP kNkN  

{ })1'(()'()|( '1' ++⋅+−+⋅⋅= +++ kNaAkNaSSP kNkN  
)1'( ++⋅++ kNaA  

)|()()1'( '1' kNkN SSPaAkNaA +++⋅+−++⋅+=   (a11) 

Since aSSPaA kNkN <⋅+ +++ )|()( '1' , and by the 
Equation (2), we have  
      The last RHS of (a11) akNaA −++⋅+> )1'(  
          (a12) )','()'( kNkNECkNaA ++=+⋅+=
Thus, it establishes the Inequality (a10), i.e.,  

)','()1','( kNkNECkNkNEC ++>+++  .            
Since this inequality is equivalent to the following 

)','()1','( kNNECkNNEC +>++ , 
and by the assumption of induction for ,  km =

)','()','( NNECkNNEC >+ , we have   
)','()1','( NNECkNNEC >++ . 

This completes the proof of Lemma 3-1. 

A2. Lemma 3-2 
If , then for  ("' NN < m '0 Nm≤< ), 

),(),( NmNECNmNEC ′−′≥′′−′         (b1) 

where the equality holds only if and  1'" += NN
 )|()( '1' NN SSPaAa ++= ・ . 
Proof.  
We prove this by mathematical induction for . m
(i) If , applying the Equation (3) to the LHS of 
(b1), we have 

1=m

)1()|(),1( 1 −′⋅⋅=′′−′ −′′ NaSSPNNEC NN     

),())|(1( 1 NNECSSP NN ′′′⋅−+ −′′      (b2) 
Using the Lemma 3-1, we have 

)1()|(),1( 1'' −′⋅⋅≥′′−′ − NaSSPNNEC NN     

),())|(1( 1'' NNECSSP NN ′′⋅−+ −     (b3) 
where the equality holds only if  and 1'' += NN
  aSSPaA NN =⋅+ + )|()( '1' . 
By the Equation (3), the RHS of (b3) equals to 

)',1( NNEC −′ . Thus we have 

),1(),1( NNECNNEC ′−′≥′′−′           (b4) 
This establishes the Lemma 3-2 for , where the 
equality holds only if 

1=m
1'' += NN  and 

 aSSPaA NN =⋅+ + )|()( '1' . 
 
 (ii) Assuming that Lemma 3-2 holds for km= , we 
prove it for . By applying the Equation (3) to 
the LHS of (b1), we have 

1+= km

),1( NkNEC ′′−−′  

)1()|( 1'' −−′⋅⋅= −−− kNaSSP kNkN  
),())|(1( 1'' NkNECSSP kNkN ′′−′⋅−+ −−−     (b5) 

By the above assumption, 

 ),(),( NkNECNkNEC ′−′≥′′−′ . 
Then, from (b5), we have 

),1( NkNEC ′′−−′  

)1()|( 1'' −−′⋅⋅≥ −−− kNaSSP kNkN  

),())|(1( 1'' NkNECSSP kNkN ′−′⋅−+ −−−  (b6) 
By the Equation (3), the RHS of (b6) equals to 

)',1( NkNEC −−′ . Thus we have 
),1(),1( NkNECNkNEC ′−−′≥′′−−′ . 

This establishes the Lemma 3-2 for 1+= km , where 
the equality holds only if  and 1'' += NN
  aSSPaA NN =⋅+ + )|()( '' 1 . 
The proof of Lemma 3-2 is completed. 
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Abstract: There is growing expectation for wireless sensor networks as a means of realizing various applications, such 
as natural environmental monitoring, object tracking, and environmental control in residential spaces or plants. In 
wireless sensor networks, hundreds or thousands of micro-sensor nodes with such resource limitation as battery 
capacity, memory, CPU, and communication capacity are placed in an observation area and used to gather sensor 
information of environments. Therefore, a routing algorithm or a data gathering scheme saving and balancing energy 
consumption of each node is needed to prolong the lifetime of wireless sensor networks. This paper proposes a new 
data transmission scheme for the long-term operation of wireless sensor networks. By using the proposed scheme, 
autonomous load-balancing data transmissions to multiple sinks are actualized. We evaluate the proposed scheme using 
computer simulations and discuss its development potential. In simulation experiments, the performance of the pro-
posed scheme is compared with those of the existing ones to verify its effectiveness. 
 
Keywords: Wireless Sensor Networks, Multiple Sinks, Data Gathering, Autonomous Load-Balancing. 
 

I. INTRODUCTION 

Wireless sensor networks have a wide range of app-
lications, such as natural environmental monitoring, ob-
ject tracking, and environmental control in residential 
spaces or plants [1]. In wireless sensor networks, hund-
reds or thousands of sensor nodes, which are generally 
compact and inexpensive, are placed in a large-scale 
observation area and sensor information of each node is 
gathered to a sink node by inter-node wireless multi-hop 
communication. Each node consists of a sensing func-
tion to measure the status (temperature, humidity, mo-
tion, etc.) of an observation point or object, a limited 
information processing function, and a simplified wire-
less communication function, and generally operates on 
a resource of a limited power-supply capacity such as a 
battery. Therefore, a routing algorithm or a data gather-
ing scheme capable of meeting the following require-
ments is needed to prolong the lifetime of wireless sen-
sor networks. 
1. Efficiency of data gathering 
2. Balance on communication load among nodes 
3. Adaptability to network topology changes 

Clustering-based data gathering scheme [2] and syn-
chronization-based data gathering scheme [3] are under 
study as communication protocols for the long-term op-
eration of wireless sensor networks, but not all the ab-
ove requirements are satisfied. 

Recently, ant-based routing algorithms have attract-
ed attentions as the algorithms that satisfy the above 

three requirements [4]. In ant-based routing algorithms, 
the routing table of each node is generated and updated 
by applying a process in which ants build routes bet-
ween their nest and feed by chemical substances (phe-
romones). The advanced ant-based routing algorithm of 
[5] is an efficient route-learning algorithm, which shares 
route information between control messages (ants). In 
contrast to the conventional ant-based routing algori-
thms, this algorithm can suppress the communication 
load of sensor nodes and adapt itself to network topo-
logy changes. However, this does not positively ease the 
communication load concentration to specific nodes that 
are the source of problems on the long-term operation of 
wireless sensor networks. Intensive data transmission to 
specific nodes brings on concentrated energy consump-
tion of them and causes them to break away from the 
network early. This makes long-term observation by wi-
reless sensor networks difficult. 

In wireless sensor networks, the communication lo-
ad is generally concentrated on sensor nodes around a 
sink node during the operation process of wireless sen-
sor networks. In case sensor nodes are not placed evenly 
in a large-scale observation area, the communication lo-
ad is concentrated on sensor nodes placed in an area of 
low node density. To solve this node load concentration 
problem, data gathering scheme for wireless sensor net-
works with multiple sinks has been proposed [6]. Each 
node, in this scheme, sends sensing data to the nearest 
sink node. In comparison with the case of one sink-
wireless sensor networks, the communication load on 
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sensor nodes around a sink node is reduced. In each 
node, however, the destination (sink) node is not select-
ed autonomously and adaptively. 

This paper proposes a new data transmission scheme 
that adaptively reduces the load on load-concentrated 
nodes and facilitates the long-term operation of wireless 
sensor networks. The proposed scheme is an autono-
mous load-balancing data transmission scheme devised 
by considering the application environment of wireless 
sensor networks as a typical example of complex sys-
tems where the adaptive adjustment of the entire system 
is realized from the local interactions of components of 
the system. In the proposed scheme, the load of each 
node is autonomously balanced. The routing table of 
each node is composed of the pheromone value of every 
neighbor node. Each node determines a relay node of 
sensing data from the pheromone value updated by 
considering the residual energy of neighbor nodes. Con-
sequently, the destination sink node and the data trans-
mission route to the sink node are determined. 

The rest of this paper is organized as follows. In 
Section II, the proposed scheme is first detailed, and its 
novelty and superiority are described. In Section III, the 
results of simulation experiments are reported, and the 
effectiveness of the proposed scheme is demonstrated 
by comparing the performance of it with those of the 
existing ones. Finally, the paper closes with conclusions 
and ideas for further study in Section IV. 

II. PROPOSED SCHEME 

Wireless sensor networks are generally used to obse-
rve and monitor the status of an object area. At a set 
sink node, it is expected that the gathering of sensing 
data from sensor nodes placed in a large-scale object 
area can be performed. For actual sensor network ser-
vice, recently, it has been considered to introduce multi-
ple sink nodes in wireless sensor networks [6]. In wire-
less sensor networks with multiple sinks, the sensing da-
ta is allowed to gather at any of the available sink nodes. 
The proposed scheme is a new data transmission sch-
eme based on this assumption, which can be expected to 
produce a remarkable effect in multiple sink-wireless 
sensor networks. 

1. Construction of Data Gathering Environment 
In each node, its sensing data is not transmitted to a 

specified destination sink node. By repetitive data trans-
mission that is dependent on the pheromone value of 
every neighbor node in the routing table of each node, 

the data gathering at any of the available sink nodes is 
consequently completed. Each sink node has a phero-
mone value named a “value to self”, which is not up-
dated by transmitting a control packet and receiving a 
data packet. In the proposed scheme, this pheromone 
value is dispersed from each sink node to each sensor 
node in the initial state. In each sensor node, the phero-
mone value is stored in its routing table as an index to 
evaluate the value of a neighbor node as the relay des-
tination. 

In the initial state of a wireless sensor network, each 
sink node locally broadcasts a control packet composed 
of its own ID and “value to self”. On receiving this 
control packet, each sensor node performs the following 
processing and locally broadcasts a new control packet. 
1. A node (l) that has received the control packet stores 

the received pheromone value in the source field of 
the routing table first, where “value to self” is stored 
in case that the source is a sink node. 

2. As a piece of information included in a new control 
packet, next, node (l) computes its own pheromone 
value (vl) from the greatest pheromone value (vmax) 
in the routing table as follows: 

vl = vmax×drhop   ( 0 < drhop < 1 )     (1) 
where drhop is the pheromone value attenuation factor 
accompanying the hop. Then, a new control packet 
composed of a node ID (l) and this computed value 
(vl) is locally broadcast. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.1. Pheromone dispersion from a sink node 
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In Figure 1, an example of pheromone dispersion is 
shown when “value to self” of the sink node is 100 and 
the attenuation factor (drhop) is 0.5. By executing the ab-
ove processing at appropriate time intervals at each no-
de, “value to self” of the sink node is efficiently dis-
persed to surrounding nodes with attenuating. 

2. Data Transmission and Pheromone Value Update 
For data packet transmission, each node selects a no-

de with the greatest pheromone value from the neighbor 
nodes as a relay node and transmits the data packet to 
this selected node. In case that more than one node sha-
re the greatest pheromone value, however, a relay node 
is determined from them at random. 

To realize load-balancing data transmission by cons-
idering residual node energy, a data packet in the pro-
posed scheme includes a pheromone value updated as 
follows: 

vl = vmax×drhop×drlec  ( 0 < drhop < 1 )  (2) 
drlec = E’l / E                         (3) 

The above (2) and (3) are the pheromone update equ-
ations of a node (l), where El’ and E represent the resi-
dual energy of node (l) and the battery capacity of each 
node, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2. Data transmission and pheromone value update 
 

In the proposed scheme, a data packet addressed to a 
node of the greatest pheromone value is intercepted by 
all neighbor nodes. This data packet includes the phe-
romone value of the source node updated with the resi-
dual energy taken into consideration. Each node that has 
intercepted this packet stores the value in the routing ta-
ble and updates the pheromone value of the source node. 
In Figure 2, an example on the transmission of a data 
packet addressed to a node of the greatest pheromone 
value and its accompanying pheromone value update is 
shown. In this example, node (l) refers to its own rout-

ing table and transmits a data packet addressed to node 
(r), which has the greatest pheromone value. When this 
data packet is intercepted, each neighbor node around 
node (l) stores the updated pheromone value (vl) com-
puted by the above equations (2) and (3) in the NHl fie-
ld of the routing table. 

The proposed scheme requires the construction of a 
data gathering environment in the initial state of wire-
less sensor networks, but needs no special communi-
cation for network control. In the proposed scheme, ea-
ch node adds a pheromone value updated by consider-
ing the residual energy to a data packet at data trans-
mission. At the data transmission process, each neighbor 
node intercepts this data packet and updates the phero-
mone value of the source node in the routing table. This 
simple mechanism alone achieves autonomously adap-
tive load-balancing data transmission using multiple ro-
utes and sink nodes. The lifetime of wireless sensor net-
works can be extended by reducing the communication 
load for network control and solving the node load con-
centration problem. 

III. SIMULATION EXPERIMENT 

Through simulation experiments, the performance of 
the proposed scheme is investigated in detail to verify 
its effectiveness. 

1. Conditions of Simulations 
In a wireless sensor network consisting of many sen-

sor nodes placed in a wide range, only sensor nodes that 
detected abnormal values or obtained specific infor-
mation were assumed to transmit the measurement data. 
The conditions of simulation, which were used in the 
experiments performed, are shown in Table 1. In the 
simulation area, sensor nodes are arranged at random. 
Two sink nodes are placed on the two corners of this ar-
ea. In Figure 3, the network configuration is illustrated. 

In the experiments performed, the pheromone value 
attenuation factor accompanying hop (drhop) and the “v-
alue to self” of each sink node were set to 0.5 and 100.0, 
respectively. The sizes of data packet and control packet 
were set to 18 bytes and 6 bytes, respectively. The ba-
ttery capacity (E) of each node was set to 0.5 J. 

In the experimental results reported, the proposed 
scheme is evaluated through the comparison with the 
existing ones of [4]-[6]. On the schemes of [4]-[6], the 
simulation settings that were used in [7] and produced 
good results in a preliminary investigation were adopted 
for the comparison with the proposed scheme. 
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Table 1. Conditions of simulations 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3. Multiple sink-wireless sensor network 
 

2. Experimental Results 
As the first experiment, it was assumed that the eva-

luation node marked in Figure 3 detected an abnormal 
value and transmitted a data packet periodically. The 
routes used by applying the proposed scheme are shown 
in Figure 4. Of the 2,000 data packet transmissions from 
the evaluation node, the routes illustrated in (1) were 
used in the first 300 transmissions, those of (2) 1 to 
1,000 transmissions, and those of (3) in a total of 2,000 
transmissions. From (1)-(3) in Figure 4, the autonomous 
switching of destination sink nodes and routes to each 
sink node can be confirmed. Since the proposed scheme 
is not a data transmission one specifying address, auto-
nomous load-balancing data transmissions to two sink 
nodes using multiple routes are enabled. The node load 
can be improved and balanced by applying the proposed 
scheme. 

Next, it was assumed that data packets were periodi-
cally transmitted from a total of 20 sensor nodes to sink 
nodes. In Figure 5, the transition of the delivery ratio on 
the number of total transmissions from a total of 20 no-
des randomly selected to sink nodes is shown and the 
lifetime of the multiple sink-wireless sensor network us-
ed in this experiment is compared. In this figure, two 
existing schemes based on ant-based routing algorithms 
of [4] and [5] are denoted as MUAA and AAR, respect-
ively. The existing scheme of [6], which is a data gathe-

ring one for multiple sink-wireless sensor networks, is 
denoted as NS. The result of Figure 5 verifies that the 
proposed scheme is substantially advantageous for the 
long-term operation of wireless sensor networks. 
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Fig.4. Routes used by applying the proposed scheme 
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Fig.5. Transition of delivery ratio 
 

IV. CONCLUSIONS 

In this paper, a data transmission scheme that adapt-
ively reduces the load on load-concentrated nodes and 
facilitates the long-term operation of wireless sensor ne-
tworks, which is an autonomous load-balancing data 
transmission one devised by considering the application 
environment of wireless sensor networks to be a typical 
example of complex systems, has been proposed. In the 
experiments, the performance of the proposed scheme 
was compared with those of the existing ones. Expe-
rimental results indicate that the proposed scheme is su-
perior to the existing ones and has the development po-
tential as a promising one from the viewpoint of the 
long-term operation of wireless sensor networks. Future 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

works include evaluation on the parameter introduced in 
the proposed scheme in detail and verification of its eff-
ectiveness to various network environments. 
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Katsuhiro Okumura∗, Masahiro Oya∗∗ and Hideki Wada∗∗∗

∗Fukuoka Industrial Technology Center, 3-6-1 Norimatsu, Yahatanishi-ku, Kitakyushu-shi, Fukuoka, Japan
(Tel: +81-93-691-0260; Fax: +81-93-691-0252) (E-mail: kokumura@fitc.pref.fukuoka.jp)

∗∗Department of Mechanical and Control Engineering, Kyushu Institute of Technology
1-1 Sensui-cho, Tobata-ku, Kitakyushu-shi, Fukuoka, Japan

∗∗∗Shin-Nippon Nondestructive Inspection Co., Japan, 4-10-13, Ibori, Kokurakita-ku, Kitakyushu-shi, Fukuoka, Japan

Abstract: In this paper, a robust ride comfort control scheme for vehicles is proposed in which the measurements of the
tire deflections are not required. The controller has good property that we can specify a location where the ride comfort
becomes best. To achieve this end, an estimator for the tire deflections and the road disturbances is proposed. Next, a
combined ideal vehicle is designed. In the ideal vehicle, the location where ride comfort becomes best can be moved
by setting only one design parameter. Finally, to force the real vehicle track the motion of the combined ideal vehicle, a
robust tracking controller is designed.

Keywords: Vehicle, Ride comfort, Active suspension, Robust Tracking Control, Ideal Model

I. INTRODUCTION

Recently, in order to achieve good ride and good han-
dling qualities, a large amount of control schemes using
active suspensions have been proposed in [1]-[10]. In the
case of realizing the best ride comfort at every location
on a vehicle body, it must be required that the vertical
acceleration and the angular acceleration of the vehicle
body must be controlled so as to be zero. Then, some se-
rious problems arise. For example, the suspension stroke
may over an admitted range and the handling qualities
may become worse. Therefore, in conventional schemes
[1]-[10], the active suspensions are controlled so that the
suspension strokes lie within an admitted range and the
handling quality does not become worse. As a result,
the ride comfort becomes best at only one specified lo-
cation on the vehicle body. In case when the specified
location has to be moved, the conventional active suspen-
sion controllers require a trial and error method, and then,
too much time is spent to redesign an active suspension
controller.

To struggle with the problem stated above, the au-
thors have proposed schemes[11]−[13]. In vehicle sys-
tems using the active suspension controllers proposed in
[11]-[13], there exist good properties as follows: 1) The
ride comfort at a specified location becomes best, 2) The
best location can be easily moved by setting only one
design parameter without redesigning a different suspen-
sion controller. However, in the proposed schemes [11]-
[13], it is assumed that the tire deflections can be mea-
sured. Since the road surfaces are uneven, using non-
contact sensors such as laser position sensors, it is diffi-
cult to measure the tire deflections with high accuracy.

In this paper, to overcome the problem stated above,
a robust ride comfort control scheme is proposed. In the
proposed controller, active suspensions are used as ac-
tuators and the measurements of tire deflections are not
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Fig. 1. Two wheels model.

required. To realize good ride comfort without using the
measurements of the tire deflections, we propose estima-
tion methods for the tire deflections and the accelerations
of road disturbances. The road disturbances imply the
displacement of road surfaces. Using the estimate of the
accelerations of road disturbances, we can design a com-
bined ideal vehicle proposed in [13], and then, a robust
tracking controller can be also designed so that the real
vehicle track the motion of the combined ideal vehicle.
At last, numerical simulations are carried out to demon-
strate of the proposed robust active suspension controller.

II. VEHICLE MODEL

The two wheels model is shown in Fig. 1. The expla-
nation of parameters is shown in Table 1. It is assumed
that the pitching angleθ(t) is small, and then, the dy-
namic equation of vehicles is given as follows[7].

ẍz(t) = d(t) ¡H−1ẅ(t)
ẍu(t) =¡Kuxu(t)¡M−1

u f(t)¡ẅ(t)
xz(t) = H−1[zf (t) ¡ wf (t), zr(t) ¡ wr(t)]T

xu(t) = [zuf (t) ¡ wf (t), zur(t) ¡ wr(t)]T

d(t) = M−1HTf(t)
f(t) = [ff (t), fr(t)]T

= ¡Cẋs(t) ¡Kxs(t) + u(t)




(1)
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Table1 Notation of vehicle model.
C,CG center and center of gravity of vehicle body
zcg, θ vertical displacement atCG and pitching
zf , zr vertical displacement of vehicle body at

positions on front and rear wheel axle
zuf , zur vertical displacement of front and rear un-

sprung mass
wf , wr vertical displacement of road disturbance

added to front and rear wheel
v longitudinal velocity of vehicle
m, ic sprung mass and moment of inertia of ve-

hicle body
a half of vehicle body length
h, ` distances fromC to CG and fromC to P
muf,mur front and rear unsprung mass
kf , kr front and rear suspension stiffness
cf , cr front and rear suspension damping rate
kuf , kur front and rear tire spring stiffness
ff , fr front and rear force added to sprung mass
uf , ur front and rear active suspension control

force

xs(t) = Hxz(t) ¡ xu(t)
u(t) = [uf (t), ur(t)]T , w(t) = [wf (t), wr(t)]T

M = (TTh )−1diag[m, ic]T−1
h

Mu = diag[muf ,mur],K = diag[kf , kr]
C = diag[cf , cr],Ku = M−1

u diag[kuf , kur]

Th=I2 ¡Dh,H=
[

1 a
1 ¡a

]
, D=

[
0 1
0 0

]




(2)

The control objective is to develop an active suspen-
sion controller so that the vertical acceleration at any
specified locatioǹ on the vehicle body can be reduced
to a small value easily. To meet the objective, the follow-
ing assumptions are made for actual vehicles considered
here.
A1 The accelerations̈zf (t), z̈r(t), z̈uf (t) andz̈ur(t) are
measured.
A2 The forcef(t) = [ff (t), fr(t)]T added to the sprung
mass are measured.
A3 Suspension displacementxs(t) and its velocityẋs(t)
are measured.
A4 Vehicle parameters are known except for the length
a, the front and the rear tire stiffnesskuf , kur and the tire
massmuf ,mur.
A5 The second and third derivation of the road distur-
bancew(t) are bounded.

III. ESTIMATE OF STATE VARIBLES AND ROAD
DISTURBANCE

Fig. 2 shows the configuration of the vehicle system
proposed in [13]. The combined ideal model shown in
Fig. 2 has good properties. Namely, 1) The ride comfort
at a specified location becomes best, 2) The best location
can be easily moved by setting only one design parame-
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Fig. 2 Configuration of active suspension control system.

ter without redesigning the combined ideal vehicle. If the
real vehicle can track the motion of the designed com-
bined ideal vehicle, the control objective can be achieved.
The tracking controller in Fig. 2 is designed so that the
real vehicle can track the motion of the combined ideal
vehicle. To achieve control objective, the signals of road
disturbancëw(t) and state variablesxz(t), ẋz(t), xu(t),
ẋu(t) d(t) are required. According to assumptions, it can
be seen that the following signals are available.

ẍs(t) = [z̈f (t), z̈r(t)]T ¡ [z̈uf (t), z̈ur(t)]T

Hd(t) = [z̈f (t), z̈r(t)]T

}
(3)

Moreover, it is easy from (1), (2) to ascertain that the
following signals are also available.

p1(t) = K−1
u

µ
ẍs(t) ¡ (Hd(t) +M−1

u f(t))
¶

= xu(t)
p2(t) = xs(t) + p1(t) = Hxz(t)




(4)

Since the signalẋs(t) is available, if an estimator
for ẋz(t) is developed, then, the signalẋu(t) becomes
also available. Therefore, we will develop an estima-
tor for ẋz(t) and ẅ(t). Let’s consider the new state
η(t) = [Hẋz(t))T , ẅ(t)T ]T . Then, we have

η̇(t) = Aηη(t) + qw(t)

Aη=
[
O2 ¡I2
O2 O2

]
, qw(t)=[0 0 (w(t)(3))T ]T


(5)

whereOn, In denoten£n zero matrix andn£n unit ma-
trix. Based on the relation (5), the estimator for the state
η(t) is proposed as

η̂(t) = (2αCη ¡ 3α2Bη)p2(t) + ζ(t)
ζ̇(t) = Aηη̂(t) ¡ (2αCη ¡ 3α2Bη)CTη η̂(t)
ζ(0) = ¡(2αCη ¡ 3α2Bη)p2(0)
Bη = [O2 I2]T , Cη = [I2 O2]T




(6)

whereα is a positive deign parameter introduced to im-
prove performance of the proposed estimator. Defending
the estimated error̃η(t) as

η̃(t) =
[
I2 O2

O2 α−1I2

]
(η(t) ¡ η̂(t)), (7)

and differentiating the first equation in (6), we obtain the
following the error equation.

˙̃η(t) = αAEη̃(t)+α−1qw(t), AE=
[¡2I2 ¡I2

3I2 O2

]
(8)
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Table2 Nominal values of parameters.
m 781 kg ic 990 kgm2

h 0.04 m a 1.38 m
kf 27160 N/m kr 29420 N/m
cf 4000 Ns/m cr 2500 Ns/m
muf 69 kg mur 96 kg
kuf 229000 N/m kur 255000 N/m

For the proposed estimator, the following theorem holds
Theorem 1: For estimated errorsCTη η̃(t) andαBTη η̃(t),
there exist bounded positive constantsρEi, i = 1, 2 in-
dependent of the design parameterα such that

‖CTη η̃(t)|2 ≤ ρE1α
−4, ‖αBTη η̃(t)‖2 ≤ ρE2α

−2.(9)

Proof of Theorem1: Since the system matrixAE is
asymptotically stable, Lyapnov equation

ATEP + PAE = ¡2I4 (10)

has the positive definite matrix solutionP . Then,
differentiating the positive definite functionV (t) =
η̃(t)TP η̃(t), we have

V̇ (t) ≤ ¡ α

λmax[P ]
V (t) + α−3ρw (11)

whereρw is a positive constant value independent of the
design parameterα. Using the relation above, the in-
equalities in (9) can be derived.

It can be concluded from theorem 1 that estimated er-
rors decrease as the design parameterα increases. In case
when the design parameterα is set to be large enough,
we can obtain the signals̈w(t) andHẋz(t) with enough
accuracy. Then, the signalHẋz(t) ¡ ẋs(t) = ẋu(t) be-
comes also available.

To demonstrate of the usefulness of the proposed es-
timator, numerical simulations are carrying out. Values
of vehicle parameters are shown in Table 2. The vehicle
velocity is set asv = 100 £ 1000/3600[m/s]. Fig. 3
(a) shows the road disturbancewf (t) = wr(t¡ L), L =
2a/v and Fig. 3 (b) shows the disturbancewnd1(t) added
to the measurement ofcTd(t), c = [1, 0]T . It is assumed
that the disturbancewnd1(t) appears due to measurement
accuracy of acceleration sensors and the maximum mea-
surement error is0.1m/s2.

At first, in case of using measurements without dis-
turbances, we show responses of the velocityyz(t) =
cTCηη(t), the road disturbanceyw(t) = cTBηη(t),
the estimated errors̃yz(t) = cTCηη̃(t) and ỹw(t) =
αcTBηη̃(t) in Fig. 4. As shown in Fig. 4, the esti-
mated errors become small as the design parameterα in-
creases. Next, in the case of using measurements with
disturbances, we show responses of the estimated errors
ỹz(t) andỹw(t) in Fig. 5. In this case, the design param-
eterα is set asα = 2000 and similar disturbances shown
in Fig. 3 (b) are added in all measurements of accelera-
tion sensors and force sensors. As shown in Fig. 5, also
in the case of using measurements with disturbances, it is
seen that estimated errors do not become large and avail-
able estimated signals can be obtained.

0 1 2

–0.1

0

0.1

0 1 2

0

0.05

][m/s2[m]

]s[]s[

)(twd(b)(a) )(tw f

0 1 2

–0.1

0

0.1

0 1 2

0

0.05

][m/s2[m]

]s[]s[

)(twd(b)(a) )(tw f

Fig. 3 Road disturbancewf (t) and disturbancewnd1(t)
added to measurementcTd.

0 1 2
–0.2

–0.1

0

0.1

0.2

0 1 2
–0.3

0

0.3
[m/s]

]s[ ]s[

[m/s]-310

]s[

2000α =
1000α =

500α =

(a) )(tyz )(~ tyz
(b)

0 1 2
–0.2

–0.1

0

0.1

0.2

0 1 2
–0.3

0

0.3
[m/s]

]s[ ]s[

[m/s]-310 [m/s]-310

]s[

2000α =
1000α =

500α =

(a) )(tyz )(~ tyz
(b)

0 1 2
–5

0

5

0 1 2
–0.2

–0.1

0

0.1

0.2
][m/s2

]s[ ]s[

][m/s2

2000α =
1000α =
500α =

)(~ tyw(b)(a) )(tyw

0 1 2
–5

0

5

0 1 2
–0.2

–0.1

0

0.1

0.2
][m/s2

]s[ ]s[

][m/s2

2000α =
1000α =
500α =

)(~ tyw(b) )(~ tyw(b)(a) )(tyw(a) )(tyw

Fig. 4. Responses ofyz(t), yw(t) andỹz(t), ỹw(t).
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IV. TRACKING CONTROLLER

Fig. 6 shows the vehicle system using estimates pro-
posed in the previous section. The stability and good
tracking performance of the vehicle system can be shown
by using the similar manner stated in [13].

V. NUMERICAL SIMULATION RESULTS

The numerical simulation results are shown to confirm
usefulness of the proposed robust active suspension con-
troller. The values shown in Table 2 are used as nominal
values for vehicle parameters, and the vehicle velocity is
set asv = 100£1000/3600m/s. The combined ideal ve-
hicle designed in [13] is used. The design parameters are
set asα = 2000, γ = 100. The design parameterγ is the
feed back gain introduced in [13] to force the actual ve-
hicle track the motion of the combined ideal vehicle. Fig.
7 shows the maximum gain curves of the nominal vehicle
controlled so that the real vehicle can track the motion of
the combined ideal vehicle. The thin lines show the max-
imum gain curves of the controlled nominal vehicle, the
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mates.
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thick lines show the maximum gain curves of the com-
bined ideal vehicle, and the dashed lines show the nom-
inal vehicle without control. It is seen from Fig. 7 that
the maximum gain curves are mostly same between the
combined ideal vehicle and the controlled nominal vehi-
cle. It is also seen that the location where the ride comfort
becomes best can be easily moved by setting only one de-
sign parameter̀p. The design parameter`p is introduce
to move the location where the ride comfort becomes best
in the combined vehicle model proposed in [13].

Fig. 8 shows the maximum gain curves of the con-
trolled vehicle with the parameter uncertainties(K,C) =
(K,C), (0.8K, 0.8C), (1.2K, 1.2C). The thick lines
show the maximum gain curves of the controlled nom-
inal vehicles, and the thin lines show the maximum gain
curves of the controlled vehicle with parameter uncertain-
ties. There is no difference for variations ofK,C.

Fig. 9 shows the maximum gain curves of the con-
trolled vehicle with the parameter uncertainties(m, ic, h)

= (m, ic, h), (0.8m, 0.8ic, h + 0.3), (1.2m, 1.2ic, h +
0.3). The thick lines, dashed lines, and thin lines
show the each results with the parameter(m, ic, h) =
(m, ic, h), (0.8m, 0.8ic, h+ 0.3), (1.2m, 1.2ic, h+ 0.3).
It can be seen that some differences appear between the
controlled vehicle with uncertainties and the controlled
nominal vehicle but small enough.

VI. CONCLUSION

We have proposed the active suspension control
scheme in which tire deflections are not required. The
proposed suspension controller has a good property that
the location where the ride comfort becomes best can be
easily moved by setting only one design parameter`p.
It has been shown by carrying out numerical simulations
that ride comfort becomes best at the specified location
even if there are uncertainties in the suspension stiffness
kf , kr, damping ratecf , cr, the sprung mass and the mo-
ment of inertiam, ic and the distanceh from C to CG.
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Abstract: The paper deals with a systematic method of specification and real-time control for robotic manufacturing 
systems based on concurrent process modeling. The large scale and complex manufacturing systems have a hierarchical 
structure where a system is composed several lines with some stations and each station also has several machines and 
so on. In such a hierarchical structure, the controllers are geographically distributed according to their physical 
structure. So it is desirable to realize the hierarchical and distributed control. In this paper, the task specification of 
discrete event manufacturing processes is represented using a global Petri net. Then it is decomposed and distributed 
into the machine controllers, which are coordinated through communication between the coordinator and machine 
controllers so that the decomposed transitions fire at the same time. Implementation of a real-time distributed control 
system is described for an example robotic manufacturing system. The demonstrations show that the proposed system 
can be used as an effective tool for consistent modeling and control of large and complex manufacturing systems. 
 
Keywords: Robotic manufacturing systems, specification, real-time control, concurrent process modeling, Petri nets. 

 
 

0BI. INTRODUCTION 

Recently, based on the rapid development of the 
computer technology, the factory automation systems 
have been becoming larger and more complex. The 
system architecture has shifted to distributed and 
parallel processing from centralized processing in order 
to reduce the development cost and to improve the 
reliability. In the field of factory automation systems, a 
demand for the automatic control has diversified and the 
control logic has become extremely complicated. This is 
because the combinative complexity of the control 
requirement, which comes from the non-deterministic 
features of event driven systems such as manufacturing 
control systems, is inevitable. To deal with the 
complexity, a new methodology on control system 
design based on the concept of event driven system is 
necessary. However, appropriate representation methods 
and analysis methods for control mechanism have not 
sufficiently been established. 

Programming paradigm modeled by a network, such 
as Petri net, has been considered to be useful, because 
the network model can describe the execution order of 
parallel/sequential processes directly without ambiguity. 
The Petri net is excellent in expression and analysis of 
the dynamic behavior of event driven systems, because 
it can model the system that consists of simultaneous 
process elements that interfere to each other. The 

programming technique makes it possible to realize 
systematic and high-level description of system 
specification. Therefore, it has been applied to a variety 
of system developments such as real-time systems, 
production systems, communication systems, and so on. 

However, in case of factory automation systems, the 
network model becomes complicated and it lacks for the 
readability and comprehensibility. Besides, only 
specification analysis stage has been supported, and the 
support for the control software coding stage is 
insufficient [1]. Therefore, the flexibility and 
expandability are not satisfactory in order to deal with 
the specification change of the system. 

Due to its complexity, a large and complex 
manufacturing system is commonly structured into a 
hierarchy. A coarsely grained hierarchy of abstraction 
levels is made up of the followings: planning, 
scheduling, coordination, and local control. Each level 
operates on a certain time horizon, on a certain view of 
the manufacturing system. At the upper level, the time 
horizon is long and the global system is considered. In 
the hierarchy, each lower level is a disaggregation of the 
upper one (factory, shop, cell, station, machine, etc) and 
on the other hand more details are taken into account 
(products, parts, operations, steps, etc). Progressively, 
real-time constraints are introduced and at the bottom of 
the hierarchy (local control) they are very hard and all 
the emergency procedures are implemented at this level. 
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Thus the manufacturing system handles complicated 
tasks by dividing a task hierarchically in this structure, 
which is expected to be effective in managing 
cooperation tasks executed by great many machines or 
robots. Conventional Petri net based control systems 
were implemented based on an overall system model. 
Since in the large and complex systems, the controllers 
are geographically distributed according to their 
physical (hardware) structure, it is desirable to realize 
the hierarchical and distributed control. 

The hierarchical and distributed control for large and 
complex discrete event manufacturing systems has not 
been implemented so far. If it can be realized by Petri 
nets, the modeling, simulation and control of large and 
complex discrete event manufacturing systems can be 
consistently realized by Petri nets. In this paper, the 
author presents a methodology for hierarchical and 
distributed control of large and complex robotic 
manufacturing systems using extended Petri nets, to 
construct the control system where the cooperation of 
each controller is implemented so that the behavior of 
the overall system is not deteriorated and the task 
specification is completely satisfied. 

1BII. PETRI NET BASED SPECIFICATION OF 
MANUFACTURING SYSTEMS  

Discrete event systems such as robotic 
manufacturing systems have the properties of 
asynchronism, ordering, concurrency and conflict, so 
that unsafeness and deadlock will be apt to occur in the 
systems. The Petri net is one of the effective means to 
represent such systems. For applying it to the design, 
analysis, and control of the systems the guarantee of 
safeness and the notation of input/output of signals 
from/to machines should be required. A kind of graph 
deduced from the Petri net was proposed so as to satisfy 
the above requirements [2].  

The extended Petri net consists of the following six 
elements: place, transition, directed arc, token, gate arc, 
output signal arc. A place represents a condition of a 
system element or action. A transition represents an 
event of the system. A directed arc connects a place to a 
transition, and its direction shows the input and output 
relation between them. Places and transitions are 
alternately connected using directed arcs. The number 
of directed arcs connected with places or transitions is 
not restricted. A token is placed in a place to indicate 
that the condition corresponding to the place is holding. 

A gate arc connects a transition with a signal source, 

and depending on the signal, it either permits or inhibits 
the occurrence of the event which corresponds to the 
connected transition. Gate arcs are classified as 
permissive or inhibitive, and internal or external. An 
output signal arc sends the signal from a place to an 
external machine. A transition is enabled if and only if it 
satisfies all the following conditions: 

(1) It does not have any output place filled with a 
token. 

(2) It does not have any empty input place. 
(3) It does not have any internal permissive arc 

signaling 0. 
(4) It does not have any internal inhibitive arc 

signaling 1. 

An enabled transition may fire when it does not have 
any external permissive arc signaling 0 nor any external 
inhibitive arc signaling 1. The firing of a transition 
removes tokens from all its input places and put a token 
in each output place connected to it. The assignment of 
tokens into the places of a Petri net is called marking 
and it represents the system state. In any initial marking, 
there must not exist more than one token in a place. 
According to these rules, the number of tokens in a 
place never exceeds one, thus, the Petri net is essentially 
a safe graph. If a place has two or more input transitions 
or output transitions, these transitions may be in conflict 
for firing. When two or more transitions are firable only 
one transition should fire using some arbitration rule. 

The proposed procedure of modeling and 
decomposition of robotic manufacturing systems are 
shown as follows. A global, conceptual Petri net model 
is first chosen which describes the aggregate 
manufacturing process. At the conceptual level each 
task specification is represented as a place of the Petri 
net as shown, where the activity of each equipment is 
also represented as a place.  

 
 
 
 
 
 
 
 
 

 
Fig.1 Petri net representation of example system at the 

conceptual level 
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A typical example system at the subsystem 
coordination level in the factory automation system 
concerns a robot loading and unloading a machining 
tool with input and output conveyors, and its Petri net 
representation at the conceptual level is shown in Fig.1. 

Based on the hierarchical approach, the Petri net is 
translated into detailed subnets by stepwise refinements 
from the highest system control level to the lowest 
machine control level. At each step of detailed 
specification, some parts of the Petri net, transitions or 
places, are substituted by a subnet in a manner, which 
maintains the structural properties. The detailed Petri 
net representation of the loading operation in the 
example system is shown in Fig.2. Loading a workpiece 
to the machining center necessitates the cooperative or 
synchronized activities among the conveyor CV1, the 
machining center, and the robot. Similarly, unloading a 
workpiece from the machining center, necessitates the 
cooperative or synchronized activities among the 
conveyor CV2, the machining center, and the robot. 

 
 
 
 
 
 
 
 
 
 
Fig.2 Detailed Petri net representation of loading 

operation 
 
Unit operations in the detailed Petri net 

representation concern the real-time control of machines, 
devices, etc. They interact directly with the sensors and 
actuators. When a token enters a place that represents a 
unit operation, the hardware controller defined by the 
controller code is informed to execute a determined 
subtask with a determined data that are both defined by 
the place parameters. From these places, output signal 
arcs are connected to the machines, and external gate 
arcs from the machines are connected to the transitions 
of the Petri net when needed, for example, to 
synchronize and coordinate operations. The general 
form of Petri net representation at the local control level 
is shown in Fig.3. 

From the viewpoint of real-time control, controlling 
a process consists in driving its devices from a state to 

another one. In discrete event system control domain, 
several steps are necessary for each evolution of the 
process: first, the control system sends a request to the 
process actuators, second the external machine sends an 
acknowledge, third the process evolves according to the 
request and, at the end of the evolution, returns an 
execution report to the control system, and the control 
system updates the states of the control models 
according to the report; then it is ready to send another 
request. This outline points out that, each time the 
control system sends a request to the process, it must 
wait for the associated report. Thus the token should not 
be moved until the operation, shown by each place, is 
finished, even if the marking satisfies the ignition 
condition. 

 
Fig.3 Detailed Petri net representation at the local 

control level 
 

2BIII. DECOMPOSITION AND
 COORDINATION  

It is natural to implement a hierarchical and 
distributed control system, where one controller is 
allocated to each control layer or block. For the 
manufacturing system, an example structure of 
hierarchical and distributed control is composed of one 
station controller and three machine controllers. The 
detailed Petri net is decomposed into subnets, which are 
executed by each machine controller. 

In the decomposition procedure, a transition may be 
divided and distributed into different machine 
controllers. Decomposed transitions are called global 
transitions (t2, t7, t8, t3 in Fig.2) and other transitions 
are called local transitions. By the Petri net model, the 
state of the discrete event system is represented as the 
marking of tokens, and firing of any transition brings 
about change to the next state. So the firing condition 
and marking before decomposition should be the same 
as those after decomposition. From the logical 
formulation of firability condition and marking before 
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and after decomposition, it is proved that the firability 
condition of the original transition is equal to AND 
operation of firability conditions of decomposed 
transitions [3]. In case that a transition in conflict with 
other transitions is decomposed, these transitions should 
be coordinated by the station controller. 

The Petri net based control structure with 
introduction of coordinator is shown in Fig.4. The 
control software is distributed into the station controller 
and machine controllers. The station controller is 
composed of the Petri net based controller and the 
coordinator. The conceptual Petri net model is allocated 
to the Petri net based controller for management of the 
overall system. The detailed Petri net models are 
allocated to the Petri net based controllers in the 
machine controllers. The control of the overall system is 
achieved by coordinating these Petri net based 
controllers such that decomposed transitions fire at the 
same time and the task specification is completely 
satisfied. System coordination is performed through 
communication between the coordinator in the station 
controller and the Petri net based controllers in the 
machine controllers. 
 

Fig.4 Petri net based control structure with coordinator 
 

3BIV. PETRI NET MODEL BASED CONTROL 
EXPERIMENTS 

From the fact that the control of a system 
represented by a Petri net can be realized directly by 
executing the corresponding Petri net as the control 
algorithm, a Petri net based controller was developed 
with a microprocessor. Also software was developed on 
a common PC to support synthesis, simulation, and 
debugging of Petri nets and to load the program into the 

controller. The names of global transitions and their 
conflict relations are loaded into the coordinator in the 
station controller. The connection structure of a 
decomposed Petri net model and conflict relations 
among local transitions are loaded into the Petri net 
based controller in a machine controller. Petri net 
simulation is performed by scanning these structural 
data in a tabular form. Using them, a control system was 
implemented for an experimental system, and their 
effectiveness was confirmed by executing tasks 
specified. 

4BV. CONCLUSIONS 

A methodology to construct hierarchical and 
distributed control systems, which correspond to the 
structure of manufacturing systems, has been presented. 
The controllers are arranged according to the 
hierarchical and distributed nature of the manufacturing 
system. The control software does not use the overall 
detailed system model, and the decomposed Petri net 
model in each machine controller is not so large and 
easily manageable.  

Multilevel hierarchical and distributed control for 
large and complex manufacturing systems can be also 
constructed such that the control system structure 
corresponds to the hierarchical and distributed structure 
of the general manufacturing system. The overall 
system is consistently controlled, such that a 
coordinator in a layer coordinates one-level lower Petri 
net based controllers and is coordinated by the one-level 
upper coordinator. 

The Petri net model includes the control algorithm; 
control is executed in order that the behavior of the Petri 
net model is in correspondence with that of the real 
system. Thus modeling, simulation and control of large 
and complex manufacturing systems can be performed 
consistently using Petri nets.  
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Abstract: In this study, a revised radial basis function (RBF) network is proposed and applied to the identification 
problems of the nonlinear system and the media art system. In the revised RBF network, the structural parameters such 
as means and variances of the radial basis functions in the neurons are determined automatically and so revised RBF 
network can be easily applied to the practical complex problems such as the media art system. The media art system 
outputs the art expressions such as the sound and graphics using the artificial sensibility surfaces that are identified 
using the revised RBF network.  
Keywords: neural network, radial basis function, media art system, nonlinear system identification 

I. INTRODUCTION 
 
  In this study, a revised radial basis function (RBF) 

network is proposed and applied to the identification 
problems of the nonlinear system and the media art 
system. In the conventional RBF network [1]-[3], the 
structural parameters such as means and variances of the 
radial basis functions in the neurons are not determined 
automatically and so it is needed to repeat the RBF 
network calculations many times changing these 
structural parameter values. In this study, a revised RBF 
network algorithm in which these structural parameters 
are automatically determined so as to fit the 
characteristics of the training data, is proposed and it is 
shown that the revised RBF network is accurate and 
easy to apply to practical complex problem because the 
structural parameters are automatically determined.  

 
II. RBF NETWORK AND ITS LEARNING 

ALGORITHM 
 

In this study, a revised RBF network is proposed and 
applied to the nonlinear system and the media art 
system. The revised RBF network had a 3-layered 
architecture with the input, hidden and output layers. 
Architecture of the revised RBF neural network is 
shown in Fig.1. In this figure, x shows the input variable 
and  shows the output variable and h shows the radial 
basis function. In the revised RBF neural network, the 
structural parameters, which are means and variances of 
the radial basis functions in the neurons, are calculated 
automatically using the training data. The revised RBF 
neural network is organized as follows: 

 
 
 
 
 
 
 
 
 
Fig.1 Architecture of the revised RBF network (1) 
 

(1)Input layer  
ui=xi   (i = 1,2,…,p)                    (1) 

Here,  is input variable and p is the number of input 
variables and ui is the output variable of the input layer. 

ix

 
(2)Hidden layer 

 In the hidden layer, the output (hj) of the RBF 
neuron is calculated by the following equation: 

)exp( 2
jj zh     (j = 1,2,…,g)              (2) 

zj is estimated using the regression analysis [4] for the 
training data by the following equations. 

 zj=a0+a1dj                               (3) 
cud j                                (4) 

Here, aj (j=0,1) are the regression coefficients and 
estimated using stepwise regression analysis for the 
training data, and dj are the distance between the 
training data points (u) and the center (c) of the neuron 
which is the mean of the radial basis function.  

 In the conventional RBF network, the value zj is 
described as follows, 

j

j
j v

d
z                                   (5) 

Here, vj is a variance of the j-th radial basis function. 
Equation (3) is described as follows, 

1

1

0

1
a

a
ad

z
j

j


                            (6) 

Comparing Eq.(5) and (6), we see that v equals 1/a1 , 
and a0/a1 is a correct value for dj. In this algorithm, The 
variance v and the mean c of the radial basis function 
are determined so as to fit characteristics of the training 
data in the revised RBF network. 

  

(3)Output layer 

)()(*
1

, uxi hw j

g

j
ji



                     (7) 

Here, wi、j (i=1,2,…,q; j=1,2,…,g) are the weights of the 
neural network and q is the number of neurons in the 
output layer and i

*(x) (i=1,2,…,q) are the outputs of 
the neural network.  
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Weights wi,j (i=1,2,…,q; j=1,2,…,g) are estimated 
using multiple regression analysis [4] as follows: 

)()())()(()( 1 nnHnHnHnw
i

TT
i           

)()()( nnHnP
i

T      (i=1,2,…,q)       (8) 

Here,  
)...,()( ,,2,,1, giii

T
i wwwnw   (i=1,2,…,q)       (9) 

 HT=[h(1),h(2),…,h (n)]                    (10) 
hT(k)=(h1(k),h2(k),…,hg(k))  (k=1,2,…,n)     (11) 

))(),...,2(),1(()( nn iii
T

i
     (i=1,2,…,q)    (12) 

n is the number of training data.  is a diagonal matrix.  
In the revised RBF network, the structural parameters 

such as means and variances of the radial basis 
functions in the neurons are automatically determined 
from the training data using the following procedures. 
The number of neurons in the hidden layer was set to 
the number of the training data and the centers (means) 
of the radial basis functions are located at the training 
data points. Means are determined at the training data 
points. Variances are estimated using the regression 
analysis [4] of the training data to fit the characteristics 
of the training data. Using these procedures, the 
structural parameters such as means and variances of the 
radial basis functions, are automatically determined 
from the training data. 
   When the (n+1)-th additional new training data 
(i(n+1), xT(n+1)) are obtained, we can update the 
values of the weights using the following equations. 

1)1()1()()1(  nii enhnPnwnw        (13) 

)()1()1(1 nwnhne T
in                   (14) 

)1()()1(1
)()1()1()()()1(





nhnPnh

nPnhnhnPnPnP T

T
   (15) 

))(),...,(),(()( 21 kxkxkxkx p
T   (k=1,2,…,n+1) (16) 

 
III. APPLICATION TO THE NONLINEAR 

SYSTEM IDENTIFICATION 
 

Nonlinear system is assumed to be described by the 
following equations: 
1 =(1.0+2.0x1

2+3.0x1x2+4.0x2
2+5.0exp(x1x2x3))3   (17) 

 2=(1.0+2.0x1+3.0x1
2x2+4.0x2

2+5.0exp(x1x2x3))3     (18) 
 3=(1.0+2.0x1

2+3.0x1x2
2+4.0x2+5.0exp(x1x2x3))3   (19) 

Here, i is the i-th output variable and x1  x3 are input 
variables. Neural network is organized by ten training 
data. Ten other data are used to check prediction and 
generalization ability. Identification results of revised 
RBF network are compared with those of the 
conventional RBF network and the conventional 
sigmoid function neural network.  
1. Identification results of the revised RBF network. 

Identification results of the revised RBF network are 
shown as follows: 

The neural network was developed as a three layered 
architecture. Three input variables were used in input 
layer and ten neurons were used in hidden layer and 
these neurons were located at the training data points. 

Weights of neural network, the values of variances and 
means of the radial basis functions were estimated by 
regression analysis.  

Estimation accuracy was evaluated by the following 
equation: 





10

1

*
1 )()(

10
1

k
ii kkJ                       (20) 

where  i(k)  (i=1,2,3; k=1,2,,10) are actual values 
and  i

*(k)  (i=1,2,3; k=1,2,,10) are estimated values 
by the revised RBF network. i(k) (i=1,2,3; k =1,2,,10) 
were used to organize revised RBF network. Value of J1 
is shown in Table1.  

Prediction accuracy was evaluated by using the 
following equation: 





20

11

*
2 )()(

10
1

k
ii kkJ                       (21) 

where i(k)  (i=1,2,3; k=11,12,,20) are actual values 
and i

*(k)  (i=1,2,3; k=11,12,,20) are predicted values 
by revised RBF network. i(k)  (i=1,2,3; k =11,12,,20) 
were not used to organize revised RBF network and 
were used to check generalization ability. Value of J2 is 
shown in Table1. Estimated and predicted values of 
1(k) by the revised RBF network are shown in Fig.2.  

 
Table 1 Estimation and prediction accuracy 

 
 J1 J2
 0.013697 0.043

 
621

 0.013731 0.040
 

899
 0.012484 0.037977

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2 Estimated and predicted values 1 

 
2. Identification results of the conventional RBF 
network. 

Identification results of the conventional RBF 
network are shown as follows: 

The neural network was also developed as a three 
layered architecture. Three input variables were used in 
input layer and ten neurons were used in hidden layer 
and these neurons were located at the training data 
points. Weights of neural network were estimated by 
regression analysis. The values of variances of the radial 
basis functions were set to 1.0. Estimation accuracy was 
evaluated by Eq. (20) and value of J 1 is shown in 
Table2. Prediction accuracy was evaluated by Eq.(21) 
and value of J2 is shown in Table2.  
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Table 2 Estimation and prediction accuracy of  
the conventional RBF network 

 
 
 
 

 
3. Identification results of the conventional sigmoid 
function neural network trained using back 
propagation algorithm 

Identification results obtained by the conventional 
neural network trained using back propagation 
algorithm are shown as follows: 

In conventional multilayered neural network, the 
neural network was developed as a three layered 
architecture. Three input variables were used in input 
layer and four neurons were used in hidden layer. 
Weights of neural network were estimated by back 
propagation algorithm. Initial values of the weights 
were set to random values. The learning calculations of 
the weights were iterated at 100,000 times. Estimation 
accuracy was evaluated by Eq.(20) and value of J 1 is 
shown in Table3. Prediction accuracy was evaluated by 
Eq.(21) and value of J2 is shown in Table3.   
 

Table 3 Estimation and prediction accuracy of the 
conventional sigmoid function neural network 

 
 
 
 
 
4. Comparison of the identified results. 

Identification results of revised RBF network were 
compared with those of the conventional RBF network 
and the conventional sigmoid function neural network 
trained using the back propagation algorithm. From 
these identification results, both estimation and 
prediction errors (J1 and J2) of revised RBF network are 
smaller than those of the conventional RBF network and 
the conventional sigmoid function neural network. 
Estimated and predicted values of  by revised RBF 
network are accurate and the estimation and prediction 
errors of the revised RBF network are decreased 
remarkably. From these results, we can see that revised 
RBF network algorithm is an accurate identification 
method for the nonlinear system.  
 

VI. APPLICATION TO THE MRDIA ART 
SYSTEM 

The revised RBF network is applied to the media art 
system and generates the artificial sensibility in the 
media art system. The artificial sensibility simulates the 
human sensibility in the computer and outputs the art 
expressions using the sound and graphics.  
1. Architecture of the media art system. 

The architecture of the media art system is shown in 
Fig.3. Input signals are inputted from the sensors and 
these input signals from sensors are transmitted to the 
computer using Gainer, which is an I/O module to 

control actuators such as LED and motors. Input signals 
can be also inputted from display using a mouse. In the 
computer, first, the signals, which have been transmitted 
from Gainer or the display, are received with the 
processing [5], which is programming software for the 
production of computer art that specializes in visual 
expression and interaction. The revised RBF network is 
programmed by processing software and generates the 
artificial sensibility. The artificial sensibility selects the 
output signals according to the input signals and 
generates output patterns to express the art using sound 
and graphics.  

 J1 J2
 0.066868 0.0
 0.063003 0.0
 0.049768 0.0

72537
68088
55042

   
 
 
   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Sensors 

Gainer ( Controller of the sensors ) 

Processing (Software for computer art ) 

Artificial neural network ( Learnig and Prediction) 

Generator of graphics and sounds   

( Inside of the computer ) 

Display 

Graphics and sounds (Visual and sound expression ) 

 J1 J2
 0.069191 0.064316
 0.060103 0.060559
 0.050405 0.047165

 
 
 
 
 
 
 
 
 

 
Fig. 3 Architecture of the media art system 

 

 
 
 
 
 
 
 
 
 
 
 

 
 Fig.4 Architecture of the revised RBF network (2) 
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2. Identification of artificial sensibility surfaces using 
the revised RBF network. 

The revised RBF network generates the artificial 
sensibility in the computer. In this study, the input 
signals are inputted from the sensors and the display. 
Figure 4 shows the architecture of the RBF network 
with p input variables obtained from the sensors and the 
display. Output variables of the neural network are the 
graphic and sound parameters such as colors of Red, 
Green and Blue, speed of the graphic drawing, positions 
of the graphics, kinds of the sound and so on. The 
revised RBF network identifies the artificial sensibility 
surfaces using the learning procedures of the neural 
network. In Fig.5, the examples of the artificial 
sensibility surfaces identified using the revised RBF 
network are shown. The learning data (teacher signals) 
for each graphical parameter are obtained through the 
interaction between man and the computer using the 
man-computer communications and the revised RBF 
network identifies the artificial sensibility surface using 
the obtained learning data. The revised RBF network 
can identify various kinds of the artificial sensibility 
surfaces accurately using the data which are obtained 
through the interaction between man and the computer 
using the man-computer communications. 
 
3. Generation of graphics using the identified 
artificial sensibility surface and modification of the 
graphics using the man-computer communications. 

The computer generated the graphics using identified 
artificial sensibility surface of each graphical parameter. 
Here, we input signals from the display and person 
moved the mouse and the computer read the mouse 
pointer positions. The revised RBF network output the 
graphical parameters and the new graphics were 
generated using the graphical parameters that were 
output from the revised RBF network. These processes 
were repeated until the processing software system was 
stopped. If the desirable graphics for the person are not 
obtained, the artificial sensibility surfaces can be 
modified by the additional learning procedures of the 
revised RBF network using Eq.(13), (14) and (15). The 

additional learning data were obtained through the 
interaction between man and the computer using the 
men-computer communications. We show the examples 
of the graphics in Fig.6 which were generated and 
output from the media art system. These generated 
graphics are changed according to the mouse pointer 
positions on the display. 

 

 
 
 
 
 
 
 
 
 

 
        (a)                   (b) 
 
 
 
 
 
 
 
 
 
 
        (c)                   (d) 

Fig.6 Output images from the media art system 
 

V. CONCLUSION 
In this paper, a revised RBF network algorithm was 

proposed. In this algorithm, the structural parameters 
such as means and variances of the radial basis 
functions in the neurons are automatically determined 
so as to fit the characteristics of the training data and so 
we can easily apply this algorithm to practical complex 
problems. This algorithm was applied to the 
identification problems of the nonlinear system and the 
media art system and it was shown that revised RBF 
network algorithm was a useful method for the 
nonlinear system identification and media art system.  

REFERENCES 
[1] J.Moody and C.J.Darken (1989), Fast learning in networks 
of locally-tuned processing units, Neural Computation, Vol.1, 
pp.281-294. 
[2] T.Kudo, T.Kondo, M.Nakagawa and J.Ueno (2009), 
Medical image recognition of the white and gray matters of 
the brain by radial basis function (RBF) neural network, 
Proceedings of the 40-th ISCIE international symposium on 
stochastic sytems theory and its applications, pp.259-263. 
[3] T.Kondo, A.S.Pamdya, and H.Nagashino (2007), 
GMDH-type neural network algorithm with a feedback loop 
for structural identification of RBF neural network, 
International Journal of Knowledge-based and Intelligent 
Engineering Systems, Vol.11 pp.157-168. 
[4] N.R.Draper and H.Smith (1981), Applied Regression 
Analysis, John Wiley and Sons, New York. 
[5] C.Reas and B.Fry (2007), Processing, A programming 
Handbook for Visual Designers and Artists, The MIT Press, 
London. 

Fig.5 Identification of artificial sensibility 
 surface using the revised RBF network

 

     

    

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 789
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Abstract: A revised Group Method of Data Handling (GMDH)-type neural network algorithm for medical image 
recognition is proposed and is applied to the medical image analysis of cancer of the liver. The revised GMDH-type 
neural network algorithm has a feedback loop and can identify the characteristics of the medical images accurately using 
feedback loop calculations. In this algorithm, the polynomial type and the radial basis function (RBF) type neurons are 
used for organizing the neural network architecture. The optimum neural network architecture fitting the complexity of 
the medical images is automatically organized so as to minimize the prediction error criterion defined as Prediction Sum 
of Squares (PSS). 
Keywords: Neural network, GMDH, Medical image recognition. 

I. INTRODUCTION 
 
The conventional GMDH-type neural network 

algorithms were proposed in our early works [1],[2]. In 
this paper, a revised GMDH-type neural network 
algorithm for medical image recognition is proposed 
and is applied to the medical image analysis of cancer of 
the liver. The revised GMDH-type neural network 
algorithm has a feedback loop and can identify the 
characteristics of the medical images accurately using 
feedback loop calculations. In this algorithm, the 
polynomial type and the radial basis function (RBF) 
type neurons are used for organizing the neural network 
architecture. A lot of complex nonlinear combinations of 
the input variables fitting the complexity of the medical 
images are generated using the polynomial type neurons 
and only useful combinations of the input variables are 
selected for organizing the neural network architecture. 
In the output layer, the RBF type neuron is used for 
organizing the neural network. 

The revised GMDH-type neural network algorithm 
proposed in this study is applied to medical image 
analysis of cancer of the liver. The neural network 
architecture that fits the complexity of the medical 
images is automatically organized by the revised 
GMDH-type neural network algorithm so as to 
minimize the prediction error criterion defined as PSS 
[3] using the heuristic self-organization method [4],[5]. 
Heuristic self-organization method is a kind of the 
evolutional computation and can organize the optimum 
neural network architecture so as to minimize the 
prediction errors. The outlines of the liver are 
recognized using the neural network organized by the 
revised GMDH-type neural network algorithm and the 
regions of cancer of the liver are extracted. The results 
are compared with those obtained using the 
conventional neural network trained using the back 
propagation method. It is shown that the revised 
GMDH-type neural network algorithm is useful for the 
medical image analysis of cancer of the liver and it is 
very easy to apply the practical complex problem 
because the optimum neural network architecture is 

automatically organized so as to minimize the prediction 
error criterion PSS.  

 
 

II. REVISED GMDH-TYPE NEURAL 
NETWORK ALGORITHM 

 
In the conventional GMDH-type neural network [2], 

many kinds of neuron architectures such as the sigmoid 
function type, the RBF type and polynomial type neuron 
architectures are used for organizing neural network to fit 
the complexity of the nonlinear system. The optimum 
neuron architectures fitting the complexity of the 
nonlinear system are automatically selected by using the 
PSS [3]. Therefore, many kinds of nonlinear systems can 
be automatically identified by using the conventional 
GMDH-type neural network. 

In the revised GMDH-type neural network, many 
kinds of nonlinear combinations of the input variables 
are generated by using the polynomial type neurons and 
only useful nonlinear combinations of the input variables 
are selected. Optimum neural network architectures are 
organized by using selected useful combinations of the 
input variables.  
   The revised GMDH-type neural network is shown in 
Fig.1. Here, nonlinear function gi is described by the 
following Kolmogorov-Gabor polynomial:   

  gi (x1,x2,,xp)= a0+aixi+aijxixj+       (1) 
                     i     i  j 

This nonlinear function is automatically organized by 
using the second type neuron of the conventional 
GMDH-type neural network which is a polynomial type 
neuron.  
The architecture of the revised GMDH-type neural 
network is produced as follows: 
1. First loop calculation 

First, all data are set to the training data. In this 
algorithm, it is not necessary to separate the original 
data into the training and test sets because PSS can be 
used for organizing the neural network architectures.  
(1) Input layer  
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  uj=xj    (j=1,2,,p)                      (2) 
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                 (7) 
where xj (j=1,2,,p) are the input variables of the 
system, and p is the number of input variables.  In the 
input layer, input variables are set to the output 
variables. 

where  
zk=w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3 

+w7ui
2uj+w8uiuj

2+w9uj
3 - w01,   =1,2,…,n  (8) 

 
uT=[1, ui , uj , uiuj , ui

2, uj
2],  =1,2,…,n    (9)  

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
(2) Hidden layer  
  All combinations of two variables (ui,uj) are 
generated. For each combination, the neuron 
architecture is described by the following equations: 
 : (Nonlinear function) 

zk= w1ui+w2uj+w3uiuj+w4ui
2+w5uj

2+w6ui
3+w7ui

2uj 

    +w8uiuj
2+w9uj

3 - w01                             (3) 
 f : (Linear function)  

  yk= zk                                  (4) 
where 1 =1 and wi ( i=0,1,2,,9) are weights between 
the input and hidden layer. This neuron is equal to the 
second type neuron of the conventional GMDH-type 
neural network. The weights wi (i=0,1,2,,9) are 
estimated by using the multiple regression analysis [6]. 
This procedure is as follows: 
   First, the values of z** are calculated by using the 
following equation: 

  z**=(-loge(’))1/2                        (5) 
where ’ is the normalized output variable whose values 
are between 0 and 1. ’ is calculated using following 
equation.  

’=
minmax

min






                        (6) 

Here, max is the maximum value of the output variable 
(), and min is the minimum value of . Then the 
weights wi (i=0,1,2,,9) are estimated by using the 
stepwise regression analysis [6] which selects useful 
input variables by using the PSS[3]. Therefore, only 
useful variables in Eq.(3) are selected and neuron 
architecture are organized by these selected useful 
variables.  

PSS is described by the following equation:  

UT=[ u1 , u2 , …, un ]                          (10) 
zk is the -th estimated value obtained by the multiple 
regression analysis of all the data. PSS criterion does 
not contain the statistical assumption in the regression 
model.  
   From these generated neurons, L neurons which 
minimize the PSS are selected. The output values (yi) of 
L selected neurons are set to the input values (ui) of the 
neuron in the output layer. 

ui=yi    (i=1,2,…,L)                     (11) 
(3) Output layer 

The inputs (ui) of the neuron in the output layer are 
combined by the following linear function. 





L

i
iiuwwz

1
0

                           (12) 

The useful intermediate variables (ui) are selected by 
using the stepwise regression analysis in which PSS is 
used as the variable selection criterion. Then, the 
estimated output values (z) is used as the feedback value 
and it is combined with the input variables in the next 
loop calculation. 
2. Second and subsequent loop calculations 

First, the estimated output value (z) is combined 
with the input variables and all combinations between 
the estimated output value (z) and the input variables are 
generated. The same calculation as the first feedback 
loop is carried out for each combination. When PSS 
value of the linear function in (12) does not decrease, 
the loop calculation is terminated. The output values of 
the neural network (*) are calculated from z as follows: 

* =exp(-z2)                             (13) 
So, in the last feedback loop, the neuron architecture 
becomes as follows: 
: (Nonlinear function)    





L

i
iiuwwz

1
0

                         (14) 

f : (Nonlinear function)     
* =exp(-z2)                           (15) 

By using these procedures, the revised GMDH-type 
neural network can be organized.  
 

III. APPLICATION TO THE MEDICAL 
IMAGE ANALYSIS OF CANCER OF THE 

LIVER  
 
   In this study, the regions of cancer of the liver were 
recognized and extracted automatically by using the 
revised GMDH-type neural network. Multi-detector row 
CT (MDCT) images of the liver are used in this study. 
In the recognition procedure, the revised GMDH-type 
neural network is organized to recognize the liver 
regions and then the regions of cancer of the liver are 
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        gi (x1,x2,,xp) 
Output layer: 

       : (Nonlinear function)  
z =  wi gi (x1,x2,,xp) 

f : (Nonlinear function) 
        * =exp(-z2) 
Fig.1 Architecture of revised GMDH-type  

neural network 
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 extracted. 
 

1. Extraction of the candidate image regions of the 
cancer of the liver. 

A liver image shown in Fig. 2 was used for 
organizing the revised GMDH-type neural network. The 
statistics of the image densities and x and y coordinates 
in the neighboring regions, the NN pixel regions, were 
used as the image features. Only five parameters namely, 
mean, standard deviation, variance and x and y 
coordinates were selected as the useful input variables. 
The output value of the neural network was zero or one. 
When NN pixel region was contained in the region of 
the liver, the neural network set the pixel value at the 
center of the NN pixel region to one and this pixel was 
shown as the white point. The neural networks were 
organized when the values of N were from 3 to 15. It 
was determined that when N was equal to 7, the neural 
network architecture had the smallest recognition error. 
Five useful neurons were selected in each hidden layer. 
Figure 3 shows the variation of PSS values in the layers. 
The calculation of the revised GMDH-type neural 
network was terminated in the sixth feedback loop. The 
PSS value in the first feedback loop was not small but 
the PSS value was decreased gradually through the 
feedback loops and the small PSS vale was obtained in 
the sixth layer. The revised GMDH-type neural network 
outputs the liver image (Fig.4) and the first 
post-processing analysis of the liver image was carried 
out. In the first post-processing of the output image, the 
small isolated regions were eliminated and the outlines 
of the liver regions were expanded outside by N/2 pixels. 
Figure 5 shows the output image after the first 
post-processing. The output image after the first 
post-processing was overlapped to the original image 
(Fig.2) in order to check the accuracy of the image 
recognition as shown in Fig.6. The recognized liver 
regions are accurate. The regions of the liver were 
extracted from the original image using the output 
image. Figure 7 shows the extracted image of the liver. 
The second post-processing such as the closing was 
carried out and the region of the liver which contained 
the abnormal regions was obtained as shown in Fig.8. 
Figure 9 shows the extracted image of the liver. The 
candidate image regions of cancer of the liver were 
extracted from Fig.9 using Fig.7 and shown in Fig.10. 
The recognition results were compared with those of the 
conventional sigmoid function neural network trained 
using the back propagation method. 
 
 
 
 
 
 
 
 
 
 

Fig.2 Original image  
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Fig.3 Variation of PSS in the revised GMDH-type  
neural network 

 
 
 
 
 
 
 
 
 
 

Fig.4 Output image of     Fig.5 Output image after 
the neural network        the first post-processing 

 
 
 
 
 
 
 
 
 
 

Fig.6 Overlapped image   Fig.7 Extracted image (1) 
 
 
 
 
 
 
 
 
 
 
Fig.8 Output image after    Fig.9 Extracted image (2) 
the second post-processing 
 
 
 
 
 
 
 
 
 
Fig.10 The candidate image regions of cancer of the 

 liver 
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2. Recognition results of the conventional neural 
network trained using the back propagation 
algorithm 

A conventional neural network trained using the 
back propagation algorithm was applied to the same 
recognition problem and the recognition results were 
compared with the results obtained using the revised 
GMDH-type algorithm. The conventional neural 
network had a three layered architecture, which was 
constructed using the input, hidden and output layers, 
and the same five input variables, which were mean, 
standard deviation, variance, x and y cordinates, were 
used in the input layer. Weights of the neural network 
were estimated using the back propagation algorithm 
and initial values of the weights were set to random 
values. The learning calculations of the weights were 
iterated changing structural parameters such as the 
number of neurons in the hidden layer and the initial 
values of the weights. The output images, when the 
numbers of neurons in the hidden layer (m) are 3, 5 and 
7, are shown in Fig.11. These images contain more 
regions which are not part of the liver and the outlines 
of the liver are not extracted with required clarity 
compared with the output images obtained using the 
GMDH-type neural network algorithm, which is shown 
in Fig.4. Note that, in case of the conventional neural 
network, we obtain many different output images for 
various structural parameters of the neural network and 
many iterative calculations of the back propagation are 
needed for various structural parameters in order to find 
more accurate neural network architecture. In case of 
the revised GMDH-type neural network, the optimum 
neural network architecture is automatically organized 
so as to minimize prediction error criterion PSS using 
heuristic self-organization method [4],[5] and many 
iterative calculations for various structural parameters 
are not needed because all structural parameters are 
automatically determined. 

V. CONCLUSION 
In this paper, the revised GMDH-type neural network 

algorithm was applied to the medical image analysis of 
cancer of the liver and the results of the revised 
GMDH-type neural network were compared with those 
of the conventional sigmoid function neural network 
trained using the back propagation algorithm. Structural 
parameters such as the number of feedback loops, the 
number of neurons in hidden layers and useful input 
variables are automatically selected to minimize 
prediction error criterion defined as PSS. In the case of 
the conventional neural network, we obtain many 
different output images for various structural parameters 
of the neural network and many iterative calculations of 
the back propagation are needed for various structural 
parameters in order to find more accurate neural 
network architecture. 

In this paper, the revised GMDH-type neural network 
algorithm was applied to the medical image analysis of 
cancer of the liver and it was shown that the revised 

GMDH-type neural network algorithm was a useful 
method for the medical image analysis of cancer of the 
liver because the neural network architecture is 
automatically organized so as to minimize the 
prediction error criterion defined as PSS. 
 

     
 
 
 
 
 
 
 
 
 
        (a) m=3                 (b) m=5 
 

   
 
 
 
 
 
 
 
 
 
                   (c)  m=7 
Fig.11 Output images of the conventional sigmoid 

 function neural network 
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Abstract: We propose to redesign a neural network used as a motion generator with bimanual coordination for
 upper limb prosthesis in order to improve its learning capability. We assumed that a wearer of the prosthesis
 is a unilateral amputee. In our previous work, we have proposed a prosthesis control system using a neural 
network that learns bimanual coordination in advance in order to smoothly implement motion with both hands.
 However, the previous proposed system has a problem that a neural network cannot generate desire coordina
ted motion in special cases. The reason is that a desire posture of the prosthesis is generated from only a cu
rrent posture of the healthy arm regardless of a current posture of the prosthesis. We propose to use both a 
healthy arm’s posture and prosthesis’ posture as neural network input in order to solve this problem. In this p
aper, we showed that a single neural network whose input is current posture of both arms can learn relation 
of coordinated motions of holding a box with different size and the newly proposed system can generate desi
red motions of the prosthesis for such coordinated motions through computer simulation. 
 
Keywords: Upper limb prosthesis, Motion generation, Bimanual coordination, Neural network. 

 
 

I. INTRODUCTION 

We focus on upper limb prostheses for above-elbow 
amputees. We targeted at a unilateral amputee. Upper 
limb prostheses are classified into several types in terms 
of control mechanism. In a myoelectric prosthesis, each 
joint is controlled by surface myoelectric signals, which 
are generated from muscles when a human moves it. 
Utah Arm [1] is a typical myoelectric prosthesis. A 
wearer can operate a myoelectric prosthesis according 
to its intention through myoelectric signals. However, 
operating a myoelectric prosthesis is hard for an above-
elbow amputee because it elbow is lost and its 
remaining muscles are few.  

Then we have focused on coordinated motions of 
both arms to increase an above-elbow amputee’s quality 
of life (QOL). Our basic idea is that an intelligent 
prosthesis moves according to a healthy arm’s motion 
and facilitates tasks with both arms such as holding a 
box with both arms. We have proposed a prosthesis 
control system using a neural network that learns 
bimanual coordination in advance in our previous work 
[2]. The trained neural network generates desired 
posture of the prosthesis from current posture of the 
healthy arm at each sampling time. A training dataset of 
the neural network is prepared from healthy volunteer’s 
motion through a motion capture system. We have 
shown that a neural network can learn a relation of five 

kinds of coordinated motions such as lifting up a box 
and turning a steering wheel with both hands. A trained 
neural network can generate desired prosthesis’ motion 
for healthy arm’s motion with different speed from the 
training dataset due to its generalization capability. 

However, the previous proposed system has a 
problem that a neural network cannot generate desire 
coordinated motion in special cases. For instance, when 
a wearer holds a box with both hands, relation of 
posture of both arms depends on size of the box. It 
means that desire posture of the prosthesis for the same 
posture of the healthy arm is determined by size of the 
box. A single neural network whose input is current 
posture of the healthy arm cannot learn relation of 
coordinated motions of holding a box with different size 
simultaneously. The reason is that the same desire 
posture of the prosthesis is generated from the same 
posture of the healthy arm in the single neural network. 

We propose to use both a healthy arm’s posture and 
prosthesis’ posture as neural network input in order to 
solve this problem. In the previous proposed system, 
current posture of the prosthesis is ignored when the 
desired posture of the prosthesis is generated. On the 
other hand, in the newly proposed system, desired 
posture of the prosthesis is generated from current 
posture of both the prosthesis and the healthy arm. In 
this paper, we showed that a single neural network 
whose input is current posture of both arms can learn 
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relation of coordinated motions of holding a box with 
different size and the newly proposed system can 
generate desired motions of the prosthesis for such 
coordinated motions through computer simulation. We 
also showed experimental results using the previous 
proposed system, which cannot learn those coordinated 
motions properly for comparison. 

 

II. MOTION GENERATOR 

1. Prosthesis control system 
We propose a new prosthesis control system using 

coordinated motion of both arms as shown in Fig.1. 
This system is composed of a motion capture system, a 
motion generator and a prosthesis controller. The 
motion capture system measures rotation angles of the 
healthy arms' joints. The motion generation system 
generates the desired posture of the prosthesis from the 
current posture of the healthy arm and the prosthesis. 
These postures are represented in rotation angles of 
each arm's joints. The controller drives actuators of the 
prosthesis according to the desired posture.  

The motion generator is implemented by using a 
neural network. The motion generator needs to learn a 
relation between primitively coordinated motions of 
both arms before an amputee wears the prosthesis. 
Motion of a healthy man is used for the training of the 
motion generator. 
 

Fig.1. The proposed prosthesis control system 
 

2. Redesign of the motion generator 
A difference between the newly proposed system 

and our previous proposed system [2] is input of the 
motion generator. Inputs of the newly proposed motion 
generator are the current posture of the healthy arm and 
the current posture of the prosthesis as shown in Fig.2. 
On the other hand, inputs of the newly proposed motion 
generator are the current posture of the healthy arm and 

the current posture of the prosthesis as shown in Fig.2. 
As mentioned in Section I, the previous motion 
generator cannot generate desire coordinated motion in 
special cases. An example of the special cases is shown 
in Fig.4. There are the two movement patterns in which 
the initial posture of the healthy arm is the same. The 
previous motion generator cannot learn the two 
movement patterns simultaneously. The reason is that 
the two different postures of the prosthesis cannot be 
generated from the same posture of the healthy arm. 
Thus the previous proposed motion generator can learn 
only either Case 1 or Case 2 in Fig.4. It means that the 
previous motion generator can learn only a coordinated 
motion of holding a box in either Case 1 or Case 2. To 
solve this problem, the current posture of the prosthesis 
is needed in motion generation as shown in Fig.2.  

 
 
 
 
 
 
 
 
 
 
Fig.2. The newly proposed motion generator 
 
 
 
 
 
 
Fig.3. The newly proposed motion generator 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4. An example of the special relationship of the both 
arm 
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III. EXPERIMENT 

1. Experimental setup 
We compared the two motion generator by using a 

training dataset including the special cases as shown in 
Fig.4. The training dataset of the two motion generator 
was prepared through a kinematics model of both arms 
rather than a motion capture system because accurate 
postures of both arms should be given. A posture of the 
healthy arm is represented by the seven rotation angles; 
the three rotation angles of the shoulder, the single 
rotation angle of the elbow and the three rotation angles 
of the wrist. 

In this paper, we targeted at the special cases. We 
simplified the experiments as much as possible. 
Rotation angles of the wrist were always set to be zero. 
Data length of movement patterns was possibly reduced. 
Training dataset was generated from movements of 
moving a box. The 9 kinds of movement patterns were 
made from the 3 different speed and width of both arms 
under the condition where the movement of the healthy 
arm is always the same. Fig.5 shows input data of the 
training dataset. The solid line in Fig.5 is a rotation 
angle of the healthy arm. The dashed line in Fig.5 is a 
rotation angle of the prosthesis. In Fig.5, the 9 kinds of 
movement patterns were a series signal. 

We used the 4-layer neural networks as motion 
generators. In the previous motion generator, a 7-x-y-7 
networks was used. In the previous motion generator, a 
7-x-y-7 networks was used. The number x and y of 
neurons in hidden layers was determined through 
optical design proposed in [3]. It means that best 
performance of the previous motion generator and the 
newly proposed motion generator was evaluated. 

We showed the experimental results in Fig.6 and 7. 
Fig.6 shows that the newly proposed motion generator 
can successfully generate the desired posture of the 
prosthesis for all the 9 kinds of movement patterns. On 
the other hands, Fig.5 shows that the previous motion 
generator cannot generate the desired posture of the 
prosthesis. The reason is that the movements of the 
healthy arm are the same and those of the prosthesis are 
different. That is, a neural network cannot generate 
different outputs from the same inputs. These 
experimental results showed that the newly proposed 
motion generate worked successfully in the special case 
under the condition where patterns of the same 
movements of the healthy arm and the different 

movements of the prosthesis was included in the 
training dataset. 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.5. Input data given to motion generators 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6. Comparison of the training data and the output of 
the newly proposed motion generator 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7. Comparison of the training data and the 

output of the previous motion generator 
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   IV. DISCUSSION 

From the results of Fig.6, the newly proposed 
motion generator can generate desired posture of the 
prosthesis even in the special cases. The reason is that 
current posture of the prosthesis is given to the motion 
generator. 

Desire posture of the prosthesis is a future posture 
by one sampling time. The current posture and the 
desire posture of the prosthesis are very near. Thus it is 
expected that the newly proposed motion generator can 
generate the desired motion more accurately than the 
previous one because the current posture of the 
prosthesis is available. 
 

VI. CONCLUSION 

This paper proposed the motion generator using both 
a healthy arm’s posture and prosthesis’ posture as its 
input. We demonstrated that the newly proposed motion 
generator can generate desired posture of the prosthesis 
under the special case. 
In the future work, performance of the newly proposed 
motion generate will be evaluated by using practical 
movement patterns. 
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Abstract: In this paper, we propose midpoint-validation algorithm for Support Vector Machine, which improves the 

generalization of support vector machine so that midpoint-validation error is minimized. We compare its 

performance with the other paper techniques of support vector machine and also tested our proposed method on fifth 

benchmark problems. The results obtained from the simulation shows the effectiveness of the proposed method. 
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1. Introduction 
 

Support vector machine (abbr. SVM) proposed by 

Vapnik [1] is one of the most influential and powerful 

tools for solving classification[2-6]. The main concept 

is based on the formation of a Lagrange multiplier 

equation combining both objective terms and 

constraints. The most attractive notions are the idea of 

the large margin and kernel. It has produced a 

remarkable performance in a number of difficult 

learning tasks without requiring prior knowledge and 

with guarantee on its generalization behavior dues to 

the method of structural risk minimization. 

A number of improved SVM have been proposed to 

improve the generalization. Weston [8] proposed an 

algorithm to leverage the Universum by maximizing the 

number of observed contradictions, and showed 

experimentally that this approach delivers accuracy 

improvements over using labeled data alone. 

Raicharoen [12] proposed the learning algorithms that 

do not need any kernel functions to map the input 

vectors into a linearly separable feature space. The 

separability is based on the critical Support vectors 

essential to determine the locations of all separating 

hyperplanes. A separating hyperplane is placed in the 

middle of the line connecting two support vectors, one 

from each class, and it is also orthogonal to this line.  

We proposed a midpoint-validation method which 

improves the generalization of neural network (Tamura 

& Tanno, Oct. 2008[9]). This method creates midpoint 

data in input space, and calculates criteria using the 

midpoint data and previous training data. We stop 

training as soon as the criteria is higher than it was the 

last time it was checked. Further, we proposed the 

adjustment method of SVM from the result obtained 

from the SVM that used the midpoint data (Tamura & 

Tanno, Jul. 2008[10]). This method is adjusted for 

threshold value in order for the output of the midpoint 

data to be set to nearly 0. This technique had better 

results than SVM, Multilayer Perceptron using 

midpoint-validation method or cross-validation method. 

In this paper, we propose midpoint-validation 

algorithm, which improves the generalization of SVM 

so that midpoint-validation error is minimized. This 

idea applies midpoint-validation method to learning 

algorithm of SVM and has the new rules of adjustment 

method. We compare performance of midpoint-

validation algorithm with those of the SVM, soft 

margin SVM, SVM using midpoint-validation method 

and tested our proposed method on fifth benchmark 

problems. The simulation results carried out shows the 

effectiveness of the midpoint-validation algorithm. 

The rest of this paper is organized into six sections. 

Section 2 reviews the concept of original SVM 

algorithm. Section 3 introduces Midpoint-Validation 

Method for SVM about paper [10]. Section 4 presents 

our proposed midpoint-validation algorithm for SVM. 

Section 5 provides the experimental results performed 

with several benchmark data and compares them with 

the others’. Section 6 concludes the paper. 

 

2. Review of SVM 
 

The SVM is a mechanical learning system that uses a 

hypothesis space of linear functions in a high 

dimensional feature space. Assume the training sample 

)),(),....,,(( 11 NN yyS xx=  consisting of vectors xi ∈R with 

i=1,..., N , and each vector xi belongs to either of the 

two classes. Thus it is given a label yi ∈{-1,1}. The 

pair of (w,b) defines a separating hyper-plane of 

equation as follows: 

0),( =+ bxw                          (1) 
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However, Eq.(1) can possibly separate any part of 

the feature space, therefore one needs to establish an 

optimal separating hyper-plane (abbr. OSH) that 

divides S leaving all. The points of the same class are 

accumulated on the same side while maximizing the 

margin which is the distance of the closest point of S. 

The closest vector xi is called support vector and the 

OSH(w',b') can be determined by solving an 

optimization problem. The solution of this optimization 

problem is given by the saddle point of the Lagrangian. 

Maximize margin  ),(
2

1
ww  

Subject to   1))(( ≥+⋅ by ii xw               (2) 

To solve the case of nonlinear decision surfaces, the 

OSH is carried out by nonlinearly transforming a set of 

original feature vectors xi into a high-dimensional 

feature space by mapping Φ: xi → zi and then 

performing the linear separation. However, it requires 

an enormous computation of inner products (Φ(x)・

Φ(xi)) in the high-dimensional feature space. Therefore, 

using a Kernel function which satisfies the Mercer’s 

theorem significantly reduces the calculations to solve 

the nonlinear problems. In this paper, we used the 

Gaussian kernel given in Eq.(3) as the kernel function 

while the SVM decision function )(xg  and output of 

SVM are as given in Eq.(4), (5). 
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3. Midpoint-Validation Method [10] 

3.1 Creation of Midpoint Data 

 
Fig 1.  Flow of Midpoint Data Creation Algorithm 

Midpoint data are created from the existing known 

training data which has different teacher signal. The 

midpoint data created is midpoint of the known training 

data and it is expected that by doing so, the 

generalization would improve. As for the teacher signal, 

it is assumed to have two classes (-1or 1). Training data 

groups that belongs to each teacher signal is assumed to 

be D0 and D1.The creation process of the midpoint data 

from training data groups D0 is stated as Fig 1.  

This processing is done by all training data, and 

midpoint data is created. Midpoints data (x, y) are made 

up from Step1 to Step5. 

3.2 Midpoint-validation method for SVM  

 
Fig 2.  Flow of Midpoint-Validation Method for SVM 

 

We introduce the adjustment method of SVM from the 

result obtained from the SVM that used the midpoint 

data created with Section 3.1. First, SVM is created 

using known training data. Next, the output value of 

SVM of the midpoint data and training data are 

computed. It is assumed that the desired output of SVM 

by the midpoint data is a value as nearly 0. Therefore, 

we assume that the midpoint data is near to the 

classifier line. Then, B from Eq.(6) is adjusted so that 

the SVM output of the midpoint data may become close 

to 0. The method is shown in Eq.(8), where M is 

number of midpoint data.  

 

Bgh += )()( xx         (6) 

))(( xhsignO =             (7) 

∑
=

−=
M

m

mg
M

B
1

)(
1

x         (8) 

Therefore, SVM is adjusted in order for the output of 

the midpoint data to be set to nearly 0. We call this 

technique midpoint-validation method for SVM. The 

flow of this method is shown in Fig 2.  

Midpoint-validation method is applicable to all the 

techniques of SVM and it is also easy since only one 

value of parameter B has to be computed.  
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4. Midpoint-Validation Algorithm 
 

The published paper [10] showed that it was effective 

to use midpoint data in input space. The method of 

paper [10] is only adjusted for parameter B in order for 

the output of the midpoint data to be set to nearly 0. 

But parameter w were not adjusting. Then, our 

proposed new method used midpoint data to learning 

algorithm of SVM. 

We propose midpoint-validation algorithm for SVM, 

which improves the generalization of SVM so that 

midpoint-validation error in input space is minimized.  

Eq.(9) is objective function of midpoint-validation 

error.  

 

                                              
(9) 

 

Eq.(9) of midpoint-validation error is computed 

simultaneously. Furthermore, the state of SVM in case 

midpoint-validation error is the minimum is saved for 

use model. When midpoint-validation error is 1.0 or 

more, our proposed technique judges that deviation is 

large than margin of SVM and midpoint-validation 

method [10] is applied. We call this technique 

midpoint-validation algorithm for SVM. The flow of 

midpoint-validation algorithm is shown as below. 

 

 
Fig 3.  Midpoint-Validation Algorithm for SVM 

 

Improvement in generalization capability is more 

expectable by abolishing the deviation of the classifier 

line in input space by this proposed method using 

midpoint-validation error.  

5. Simulations 
 

In order to test the effectiveness of the midpoint-

validation algorithm, we compared its performance 

with those of the original SVM (from our simulation 

results using Eq.(4) and Eq.(5)), SVM using midpoint-

validation method [10] and tested our proposed method 

on several benchmark problems. We also applied it to a 

realistic ‘real-world’ problem. The data set was created 

by Johns Hopkins University and obtained from the 

database [7]. In this paper, we tested on several 

benchmark problems of Ionosphere, Pima Diabetes, 

Wisconsin breast cancer (Wisconsin), Sonar and Liver 

Disorders. We performed only one time using the 

proposed method. All experiments are the same 

conditions as database [7] in terms of separating the 

training data and test data. In this simulation, we used 

e1 was 1e-6.  

We performed 10 trials (The value of Gaussian 

kernel parameter σ of different 10) with each method 

and the simulation results are shown in Table 1. The 

number of training data vectors, number of test data 

vectors and the dimensions of the data vectors are set to 

n1 be, n2 and d respectively. These three values of n1, 

n2 and d used in our experiments are shown in Table 1. 

And, M is number of midpoint data. The results of 

SVM using midpoint-validation algorithm are better 

than SVM in fifth benchmark problems. The midpoint-

validation algorithm almost has improved SVM in this 

simulation results. Although midpoint-validation 

algorithm is almost the same as midpoint-validation 

method, midpoint-validation algorithm has better 

results in the conditions of good parameters.   

The comparison between SVM using midpoint-

validation algorithm and other paper technique are 

summarized in Table 1. We compare its performance 

with those of soft margin SVM from software 

LIBSVM [11] (C-SVC). The other SVM experimental 

results are obtained from the published papers [12]. 

The results show that the proposed method has the best 

performance in two benchmark problems. But 

published paper [12] results showed the best 

performance in Sonar problem and Liver Disorders, 

where as in other problems the proposed method has 

better or same results. The method of paper [12] 

resembles our proposed method by creating a kernel 

using midpoint data.  From Table 1, our proposed 

method and paper [12] technique have a speciality and 

a non-speciality by problem. 

 

 

 

 

1
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Table 1. Simulation Results (Testing Correctness [%]). 

* t-test (significance level of 5%) had statistical significance than SVM 

 

 

 

 

6. Conclusions 
 

SVM performs the large margin in the feature space. 

However, many experiment results showed that the 

boundary line created by SVM has deviation in input 

space. The deviation of SVM is considered to have 

been generated under the influence of kernel function 

parameter. Moreover, it is thought that “overfitting” 

was caused in SVM. Therefore, we think that the 

adjusting method gives SVM the improvement result in 

many problems by using the new function made by 

using the middle point data. The new function is one 

standard of fine-tuning to finality. 

In this paper, we proposed a midpoint-validation 

algorithm which could be utilized to improve the 

generalization of SVM. The simulation results on some 

benchmark problems showed that proposed method be 

able to find the best performance in the two benchmark 

problems. The midpoint-validation algorithm had 

improved the deviation of the output of SVM by kernel 

function using midpoint data and also simpler than the 

previous SVM algorithm. Moreover, we think that the 

proposed method has eased the condition of the 

labyrinthian problem by using the average value of 

midpoint data outputs for Eq.(8), (9).  

How to select more optimal parameter of proposed 

method can be further studied. 
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SVM C-SVC[11] CSVM[12] SVM+MV[10] Proposed Method Dataset 
(n1,n2 ×××× d) Ave Best - - Ave Best Ave Best 

Ionosphere 
(200,151 ××××34)   M=15 

88.7 

 

97.4 

 

98.0 

 

92.7 

 

89.8 

 

97.4 

 

87.2 98.0 

 

Pima Diabetes 
(576,192 ××××8)     M=79 

77.5 

 

77.6 

 

81.3 

 

82.3 

 

80.1* 

 

81.3 

 

80.6* 81.7 

 

Wisconsin 
(342,341 ××××9)     M=12 

91.7 

 

97.1 

 

98.8 

 

- 

 

98.5* 

 

98.5 

 

98.4* 98.8 

 

Sonar 
(104,104 ××××60)   M=9 

92.1 

 

93.3 

 

87.5 

 

98.1 

 

92.3 

 

93.3 

 

91.9 

 

93.3 

 

Liver Disorders 
(230, 115××××6)     M=30 

63.3 63.5 51.3 81.4 77.0* 77.4 77.2* 

 

78.3 
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Abstract: In this study, we proposed the analog-digital circuit for sound localization based on the biological auditory 
system.  The proposed circuit is constructed with the delay line and the comparator.  The delay line was constructed 
with the simple analog circuits of current mode.  The NOR circuit was used as the comparator.  The current mode 
delay line was evaluated by the simulation program with integrated circuit emphasis (SPICE).  The test circuit was 
fabricated by discrete metal oxide semiconductor (MOS) transistors on the breadboard.  The result with SPICE and 
the measured results of the test circuit showed that the time for transmitting the signal of the current mode delay line 
becomes short when the sound of the target is large.  When the sound of target is small, the time for transmitting the 
signal became long.  The proposed circuit for sound localization was evaluated by SPICE.  The result with SPICE 
showed that the circuit can generate the signal for detecting the position of the sound of the target.  We can realize 
novel target tracking system by applying the novel circuit based on the biological auditory system to the previous 
proposed tracking system based on the biological vision system. 
 
Keywords: sound localization, auditory system, tracking system, analog circuit, digital circuit, 

 

I. INTRODUCTION 

It is necessary for robotics vision, monitoring system 
and collision avoidance system to capture quickly the 
target in the center of the visual field.  However, it is 
difficult for the typical systems using only vision system 
since the system can not detect the target when the 
target is not projected on the visual area.  Both the 
vision system and the auditory system exist in the brain 
of the animal.  The animal can capture the target in the 
center of the visual area by using auditory system which 
can process the sound information of the target and 
detects the position of the sound, even if the target is not 
projected on the visual area. 

Recently, many researchers proposed and fabricated 
the simple circuit for target tracking system based on 
the biological vision system [1]-[3]. Since the circuits 
were proposed by mimicluing only the vision system, 
the system could not track the target when the target 
was not projected on the photodiode array which is 
input part.  And the system could not track the target in 
the lightless situation since the dynamic range against 
light intensity of the circuit was small.  If the circuit 

based on the vision system is connected with the circuit 
based on the auditory system, it is able to track the 
target in various situations.  However, there are no 
simple circuits based on the auditory system. 

L. A. Jeffress proposed the model for sound 
localization based on the biological auditory system [4].  
The model is constructed with the delay line and the 
comparator.   

In this study, we proposed the simple analog-digital 
circuit for sound localization based on the model by 
Jeffress.  We tried to propose the simple analog circuit 
for delay line.  We call the delay line the current mode 
delay line.  The NOR circuit was used as the 
comparator.  The results with the simulation program 
with integrated circuit emphasis (SPICE) and the 
measured result of the test circuit fabricated by discrete 
metal oxide semiconductor (MOS) transistors on the 
breadboard showed that the current mode delay line can 
operate normally.  The results with SPICE showed that 
the proposed circuit can generate the signal for 
detecting the position of the sound of the target. 
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II. SOUND LOCALIZATION MODEL 

  Figure 1 shows the model for sound localization 
proposed by Jeffress [3].  The model is constructed 
with the delay line constructed with the delay neuron D 
and the comparator C.  Iright and Ileft are input signal 
generated by the right ear and the left ear, respectively.  
When the sound of the target is large, Iright and Ileft 
become large.  Inversely, Iright and Ileft are small when 
the sound of the target is small.  Iright is input to the 
delay line (right).   Ileft is input to the delay line (left).  
Iright transmits the delay line (right) from Dn to D1.  Ileft 
transmits the delay line (left) from D1 to Dn.  Therefore, 
delay neurons output the signal sequentially.  When 
Iright (Ileft) is large, the delay time tdelay for transmitting 
the delay line (delay time) is short.  When Iright (Ileft) is 
small, the time tdelay is large.  The delay times of the 
delay line right and left are tdright and tdleft, respectively.  
The comparator inputs the output signals of delay 
neurons.  When both delay neurons output the signal, 
the comparator outputs the signal.  The model can 
detect the position of the sound by detecting the position 
of the comparator which outputs the signal firstly. 
  When the sound of the target is located in the center 
of the model, Iright is equal to Ileft.  Then, the 
comparator located in the center outputs the signal, 
since tdright is equal to tdleft.  When the sound of the 
target is located in the right of the model, Iright is larger 
than Ileft.  Then, the comparator located in the left 
outputs the signal since tdright is shorter than tdleft.  
When the sound of the target is located in the left of 
model, Iright is smaller than Ileft.  Then, the comparator 
located in the right outputs the signal.  Thus, the model 
has the function of the sound localization.  As shown 
in Fig. 1, we call the cell constructed with two delay 
neurons and one comparator the Unit. 

 
 

Ⅲ. SOUND LOCALIZATION CIRCUIT 
  The unit circuit of the delay line is shown in Fig. 2.  

Since the unit circuit is operated by the current mode, 
we call the delay line constructed with the unit circuits 
the current mode delay line. 
  The unit circuit is constructed with 9 MOS transistors 
and 1 capacitor.  The unit circuit corresponds to the 
delay neuron in Fig. 1.  Iin is the input current.  Iin 
corresponds to Ileft in Fig. 1, when the unit circuit is 
used as D1 of the delay line (left).  It is assumed that Iin 
(Iright and Ileft) is the signal generated by the microphone.  
When the sound of the target is large and small, Iin is 
large and small, respectively. 
  Iin flows into the integration circuit constructed with 
the capacitor Cn and the nMOS transistor Mn1. The 
voltage VC is represented by 

 0d
n

in
C Vt

C
IV +=    (1) 

V0 is the constant voltage, and V0 is equal to 0 V.  
The td is equal to the delay time.  The voltage VSW is 
represented by 

 ( ) DD
thDDC

thDD
SW V

VVV
VVV
−+

−
≅   (2) 

Vth is the constant voltage.  When VC is smaller than 
VDD-Vth, VSW is about the supply voltage VDD.  Then, 
the output current Iout is 0 since the pMOS transistor Mp1 
as the switch turns off.  When VC is larger than VDD-Vth, 
VSW is about 0.  Then, Iout becomes Iin since Mp1 turns 
on.  Iout is transmitted to the neighbouring unit circuit, 
and Iout is used as the input current of the neighbouring 
circuit. 

When Iin is large, the delay time td is short.  When Iin 
is large, Iout is early equal to Iin since the delay time td 
which is the time for increasing VC is short, as shown in 
eq. (1).  When Iin is small, Iout is slowly equal to Iin 
because td is long.  Thus, the proposed circuit in Fig. 2 
can be used as the delay neuron. 

Fig.2. The unit circuit of the current mode delay line.Fig.1. The model for sound localization by Jeffress. 
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(a) 

(b) 
Fig. 4. The simulation result of the unit circuit. (a) The 
result when Iin is 10 nA. (b) The result when Iin is 50 nA.  

 
Fig. 3. The structure of the NOR circuit. 

  The NOR circuit was used as the comparator in Fig.1.  
The NOR circuit is shown in Fig. 3.  The circuit is 
constructed with 4 MOS transistors.  V1 and V2 is input 
voltage.  VSW of unit circuit used to the delay line 
(right) is connected with the terminal of V1.  VSW of 
unit circuit used to the delay line (left) is connected with 
the terminal of V2.  VSW became 0 when the signal is 
transmitted to the unit circuit.  The circuit outputs the 
supply voltage VDD in the only case that V1 and V2 are 0.  
By detecting the position of the comparator which 
outputs firstly VDD, the proposed circuit can detect the 
position of the sound of the target. 
 
 
Ⅳ. SIMULATION AND EXPERIMENTAL 

RESULT 
We investigated the proposed unit circuit in Fig. 2 by 

using SPICE.  In all simulations, the model parameter 
of 1.5 μm CMOS process was provided.  The channel 
length and channel width of all MOS transistors was 3.0 
μm and 4.5 μm, respectively.  Cn was set to 100 pF.   
VDD was set to 5 V.  Vth was set to 4.25 V.  Vn was set 
to 0 V. 

Figure 4(a) shows output current Iout when the input 
current Iin is 10 nA.  The unit circuit outputted Iout after 
about 10 msec.  The delay time was about 10 msec.  
Figure 4(b) shows the output current Iout when the input 
current Iin is 50 nA.  The unit circuit outputted Iout after 
about 1 msec.  The delay time was about 1 msec.  
Thus, the delay time became short when the Iin became 
large. 

The current mode delay line constructed with 5 
proposed unit circuits was evaluated by SPICE.  Figure 
5 shows the simulation results.  Iin is the input current 
of the first unit circuit.  Iout is the output current of the 
5th unit circuit.  Iin was set to 10 nA.  After about 18 
msec, the 5th unit circuit output Iout. The delay time was 
18 msec.  We understand that the current mode delay 
line can transmit the signal. 
 In order to investigate the current mode delay line, 
the test circuit was fabricated on the breadboard by 

using discrete MOS transistors (nMOS: 2SK1398, 
pMOS: 2SJ184, NEC).  Figure 6 shows the photograph 
of the fabricated test circuit and the experimental 
equipment.  The current mode delay line was 
constructed with 3 unit circuits in Fig. 2.  VDD was set 
to 5 V.  Vth was set to 3.3 V.  Vin was set to 1.4 V and 
Vn was set to 0 V.   

Figure 7 shows the measured results of the test circuit 
of the current mode delay line.  Each VSW in Fig. 2 is 
shown in Fig. 7.  When VSW becomes 0, the signal is 
transmitted to the unit circuit.  The results in Fig. 7 
showed that the test circuit can transmit the signal. 
  The proposed circuit for sound localization was 
evaluated by SPICE.  20 unit circuits were arranged in 
one-dimensionally.  The construction is equal to that in 
Fig. 1.  Figure 8(a) shows the output voltages of 
comparators when the input current Iright was equal to 

Fig. 5. The simulation result of the delay line. 
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(a) 

(b) 
Fig. 8. The simulation result of the circuit for sound 
localization. (a) Output voltages when the sound of the 
target was located in the center. (b) Output voltages when 
the sound of the target was located in the right side. 

Fig. 6. The photograph of the fabricated test circuit and 
experimental. 

the input current Ileft.  Then, the sound of the target was 
located in the center.  Iright and Ileft were set to 20 nA.  
The comparators of Unit10 and Unit11 located in the 
center firstly outputs the voltage. 
  Figure 8(b) shows the output voltage of comparators 
when Ileft is smaller than Iright.  Then, the sound of the 
target was located in the right side.  Iright was set to 25 
nA.  Ileft was set to 20 nA.  The comparator of Unit3 
located in the left side firstly output the voltage.  The 
result with SPICE showed that the proposed circuit has 
the function of the sound localization. 
 
 

VI. CONCLUSION 

In this study, we proposed the analog-digital circuit 
for sound localization based on the biological auditory 
system.  The proposed circuit is constructed with the 
current mode delay line and the comparator.  The NOR 
circuit was used as the comparator.  The current mode 
delay line was evaluated by SPICE.  The test circuit of 
the delay line was fabricated by discrete MOS 
transistors on the breadboard.  The result with SPICE 
and the measured results of the test circuit showed that 
the delay time becomes short when the sound of the 
target is large.  When the sound of target is small, the 
delay time became long.  The result with SPICE 
showed that the proposed circuit can generate the signal 

for detecting the position of the sound of the target.  
We can realize novel target tracking system by applying 
the novel circuit based on the biological auditory system 
to the previous proposed tracking system based on the 
biological vision system. 
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Abstract: Monitoring changes in paddy field area is important since rice is staple food, and paddy agriculture is a major 

cropping system in Asia. For monitoring change in land surface, various applications using different satellites were 

researched in the field of remote sensing. However monitoring paddy field area with remote sensing is difficult due to 

the temporal change in land surface, and difference of spatiotemporal characteristics in countries and regions. In this 

paper, we applied artificial neural network to classify paddy field areas using moderate resolution sensor data that 

includes spatiotemporal information. Our aim is to automatically generate a paddy field classifier in order to create 

localized classifiers for each country and region. 

 

Keywords: artificial neural network, classification, Remote sensing, MODIS. 

 

 

I. INTRODUCTION 

Monitoring changes in paddy field area is important 

since rice is staple food and paddy agriculture is a major 

cropping system in Asia. For monitoring change in land 

surface, many satellites were launched and its 

applications were researched in the field of remote 

sensing. 

Monitoring paddy field area with remote sensing is 

difficult because a paddy has an annual cycle that can be 

classified into three main periods [1]: (1) the flooding 

and rice transplanting period, when the land surface is 

observed as water; (2) the growing period, when 

increasing vegetation index was observed; (3) the fallow 

period, when land surface is observed as soil. For 

monitoring change in land cover, moderate resolution 

remote sensing is effective because of the high 

frequency of these satellites to scan the same area. 

In the past research for paddy field area estimation 

using remote sensing, decision trees or stochastic 

analysis based methods using spatiotemporal 

information were proposed [1] [2]. On the other hand, it 

is difficult to apply the same models for different 

countries and regions. In this paper we applied artificial 

neural network to classify paddy field area using 

moderate resolution remote sensing data in order to 

automatically generate the classifier. 

II. METHOD 

Multi-Layered Perceptron 

Multi-layered perceptron (MLP) is a type of 

artificial neural network (ANN) that can approximate 

complex function by machine learning. In this research, 

we used MLP shown as Fig. 1 in order to learn a 

classification function of paddy field area from the 

MODIS data set.  

 

Fig 1. MLP Network Structure 

 

MLP consists of 3 layers: input layer with n neurons 

and a bias neuron, hidden layer with m neurons and a 

bias neuron, and output layer with K neurons. Each 

neuron is connected with every neuron in the next layer, 

and each connection has a weight value. When an input 
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signal x = {x1,x2,…xn} is given, jth output signal zj of 

hidden layer’s neuron and kth output signal yk of output 

layer’s neuron are calculated by following expressions: 









= ∑

=
i

n

i

jij xwfz
0

,   (1) 









= ∑

=
j

m

j

kjk zwfy
0

,   (2) 

where i = 0, 1, 2 … , n; j = 0, 1, 2 … , m; k = 0, 1, 2 … , 

K; f is the activation function, and z0 and x0 are bias 

neurons. Bias neuron always output 1.0 to next layer’s 

neurons. For activation function, Sigmoid function was 

used. 

MLP modifies each weight value using back 

propagation (BP) training [3]. Let be x
p 
={x1

p
,x2

p
,…xn

p
}, 

p = 1, 2, … , N is pth input signal, and t
p
 = {t1

p
,t2

p
,…tK

p
} 

is pth teaching signal. The teaching signal is true output 

signal that correspond to pth input signal x
p
 where 

projection function can be defined as follow  

( )
pp xgt = .   (3) 

When pth training pattern {x
p
, t

p
} is given, BP training 

modifies weights for minimizing mean square error E 

defined as following expression 

∑
=

−=
N

p

pp yt
N

E
1

21
.  (4) 

At the training step in BP training, the weight 

modification ∆wji(s) and ∆wkj(s) are defined as follows: 

( ) ( )1−∆⋅+
∂
∂

⋅−=∆ sw
w

E
sw ji

ji

ji µλ , (5), 

)1()( −∆⋅+
∂
∂

−=∆ sw
w

E
sw kj

kj

kj µλ , (6) 

where λ is a learning rate, and µ is a momentum rate. 

Each weight is commonly initialized by random value. 

As a result of training, MLP learns a function g(x) by 

modifying weight values. 

In this research, MLP was used as 2 class classifier 

such that classifies positive or negative (1 or 0) for 

paddy field class. However MLP output is continuous 

value, so that it is necessary to decide positive or 

negative from the continuous output value. In this 

experiment, pth final output was defined by following 

function. 



 >

=
otherwizenegative

yifpositive
Output

p

p θ
. (7) 

where θ is predefined threshold value. 

MLP learning result is unstable from the 

initialization problem that MLP learning falls into 

different local minima by the initial weight values. For 

resolving unstableness, combination with ensemble 

learning and MLP is commonly used. Ensemble 

Learning is a method for improving the stability of 

machine learning algorithms by using multiple learners. 

For ensemble method, bagging method was used [4]. 

bagging is a typical ensemble method that aggregates 

multiple training results. For aggregating, voting was 

used, as this is commonly used in bagging for classifier. 

Let L(x) be an aggregated learner, Ls(x) be a multiple 

weak learner where s = 1, 2, … , r; and c = 1, 2, … , C 

be class label. A robust learner L(x) is defined by 

following expression. 

})(;{maxarg)( cxLsxL s
c

== .  (8) 

Each learner is trained by using bootstrap samples [5]. 

Let T be training data set, training data subset Ts∈T for 

sth learner is constructed by using random sample. 

 

III. EXPERIMENT 

1. Paddy Field Area Estimation using Moderate 

Resolution Remote Sensing 

For this paper, we used MODIS (Moderate 

Resolution Imaging Spectoradiometer) data collected at 

Tokyo University of Information Sciences TUIS, Japan. 

TUIS receives satellite MODIS data over eastern Asia, 

and provides this data for open research use. 

Fig. 2 shows NDVI (Normalized Difference 

Vegetation Index) maps for north region of Kyushu, 

Japan in 3 different months (A, January; B, June; C, 

September) derived from 1-month composite MODIS 

sensor data. NDVI is a vegetation index defined by 

bands 1 and 2 (visible red and near infra-red).  

D of Fig. 2 shows the land-truth data provided by 

the Japanese Ministry of Land, Infrastructure, Transport 

and Tourism (JMLIT). The red colored pixels show that 

the paddy area ratio is larger than other land-use types 

in the corresponding 500m x 500m area. The land-truth 

data is provided in vector data format, so the data was 

converted into raster format of 500m scale pixel data (1 

pixel = 500m x 500m resolution) in order to use the data 

as the solution set.  

From these maps, it can be seen that paddy field 

areas' vegetation changes in period of time. However, it 
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is difficult to extract a generalized rule for paddy 

classification from this spatiotemporal information. 

Because annual cycle of a paddy is different in each 

countries and region, the changes in spatiotemporal 

information are different in each region. Our aim is to 

automatically generate a paddy classifier using artificial 

neural network and spatiotemporal MODIS sensor data 

shown as D of Fig. 2. 

 

A         B 

   
C       D 

   

Fig 2 NDVI maps and land-truth data for north  

region of Kyushu, Japan 

 

2. MLP Paddy Field Classifier 

In previous our research, we evaluate MLP paddy 

field classifier using spatiotemporal MODIS band 1 and 

band 2 (red and infra red) data [6]. From this result, 

proposed MLP paddy field classifier could not yield 

sufficient accuracy for practical use. For improving 

classification accuracy, we investigate using 3 bands as 

input signals. 

In the paddy field annual cycle, the features of 

paddy fields are vegetation, soil and water index. For 

vegetation index, NDVI was commonly used. NDVI is 

defined as follow. 

)/()( NIRREDNIRREDNDVI +−= ,  (9) 

where RED is visible red reflectance, and NIR is near 

infra-red reflectance. 

Similarly, for indices of soil and water, NDSI 

(Normalized Difference Soil Index) and NDWI 

(Normalized Difference Water Index) was proposed by 

W. Takeuchi and Y. Yasuoka [7]. NDSI and NDWI are 

defined as follows 

)/()( NIRSWIRNIRSWIRNDSI +−= ,    (10) 

)/()( SWIRREDSWIRREDNDWI +−= ,  (11) 

where SWIR is short wave infra-red reflectance. Short 

wave infra-red reflectance is corresponds to band 6 data 

in MODIS data set. Considering NDSI and NDWI, we 

additionally used band 6 data. 

In this paper, we prepared 4 different MLP Paddy 

field Classifier model shown in Table 1 for the 

evaluating improvement of accuracy using band 6 data. 

The differences of each model are input size n and 

hidden size m.  

In 3 bands models, 1 month part of input signals 

consists of band 1, band 2, and band 6. In 2 bands 

models, 1 month part of input signals consists of band 1 

and band 2. In 3 months models, input signals consist of 

bands data of January, June and September (2 or 3 x 3 

inputs). This 3 months correspond to 3 periods of the 

paddy annual cycle. In 11 months models, input signals 

consist of bands data of January to November per 1-

month (2 or 3 x 11 inputs). The band data of each 

month was derived from 1-month composite MODIS 

sensor data of 500m resolution.  

For teaching signal, land-truth data was used. This 

value is paddy or non-paddy (1 or 0), it were derived 

from digital national land information provided by the 

JMLIT. The parameters of MLP were defined by prior 

experiment. 

 

Table 1. MLP parameters for the paddy classifier  

using MODIS sensor data. 

 Parameters 

 n m K λ µ θ 

3 bands 3 months 9 9 1 0.25 0.05 0.3 

3 bands 11 months 33 33 1 0.25 0.05 0.3 

2 bands 3 months 6 6 1 0.25 0.05 0.3 

2 bands 11 months 22 22 1 0.25 0.05 0.3 

n: input size, m: hidden size, K: output size,  

λ: learning rate, µ: momentum rate, θ: output threshold 

 

3. Experimental Result 

In this experiment, we evaluated classification 

accuracy by using proposed paddy classifier. For 

evaluating classification accuracy, MODIS data was 

divided into 2 disjoint sub set, training data set and test 

data set, by using random sampling from the north 
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region of Kyushu, Japan shown in Fig. 1. The number 

of test data set was 10% of the number of training data 

set. Table 2 shows classification accuracy of the 

proposed paddy classifier.  

Table 2 shows the comparison of classification 

accuracy. It can be confirmed that 3 bands 11 month 

model yielded best total classification rate. In addition, 

3 bands models yielded better result compared with 2 

bands models in total and paddy classification rate. This 

result shows the effectiveness of using band 6 data in 

MLP paddy field classifier. 

On the other hand, in the classification rate for 

paddy field, 3 months models were tend to yield better 

result than 11 months models. This tendency was 

similar to previous our research. It is expected that this 

accuracy reduction was caused by increasing input size. 

Considering automatically generating paddy classifier, it 

is necessary to investigate feature selection methods 

because the annual cycle changes when the target region 

is changed. 

 

Table 2. The comparison of classification accuracy 

in proposed paddy classifier. 

 Correctly Classification Rate 

 Total Paddy Non-Paddy 

3 bands 3 months 0.879 0.746 0.908 

3 bands 11 months 0.908 0.714 0.953 

2 bands 3 months 0.873 0.719 0.908 

2 bands 11 months 0.876 0.707 0.915 

 

IV. CONCLUSION 

In this paper, we proposed MLP paddy field 

classifier using spatiotemporal MODIS band 1, band 2 

and band 6 data in order to automatically generate a 

classifier. From the computer simulation, we confirmed 

that the improvement of classification accuracy by 

additionally using band 6 data. This result shows the 

effectiveness of using band 6 data in MLP paddy field 

classifier. In addition the proposed paddy field classifier 

yielded 0.908 classification rate. Considering that 0.95 

or more accuracy is necessity for practical use, it can be 

concluded that proposed MLP paddy field classifier 

yields good result.  

In this experiment, we confirmed that error was 

occurred when convert into raster format from vector 

format for create land-truth data. It is expected that 

accuracy can be improved by the reducing this error. In 

addition, we plan to compare with other paddy classifier 

based on decision tree method, and other machine 

learning methods. 
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Abstract: Through the simulation of tracking method of neural network weight change on 2D plane, we noticed that it was 
hard for untrained users to observe the neural network weight performance on 2D plane in some cases.  To overcome this 
problem, this paper applied a transformation of the neural network weight trajectories on 2D plane to the learning type 
neural network direct controller.  The simulation results confirmed that if the trajectory of the neural network weight 
change on 2D plane had the simple structure, we could easily determine whether the leaning of the neural network was 
terminated.  However, if it had more complex structure, we could not determine.  The proposed transformation of the 
neural network weight trajectories to one dimensional values was useful for such cases 
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I. INTRODUCTION 
 
    Many studies have been undertaken in order to 
apply both the flexibility and the learning capability of 
neural networks to control systems.  Although many 
neural network controllers have been proposed, we still 
have to tune several parameters of neural networks in order 
to obtain a better neural network learning performance in 
practical applications.  A tracking method of neural 
network weight change has been proposed for better 
parameter tuning of the neural network controllers.  This 
tuning method derives a weight vector from whole neural 
network weights.  We can calculate an angle between this 
weight vector and a standard vector.  The neural network 
weight change can be directly drawn on 2D plane by the 
use of the norm of the weight vector and the above angle.  
Drawn trajectories on 2D plane are not affected by the 
plant dynamics in comparison with the observation of the 
squared error between the neural network output and the 
plant output.   
    We have applied our tracking method to several types 
of the neural network controllers and confirmed its 
usefulness.[1][2 [3][4]  However, we noticed through the 
simulation that it was hard for untrained users to observe 
the neural network weight performance on 2D plane in 
some cases.  To overcome this problem, this paper 
proposes a transformation of the trajectories on 2D plane 
to one dimensional values.  This transformation is to 
observe the velocity of weight change on 2D plane or its 
components.  That is, when this velocity is almost zero, 
we can easily determine that the neural network learning is 
terminated in comparison with the observation of only 
neural network weight trajectories on 2D plane.  The 

basic idea of this transformation was introduced by one 
example of the application to the learning type 
feedforward feedback neural network controller in my 
previous paper.[4]  However, in order to obtain more 
accurate examination, we should apply it to more simple 
neural network controller. 
     Thus, this paper applies a transformation of the 
neural network weight trajectories on 2D plane to the 
learning type neural network direct controller and 
examines details of its performance.  The reason of the 
choice of the direct controller is that this type controller 
has simplest structure and we can eliminate the effect of 
the feedback loop.  Simulation results introduce the cases 
such that it is hard for untrained users to observe the neural 
network weight performance on 2D plan.  Next, we 
confirm that our transformation of the neural network 
weight trajectories is useful for these cases. 
 
II. TRACKING METHOD OF NEURAL NETWORK  
   WEIGHT CHANGE 
 
        This section briefly explains the tracking method 
of the neural network weight change.  This tracking 
method is applied to the learning type neural network 
direct controller for the SISO plant.  Here, an output layer 
of the neural network has one neuron, the weights between 
the output layer and a hidden layer can be expressed as a 
vector ω and the weights between the hidden layer and the 
input layer can be expressed as a matrix W.  For 
simplicity, the neuron number of the input layer is equal to 
that of the hidden layer.  That is, the weight matrix W is a 
square matrix.  The tracking method uses the following 
steps. 
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(Tracking method of neural network weight change) 
(1) We can derive one weight vector Γ from the neural 
network weight vector ω and weight matrix W as follows: 
 
!

T
 = ["1 " n W1 1 W1 nW2 1 W2 n Wn 1 Wn n]   (1) 

 
where n is the neuron number both the input layer and the 
hidden layer.  
 
(2)We must define a standard vector Γ0.  Any vector 
which is of same order as that of the weight vector Γ, can 
be selected as the standard vector.  For example, the 
weight vectors derived from the initial neural network 
weights, the final neural network weights and so on. 
 
(3) We can calculate an inner product of the weight vector 
Γ and the standard vector Γ0 because these vectors are of 
the same order.  We can also calculate the angle between 
the weight vector Γ and the standard vector Γ0 as follows: 
 

  X = ! cos ", 
  Y = ! sin "                    (2) 

! = cos-1 (
<"0#" >

"0 # "
)

                         (3) 
 

where <!0"! > is the inner product between the vector 

Γ0 and the vector Γ, and !  is the norm of the vector Γ. 
 
(4) We can draw a new weight performance on the 2D 
plane by the use of X and Y in equations (2) and (3). 
 

Neural

Network Plant

+

-Yd

YU

z -1

z

z-1

 
 
Fig.1 Block diagram of neural network direct controller for  
     second order discrete time plant. 
 
III. SIMULATION 
 
     This paper applies the tracking method of the neural 
network weight change to the learning type neural network 
direct controller. The simulated plant is follows:   
 
Y(k) = - a1Y(k-1) - a2Y(k-2)  
       +U(k-1) +bU(k-2) -a3Y(k-3)+ CnonY

2
(k-1)    (4) 

 
where Y(k) is the plant output, U(k) is the plant input, k is 

the sampling number, a1, a2 and b are the plant parameters, 
a3 is the parasite term, and Cnon is a nonlinear term.  For 
this simulation, a1=-1.3, a2=0.3, b=0.7, a3=-0.03 and 
Cnon=0.2 are selected.  The rectangular wave is also 
selected as the desired value Yd.   The output error ε and 
the cost function J are defined as follows: 
 
!(k)=Yd(k)-Y(k)                                (5) 

  
J(p)=

1

2
!2(k)"

k = 1

#

                            (6) 
 
where p is the trial number and ρ is the sampling number 
within one trial period.   
      For this simulated plant, the neuron number n in 
both the input and the hidden layers is 4.  The neural 
network input vector I is defined as the following equation. 
 
I
T
(k) = [Yd(k+1) Y(k) Y(k-1) U(k-1)]               (7) 

 
We select the following sigmoid function f(x) as the 
input-output relation of the hidden layer neuron. 
 

f(x)=
Xg{1-exp(-4x/Xg)}

2{1+exp(-4x/Xg)}                           (8) 
 
where Xg is the parameter which defines the sigmoid 
function shape.  The neural network output U(k) is 
composed as follows: 
 

  U(k) = !T(p)f{W(p)I(k)}                          (9) 
 
The block diagram of the learning type neural network 
direct controller is shown in Fig.1.  The learning rule of 
this neural network controller is designed so as to 
minimize the cost function J.  When we apply the δ rule 
to this learning rule, it is expressed as 
 

Wij(p+1) = Wij(p)+! ["(k)#i(p)Ij(k-1)f
,
{ Wij(p)Ij(k-1)}]!

j=1

n

!
k=1

$

 
                                            (10) 

! i(p+1) = !i(p)+"f [ {Wij(p) (#(k)Ij(k-1))!
k=1

$

}!
j=1

n

]
     (11) 

 
where η is the parameter to determine the neural network 
learning speed.  We select the weight vector derived from 
the initial neural network weights as the standard vector Γ0 
of the equations (2) and (3) 
     In order to realize the easier expression of the neural 
network weight performance for untrained users, this paper 
proposes a transformation of the trajectories on 2D plane 
to one dimensional values as follows: 
 

 Vwx (p) = X(p+1) – X(p)                       (12) 
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 Vwy (p) = Y(p+1) – Y(p)                       (13) 
 

Vw (p) = (Vwx (p))2+(Vwy (p))2
             (14) 

 
        As shown in eq.(14), Vw in eq.(14) is the 
velocity of neural network weight change on 2D plane.  
Vwx and Vwy show the X and Y components of the 
velocity Vw respectively   That is, when the velocity Vw 
is almost zero or both its X and Y components Vwx and 
Vwy are almost zero, we can easily determine that the 
neural network learning is terminated.  Eqs.(12)-(13) is  
our proposed method. 
   Fig.2 shows the example 1 of the trajectory of the 
neural network weight change on 2D plane.  It can be 
drawn through the use of eqs.(2) and (3).  It has the 
simple structure and we can easily observe that the neural 
network weights convergence as shown here.  Figs.3 and 
4 show the example 2 of the trajectory of the neural 
network weight change on 2D plane and its expansion 
respectively. This example of the trajectory has more 
complex structure and it is difficult to observe the neural 
network weight performance on 2D plane.  If we can 
expand the example 2 as shown in fig.4, we can observe 
the fine structure of the neural network weight 
performance, but this work requires big effort for the 
untrained users.  
      Fig.5 shows the velocity Vw of the neural network 
weight change on 2D plan for example 2.  As shown here, 
Vw has the simple structure and the untrained users can 
easily determine whether the learning of the neural 
network is terminated or not.  Vw is similar to the cost 
funtion J, but they are different because the cost function is 
affected by the plant dynamics.  We can not observe the 
large vibration of the neural network weight change on 2D 
plane through the use of Vw.  If this information is 
important for some applications, Vwx and Vwy in eqs.(12) 
and (13) are useful. 
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Fig.2 Example 1 of trajectory of neural network 
         weight change. 
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Fig.3 Example 2 of trajectory of neural network 
         weight change. 
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Fig.4 Expansion of example 2. 
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Fig.5 Vw for example 2. 
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      Figs.6 and 7 show Vwx and Vwy for example 2 
respectively.  As shown in these figures, we can observe 
the vibration of the neural network weight change and we 
can easily determine whether the learning of the neural 
network is terminated or not. Fig.8 shows the example 3 of 
the trajectory of the neural network weight change on 2D 
plane.  It is another example which has more complex 
structure.  However, Vw, Vwx and Vwy are also useful 
for this more complex structure. 
 
IV. CONCLUSION 
 
       This paper applied the transformation of the 
neural network weight trajectories on 2D plane to the 
learning type neural network direct controller and the 
simulation results examine details of its performance.  
They confirmed that if the trajectory of the neural network 
weight change on 2D plane had the simple structure, we 
could easily determine whether the leaning of the neural 
network was terminated.  However, if it had more 
complex structure, we could not determine.  The 
transformation of the neural network weight trajectories to 
one dimensional values was useful for such cases.  This is 
because these one dimensional values have simple 
structure and the untrained users can easily observe the 
neural network weight performance through the use of 
these values. 
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Fig.7 Vwy for example 2. 
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Abstract:  

Verbal communication is essential for human society. Nonverbal communication, on the other hand, is more widely 

used not only by human but also other kind of animals. Predictive function is important for human and other animals to 

adapt for the constantly changing environment and to communicate smoothly with other members of the society. The 

“real time” response cannot be realized without this function by humans and other animals which is not equipped with 

the fast response system of milliseconds. In our study, we investigate how human overcome the inevitable time delay 

and generate synchronized motion, based on the mutual tracking experiment. 

 

Keywords: Nonverbal communication, Mutual tracking, Prediction mechanism. 

 

I. INTRODUCTION 

Verbal communication is essential for human society. 

Nonverbal communication, on the other hand, is more 

widely used not only by human but also other kind of 

animals, and the content of information is estimated 

even larger than the verbal communication. Among the 

non-verbal communication mutual motion is the 

simplest and easiest to study experimentally and 

analytically.  

Predictive function is important for human and other 

animals to adapt for the constantly changing 

environment and to communicate smoothly with other 

members of the society [1]. The “real time” response 

cannot be realized without this function by humans and 

other animals which are not equipped with the fast 

response system of milliseconds which modern robots 

easily achieve. 

In order to reveal the prediction mechanism, we 

carried out an intermittently-visual tracking experiment 

where a circular orbit is segmented into the target-visual 

and target-invisible regions [2]. Main results found in 

this research were following. Recognition of a time step, 

obtained from the environmental stimuli, is necessary 

for the predictive function. The period of the rhythm in 

the brain obtained from environmental stimuli is 

shortened more than 10 percent. The shortening of the 

period of the rhythm in the brain accelerates the hand 

motion as soon as the visual information is cut-off, and 

causes precedence of the hand motion to the target 

motion. 

Proactive response is widely observed in the human 

life, such as in driving a car in a curved road [3]. 

Proactive control to move the hands preceding the target 

is realized by over-predicting and over-compensating 

the delay. 

From an engineering  point of view, it is also 

important to improve cooperative process in Man-

Machine interaction system. We first have to 

investigate the cooperation mechanism between humans. 

Kon and Miyake [4] used synchronization cooperation 

tapping task to reveal timing control mechanism 

between two subjects. They made an experiment that 

has Cross-Feedback system between sound and tapping 

of tow subjects. Tap onset times and relative position 

between two tap-onset intervals were analyzed. They 

clarified that similarity and difference of temporal 

development of correlation of rhythm and error between 

two onset.  

In our study, we investigate how human overcome 

the inevitable time delay and generate synchronized 

motion, based on the mutual tracking experiment. 
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II. EXPERIMENTAL METHOD 

1. Hand-tracking experiment 

Hand-tracking experiment is a paradigm to trace a 

moving object to reveal a mechanism of visual motion 

control based on perception of position and velocity. Six 

male and female subjects (20 to 33 years old) 

participated in the present hand-tracking experiments. A 

subject was seated at 50 cm in front of a computer 

screen and was asked to trace a moving visual target (a 

red closed circle of 6 mm diameter) as accurately as 

possible by the motion of a cursor (a blue closed circle 

of 6 mm diameter) in the screen produced by hand 

motion through a mechanical computer mouse.  

The subject is asked to follow the programmed 

target for 10 seconds in order to keep the tracer velocity 

in the mutual tracking experiments, and after 10 seconds 

the target is switched to the tracer of other person. This 

mutual tracking lasts for 40 seconds, and 10 trials are 

recorded to calculate an average value in each 

experimental condition. 

To reveal the mechanism of the feed-forward control, 

we performed intermittent-blind experiments in which 

we regulated the region where target was shown in a 

circular orbit.  

2. Intermittent-blind tracking experiment 

The subject first follows the moving target, and 

when the target disappears, subject has to follow the 

circle line in a process of guessing target velocity and 

position. The circular orbit was constructed by two 

target-hidden regions as shown in Fig.1 (each 30%, at 

the top and the bottom). Target frequency was set to 0.1 

Hz, 0.3 Hz, and 0.5 Hz. The velocity of two tracers was 

sampled every 0.02 second and the correlation function 

was calculated.  

 

 

 

Fig.1. An example of intermittent-blind experiment with 

two visible belt (20%) and blind belt (30%). 

III. RESULTS AND DISCUSSION 

1. Communication frequency 

There is a difference in velocity between 

programmed target and the tracer velocity in the mutual 

tracking experiments. We call the latter velocity 

communication frequency. First, we examine the 

communication frequency as a function of the 

programmed frequency. As shown in Fig. 2, the 

communication frequency is always less that the 

programmed frequency. This is considered to be due to 

corrective movement for the relative phase difference.  

 

 

 

Fig.2. Communication frequency as a function of target 

frequency in mutual tracking experiment. Solid line 

represents the fully visible experiment and dashed line 

represents the intermittent-blind experiment. 

 

 

2. Mutual correlation function  

Fig. 3 shows the correlation function of tracer 

velocity of two subjects. Concave shape was found 

around the time delay zero, and correlation coefficient 

had two peaks around the time delay zero, which are 

located at the delay time of +0.5 second and -0.5 second. 

We found that the each subject increases or decreases 

the velocity of his or her tracer in accordance with other 

person’s movement. However, this corrective motion is 

accompanied by the time delay of 0.5 second. The 

subject is asked to trace the target as accurately as 

possible, however, due to the time delay of visual-motor 

system in human, human performs the reactive control 

with time delay. 
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Fig.3. Mutual velocity correlation function in fully 

visible experiment. The target frequency is 0.1 Hz. 

 

In the case of intermittent-blind experiments, the 

correlation function shows no time delay since there is a 

peak at time delay zero as shown in Fig. 4, i.e., subjects 

trace each other in synchronized manner with no time 

delay. The subject has to predict the position and 

velocity of target in the blind region. And in visible 

region, the subject can adjust the relative position. 

When the prediction mechanism works, synchronized 

control appears. There are other two peaks at 1.25 

second and -1.25 second. Those peaks appear 

periodically at every 1.25 second, which means that 

there is a rhythmic component in hand motion.  

Our finding is that the cut-off of the visual 

information induces the rhythmic component in hand 

motion, and this rhythmic component is shared mutually 

with no phase delay. We have introduced the region 

where the visual information is cut-off. Even though 

this is artificial effect in the experimental set-up, in our 

daily communication, we do not always pay attention to 

every movement of words of the other person, rather 

pay attention intermittently. When we feel as if we 

could communicate deeply, we have a feeling that we 

share the rhythm of conversation.  

Our results suggest that in verbal or none-verbal 

communication, prediction mechanism produces the 

rhythm in brain, intermittently suppressing the sequence 

of information. Even though time-delay is inevitable in 

visual-motor or other sense of human, human has the 

prediction mechanism in which rhythmic component is 

shared mutually, and mutual motion works in the 

synchronized manner without time delay.   

 

 

Fig.4. Mutual velocity correlation function in 

intermittent-blind experiment with two visible belt 

(20%) and blind belt (30%). The target frequency is 0.5 

Hz. 

IV. FUTURE STUDY 

It is important to apply the basic knowledge to 

contribute to our society. After we reveal the mechanism 

of communication between two persons, we are going to 

develop an interface between human and robot. Thus, 

we plan to develop rehabilitation implement in which 

human and robot can work in the synchronized manner.   
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Abstract: It is well-known that social insects such as ants show interesting collective behaviors. To expand 

understanding of collective behaviors of ants, we focused on ants, Diacamma sp, and analyzed the behavior of a few 

individuals. We placed a few ant workers in hemisphere without a nest, food, the queen, and the trajectory of them is 

recorded. As a result, we found following characteristics: 1. Activity of individuals increases and decreases periodically 

in anti-phase. 2. Spontaneous meeting process is observed between two ants and it may cause an anti-phase 

synchronization. 

 

Keywords: Diacamma sp, behavior of a few ants, anti-phase synchronization 

 

 

I. INTRODUCTION 

Many social insects have some interesting 

characteristics and show organized group behaviors.  

Especially, ants' colonies are highly organized and 

exhibit number of remarkable behaviors. Their colonies 

consist of numerous individuals and engage in nest 

construction/maintenance, taking care of eggs, 

defending, foraging and so on by well-organized 

division of labor. These collective behaviors do not 

require a special individual that controls the behavior of 

the entire group. Hereditarily homogeneous individuals 

achieve these collective behaviors by interacting with 

each other through direct sight or chemical materials, 

such as pheromones. 

Many researchers have been investigating behaviors 

of ants[1-3] and lots of interesting results have reported. 

However, not so large number of researches have 

treated single or some ants' behaviors[4,5]. We consider 

that the essential point of the collective behavior greatly 

depends on the local interaction of a few ants, and that 

the observation of group behavior in a small scale 

provides some significant knowledge. This means, in 

other words, the knowledge of the relationship between 

the colony-level behaviors and the individual level 

behaviors is not enough at this stage. 

Through the observation of one or more ants' 

behavior, we aim to describe their behavior by simple 

model. Modeling is one of the most effective 

approaches to confirm and understand the individual-

level behaviors and colony-level behaviors. We aim to 

describe ants' behavior as the dynamics of interacting 

self-driven particles. By treating ants' behaviors from 

physical viewpoint, we aim to construct a universal 

model of ants' behaviors.  

This kind of approach is considered to be very 

attractive not only for biologist and scientist but also for 

engineers. In robotics, especially, many researchers 

have investigated multi-robot systems, and some of 

them were inspired by such biological systems and 

analyzed their performance using real robot systems[6-

8]. If we can construct the abstract model of ants' 

behaviors, it is considered to be helpful for developing 

useful multi-robot system. 

 

II. METHOD 

In this paper, we treat the behavior of Diacamma sp. 

Diacamma sp is a large ponerine ant, which live in 

Okinawa and several islands in Japan. Average size of 

the worker is about 10mm length, and their colony 

comprises 20 to 400 workers.  

In order to analyze the ant worker's behaviors, two 

ants are randomly picked up and placed in acrylic 

hemisphere (30cm in diameter) field in our experiment. 

The hemisphere is covered by a transparent acrylic 

board during the experiment. CCD camera is equipped 

at the top of the experimental equipment, which size is 

40cm x 40cm x 90cm height. Trajectory of the ant in 

hemisphere is recorded (Fig.1) and we analyze the 

trajectory of ants as a function of time. 
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Fig.1: Experimental set up: Trajectory of ants placed in 

hemisphere is recorded from above. 

 

III. RESULTS 

We analyzed two ants’ behavior. As same as the 

case of single ant, we made some trials using some 

individuals under the same condition. We discuss the 

feature using some typical results.  

1. Trajectory 

Fig.2 shows the trajectory of two ants overlapped in 

one picture. Green circle denotes the place where the 

distance of two ants is less than one body length, which 

is regarded as a meeting spot of two ants. High density 

spot of trajectories overlaps with meeting spot of two 

ants. It can be concluded that two ants meet at the 

certain position. 

 

2. Velocity 

Typical time series of each ant's velocity is shown in 

Fig.3. Individual activity is same as the case of single 

ant, i.e. the ant walks actively in the first 60 - 100 

minutes, and after that, the movement gradually 

decreases and eventually becomes inactive at 100 

minutes. After 100 minutes, they repeat active and 

inactive role. Even when two ants are in the 

experimental field, each ant has some rhythmic 

component in its activity.  

 

3. Power spectrum of the velocity 

The spectrum of their velocities is shown in Fig.4. 

We can see a peak at 0.064 /min, i.e. approximately 16-

minute periodicity in each ant.  

From the analysis of power spectrum, we know both 

ants have the same frequency component. 

 

 

Fig.2: (a) A snapshot of experimental field. (b) Overlapped 

trajectories of two ants. Some high density area can be seen. 

(c) Existing rate of ant A (left) and ant B (right) in the field. 

The rate is expressed the darkness. 

 

 

 
Fig.3: Time series of two ants' velocity. After 100 

minutes, they repeat active and inactive role. 

 

Next, we focus on the phase of their active-inactive 

repetition. Do they oscillate in the same phase or 

antiphase? For simple analysis, we binarize their 

activity based on the average velocity, and calculate d = 

A – B + 2AB, in which the activity of ant A and ant B is 

denoted as A={0,1}, B={0,1}. Here we show two 

examples in Fig.5. 

 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 818



 

 
Fig.4: Power spectrum of two ants’ velocity. 

 

 

 

 
Fig.5: Two examples of two ants’ active-inactive phase. 

 

 

 
Fig.6: Binarized behavior of two ants (lines) and the moment 

they have a physical contact (plot).  

 

Discussion and conclusion 

In Fig.5, we can see the repetition of 1 and -1 in both 

cases. It means active-inactive behavior of ant A and ant 

B is alternately turned on and off in antiphase. In 

addition, spontaneous physical contact process is also 

observed between two ants as shown in Fig.6. These 

results imply that the contact process may cause the 

anti-phase synchronization. 

 

In order to shed light on the collective behavior of ants, 

we analyzed the behavior of a few ant workers. From 

this bottom-up approach, we conclude following points; 

1. Spontaneous contact process is observed between two 

ants. 

2. Periodic behavior of two ants synchronizes in anti-

phase. 

3. It is considered that the contact process causes the 

anti-phase synchronization. 
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Abstract: Most of conventional base sequences are analyzed by order of base sequences, for example, pattern matching. 

Pattern matching compares unknown base sequences with that of known gene to find similar patterns and to identify 

gene information. We try to search for hidden information in DNA sequences without pattern matching. We focus on 

disorder of base sequences, because disorder analysis is available, if we do not know particular function of genes. We 

use the exponent α of 1 𝑓𝛼 fluctuation and self-information as indices of disorder. Our experimental data are 

ribosomal protein of eukaryotic species. The exponent α is calculated for three kinds of data, i.e. whole base 

sequences, base sequences in exon or intron. The average of α in exon regions are smaller than that in intron regions. 

It suggests that exon regions are somewhat more ordered than intron regions. SOM is used to look for similarity of 

species by self-information which is calculated for codons of base sequences. SOM shows that self-information is 

usable for a classification of species. 

 

Keywords: DNA, 1/f, fluctuation, self-information, entropy, SOM 

 

 

I. INTRODUCTION 

DNA of organisms involves various genetic 

information to form themselves, which has been 

inherited from generation to generation. 

Recent years, it has been active to analyze DNA 

sequences for finding organic evolution. Pattern 

matching is widely used to find similar patterns in a pair 

of base sequences and to identify function and 

evolutionary relationships. 

We notice using disorder of base sequences instead 

of order to reveal hidden genetic information. Disorder 

analysis is available, even if we do not know 

meaningful patterns in advance. We focus on 


f1

fluctuation of chaos theory and self-information to 

extract hidden information buried in disorder of base 

sequences.  

Takushi and Miyagi [1-3] researched 


f1

fluctuation of bacteriophage φ-X174 and suggested that 

several fractal group correlations exist in a sub-

sequences and whole sequences. They examine whether 

specific expression of genes can be found. We aim at 

finding hidden information in DNA sequences of many 

species.  

Information theory is introduced by Shannon can 

play a major role in analyzing features and 

characteristics of sequences, if DNA sequences carry 

the information over generations. Since information 

entropy and self-information are measure of the 

uncertainty associated with a random variable. They are 

treated as an amount of characteristic of DNA sequence.  

 

 

II. DISORDER ANALYISIS 

BY 


f1
 
FLUCTUATION 

1. 


f1 Fluctuation 

“ f1 fluctuation”, strictly speaking “
f1

fluctuation” is observed in natural phenomena such as 

flame of candle, the breeze and the classical music etc.  

We try to use  as an index of disorder. It is said in 

musical sphere that  of classical music is 0.5-1.75 and 

that of rock music is 0.01-1.0[4].  is probably 

depending on kinds of music. We use analogy to explain 

disorder of base sequences by . 
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2. Calculation of exponent   

The exponent  of
f1 fluctuation of base 

sequences is calculated by the following procedure. 

Step1. Numerical expression of DNA sequences 

DNA sequences consist of four kinds of bases; A 

(Adenine), C (Cytosine), G (Guanine), and T (Thymine). 

It is necessary to convert all bases into numerical values 

before Fourier transform. Bases are converted into 

complex numbers, which are located almost on four 

apexes of a square. 
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Step2. Discrete Fourier Transform (DFT) 

DFT is employed for Fourier Transform of discrete 

data. Power spectrum fS is calculated by Eq.(2), where
 

 1,,1,0  Nnfn   are base sequences expressed by  

complex number mentioned above. 
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Step3. Calculation of   

 is a gradient in low-frequency range of the power 

spectra (Fig.1). The gradient is calculated by linear 

regression. 

 
Fig.1. Power spectrum and regression line 

 

3. Experiments 

A. Experimental Conditions 

We use ribosomal protein data of eukaryotic species 

for experiments. Table.1 shows the names of the 

eukaryotic species and their abbreviation (abbr.). The 

kinds of the ribosomal proteins are as follows; 

RPS2 RPS5 RPS7 RPS8 RPS9 RPS12 

RPL5 RPL8 RPL9 RPL26 RPL32 RPLP0 

These data have been released on Ribosomal Protein 

Gene Database: (RPG) by Frontier Science Research 

Center, University of Miyazaki [5]. We calculated for 

exon regions, intron regions and whole regions 

including exon and intron for all the data. Base 

sequences involving no less than 50 bases are used. 

 

Table.1. Eukaryotic species 

name of species abbr. 

H.sapiens Hs 

M.musculus Mm 

A.ganbiae Ag 

C.elegans Ce 

P.falciparum Pf 

M.grisea Mg 

 

 

B. Results 

Fig.2-a, Fig.2-b and Fig.2-c show the average of 

exon, intron and whole regions. Fig.2-a and Fig.2-b 

show that average of in exon regions are smaller than 

that in intron regions in all species. In the field of music, 

 of rock music are smaller than that of classical music. 

We assume rock musics correspond to exon and 

classical musics correspond to intron. Rock music is 

stormy sounds whereas classical music is comparatively 

calm sounds. Exon regions may involve partly 

distinguished sub-sequences. Exons are made for 

protein–coding transcripts, but introns are not. The 

experiments suggest that exon regions probably have 

more particular base sequences than intron regions. 

 

 
Fig.2-a. Average for exon regions 
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Fig.2-b. Average for intron regions 

 

 

 
Fig.2-c. Average for whole regions 

 

 

III. DISORDER ANALYISIS BY  

INFORMATION ENTROPY AND SOM 

1. Information entropy 

Information entropy of base sequences is assumed to 

be a measure of characteristic of species. Information 

entropy is defined as follows. DNA sequences X  is 

composed of four kinds of bases {A, G, C, T}. The 

complete event system ),( PX  of X  is determined 

by the occurrence probability )(XP  for each event

)T(),C(),G(),A( XXXX . 
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Self-information is defined by the probability ),(XP  

 

).(log))(( 2 XPXPI             (3) 

 

Information entropy ))(( XPH is an expected value of 

self-information )),(( XPI  i.e. ).(log)())(( 2 XPXPXPH   

Because }{ iX  corresponds to A, G, C, T, ))(( iXPH  

becomes as follows, 

.)(log)())(,),(),((
0

221 


n

i
iin xPxPxPxPxPH     (4) 

The number of occurrence is 64=4
3
, because codon 

is triplet of 4 kinds of bases. When we analyze the base 

sequences from the view point of codon. 

Fig.3. is information entropy of codon in whole 

regions. The figure does not show clear difference in six 

species.  An additional approach is required. 

Fig.3. Information entropy of codon 

 

2. Positional self-information 

Sub-sequence is a part of base sequences cut out 

with a given number of bases and depends on the 

position of the base sequences (Fig.4). An additional 

approach is to calculate self-information for codons of 

sub-sequences, that varies from the beginning of the 

base sequence to the end (Fig.5). 

 

 
Fig.4. Shifting of cut-out position 

 

 

 
Fig.5. Shifting of codon 
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3. Self-organizing map (SOM)  

Self-organizing map (SOM) proposed by Kohonen 

[6] is an unsupervised-leaning neural network which is 

used for clustering and visualization. SOM is also an 

algorithm to map high dimensional data to two 

dimensional space, to visualize buried structure in high 

dimensional space on two understandable dimensional 

maps. 

We use SOM to distinguish species by self-

information. The number of elements of input vectors to 

SOM is 64, corresponding to variety of codons.  

 

4. Experiments 

A. Experimental Conditions 

Experimental data are the same as used by 
f1

fluctuation. Parameters of SOM in experiments are as 

follows; map-size is 30 × 30, and iteration of learning 

is 100. 

Table.3 shows the number of training samples and 

correspondence symbols of species on the map in Fig.6. 

Lengths of sub-sequences are same for all samples i.e. 

2048 bases.  

 

Table.3. Correspondence list for SOM 

name of 

species 

#s of training 

samples (RPL32) 
symbol 

H.sapiens 234 H 

M.musculus 188 M 

A.ganbiae 119 A 

C.elegans 68 C 

P.falciparum 65 P 

M.grisea 81 m 

Total 755  

 

B. Results and discussion 

Fig.6 shows all the species are classified. We change 

the length of the sub-sequence from 64 bases to 2048 

bases. The experiments show the longer, the better. In 

case of 2048 bases, all the species are successfully 

clarified shown in Fig.6. 

 

 

VII. CONCLUSION 

We try to search for hidden information in DNA 

sequences with disorder of DNA sequences, because 

this method is available, even if characteristic pattern is 

unknown. We use ribosomal proteins of eukaryotic 

species and investigate the exponent   of 
f1

fluctuation and self-information as indices of disorder. 

The exponent  is calculated for exon regions, 

intron regions and whole regions. The average of  in 

exon regions are smaller than that in intron regions. It 

suggests that exon regions are somewhat more ordered 

than intron regions. 

SOM successfully distinguishes species with self-

information for codons of sub-sequences in the whole 

region. 

 

 
Fig.6. SOM of RPL32 
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Abstract: In this paper, we propose a novel crossover operator for solving the traveling salesman problem (TSP) with a 

Hybrid Genetic Algorithm (HGA) involving Lin-Kernighan (LK) heuristic for local search. We call the crossover 

operator Sub-tour Recombination Crossover (SRX) which divides each tour of the parents into many sub-tours under 

some rules and reconnects sub-tours from both the parents so as to construct a new tour of TSP. The method is 

evaluated from the viewpoint of tour quality and CPU time for ten well-known benchmarks e.g. dj38, qa194 … 

ch71009.tsp in the TSP website of Georgia Institute of Technology. We compare SRX with the conventional crossover 

operators; variant of the Maximal Preservative Crossover operator (MPX3), variant of the Greedy Sub-tour Crossover 

operator (GSX2) and variant of the Edge Recombination Crossover operator (ERX6), and show that the SRX 

succeeded in finding better solution and running faster than the conventional methods. 

 

Keywords: Traveling Salesman Problem, Hybrid Genetic Algorithm, Lin-Kernighan, Crossover 

 

I. INTRODUCTION 

The traveling salesman problem (TSP) is one of the 

most widely studied problems in combinatorial 

optimization. Given a collection of cities and the cost of 

travel between each pair of cities, the TSP is to find the 

cheapest way of visiting all the cities only once and 

returning to the starting city. The TSP is NP-hard and 

very difficult to find true optimal solutions of large-

scale instances. We will target instances of over 10
6
 

cities. We employ technique of a hybrid genetic 

algorithms (HGAs) combining GAs with Lin-Kernighan 

(LK) [1] heuristic for local search. The key of the 

method is a new crossover operator fitting to LK. 

It is believed that to inherit long sub-tours from 

parents to offspring is important in order to avoid 

breeding a bad offspring. For example, in conventional 

crossovers, the Maximal Preservative Crossover (MPX) 

by Mühlenbein et al. and the Greedy Sub-tour 

Crossover (GSX) by Sengoku and Yoshihara inherit 

long sub-tours from both the parents to offspring [2][3]. 

The Edge Recombination Crossover (ERX) by Whitley 

et al. inherits many edges from both the parents to 

offspring [4]. Therefore the ERX inherits long sub-tours 

from them to offspring. But we believe that it is not 

always advantageous to inherit long sub-tours from both 

the parents to offspring when using heuristic. Because 

long sub-tours inherited from parents to offspring have 

already been improved by heuristic, there is almost no 

room to be improved by heuristic. However, if sub-tours 

are too short, they do not inherit parents’ character well. 

Therefore, there must be an appropriate length of sub-

tours cut out from the parents. We assume that length of 

sub-tours should be changed according to the problem 

size of the TSP. The preliminary experiments show that 

the best length of sub-tours is around N (N; number 

of cities). 

We develop a novel crossover operator of HGA 

employing LK heuristic for local search. We call it Sub-

tour Recombination Crossover (SRX) which divides 

each tour of the parents into many sub-tours that are 

limited by maximum tour length K, and reconnects sub-

tours from both the parents so as to construct a new tour 

of TSP. We compare SRX with the conventional 

crossover operators; variant of the MPX operator 

(MPX3 [6]), variant of the GSX operator (GSX2 [7]) 

and variant of the ERX operator (ERX6 [8]). We used 

well-known 10 benchmarks with sizes from 38 to 

71,009 cities in the TSP website of Georgia Institute of 

Technology. We evaluate the SRX from the viewpoint 

of tour quality and CPU time. 
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II. HYBRID GENETIC ALGORITHM 

Fig.1 shows the flow chart of our HGA. In the step 

“Initialization”, we use Quick-Boruvka method for 

constructing initial tours [9]. The Quick-Boruvka is 

slightly modified so as to add randomness for producing 

diversity in the initial population of HGA. 

The step “LK heuristic” and the step “Crossover” 

are described in detail later. The step “Selection” selects 

individuals according to the ranking of tour lengths. 

Mutation is not used in this paper. 

 

 

Fig.1. The Flow Chart of HGA 

 

1. Lin-Kernighan Heuristic 

Like many other HGA methods for TSPs [10][11], 

we also use the LK heuristic, because it is widely 

recognized as powerful local search heuristic for TSPs. 

Our LK heuristic uses 8-quadrant nearest neighbors 

for two-dimensional TSPs, and the search depth is 

imposed a maximum value of 25. In addition, our LK 

implementation uses technique of “don’t look bits”, 

technique of “distance caching” and data structure of 

“two-level tree segment list” [6]. 

 

2. Chromosome Representation 

Tours are represented by so-called path 

representation. For example, a tour “1-2-5-3-4-1” is 

represented by (12534) by path representation. If a city i 

appears in the jth position of the list, city i is the jth visit. 

 

3. Crossover 

The proposed crossover SRX divides each tour of 

both the parents into many sub-tours that are limited by 

maximum tour length K, and reconnects sub-tours from 

both the parents so as to construct tour of TSP. The 

details of the SRX are as follows. 

 

 

 

 

 

 

 

Fig.2. An Example of Parents 

 

Step1 

A starting city is selected at random. A sub-tour 

from parent 1 is extended from the starting city to both 

directions until the length of the sub-tour is K. But if a 

candidate city to be selected is already copied from the 

parents, the extension is terminated. (Fig.3) 

 

 

 

 

 

 

 

Fig.3. An Example of a Sub-tour Copied 

 from Parent 1 (assume K = 4) 

 

Step2 

A city is randomly selected as a starting city. A sub-

tour from parent 2 is extended to both directions from 

the starting city until the extension is terminated as 

Step1. (Fig.4)  

 

 

 

 

 

 

 

Fig.4. An Example of a Sub-tour Copied 

 from Parent 2 (assume K = 4) 
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Step3 

Repeating Step1 and Step2 until all the cities are 

copied from the parents to offspring. (Fig.5) 

 

 

 

 

 

 

 

 

Fig.5. An Example of Sub-tours Copied 

 from both the Parents 

 

Step4 

A pair of end cities belonging to different sub-tours 

are connected so as to makeup a new TSP tour. 

 

 

 

 

 

 

Fig.6. An Example of Offspring Produced 

 by Connecting Sub-tours 

 

III. EXPERIMENTS AND DISCUSSIONS 

Benchmark tests evaluate the effectiveness of the 

SRX. We compare the SRX with the three conventional 

crossovers; MPX3, GSX2 and ERX6. We used ten 

benchmarks with sizes from 38 to 71,009 cities taken 

from the TSP website of Georgia Institute of 

Technology. Ten time experiments are executed for each 

benchmark. 

We evaluate it from the viewpoint of tour quality 

and CPU time. The tour quality is measured as gap from 

the  optimum or known best tour if optimum is 

unknown. In this case study, optima of two instances 

(bm33708, ch71009) are unknown. Quality is defined 

by the following equation: 

 

 

The program code is written in the C++ language 

and compiled by GNU g++ compiler (version 2.95) with 

“-O2” optimizing option. The LK algorithm is 

programmed by referring CONCORD code [12]. 

The HGA parameters are set as follows according to 

preliminary experiments. The population size is 30, 

maximum generation is 10000, and SRX parameter K is 

N (N; number of cities). 

The HGA is executed on cluster in our Lab. (2.8-

GHz Xeon, 6.0 GHz memory, CentOS 5.2). 

Experimental results of five larger benchmarks are 

given in Table 1 and Fig.7. In table 1, number in the 

instance name is a size of the problem. The bold type 

shows the best value of each benchmark. 

 

Table 1. Results of Comparison Experiments of 

 Four Crossovers for Large-scale TSPs. 

Instance Crossover 
Ave. 

Quality (%) 

Ave. CPU 

Time (s) 

it16862 

SRX 0.173 96336.6 

MPX3 1.235 116145.2 

GSX2 1.566 125236.0 

ERX6 1.117 107793.8 

vm22775 

SRX 0.204 166895.4 

MPX3 1.217 227173.2 

GSX2 1.781 238013.4 

ERX6 1.006 236780.6 

sw24978 

SRX 0.239 155305.0 

MPX3 1.431 195722.0 

GSX2 1.570 210031.8 

ERX6 1.120 183382.8 

bm33708 

SRX 0.274 209373.2 

MPX3 1.320 279107.4 

GSX2 1.632 303155.8 

ERX6 1.162 269690.8 

ch71009 

SRX 0.253 379655.6 

MPX3 1.148 604409.4 

GSX2 1.402 723723.0 

ERX6 0.946 682159.6 

 

 

 

 

 

 

(%)100
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optimumlengthtour
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Fig.7. Comparison CPU times of Four Crossovers for Large-scale TSPs 

 

 

In all benchmarks, the SRX succeeded in finding 

better solution and running faster than the conventional 

crossovers. 

 

IV. CONCLUSIONS 

We propose a novel crossover operator named SRX 

of HGA with LK heuristic for large-scale TSPs. 

Employing ten benchmarks, we compare the SRX to 

three conventional crossovers (MPX3, GSX2, ERX6) 

from the viewpoint of tour quality and CPU time. For 

all benchmarks, the SRX gives best solution compared 

with other crossovers, and is faster than them. 

We intend to parallelize HGA to solve more large-

scale TSPs. 
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Abstract: Recently, GHz frequency signal is required to be propagated in the PCB (printed circuit board) with low 
distortions. And the higher frequency-signal of 10 GHz or more will be also required to be propagated with low 
distortion in the VLSI in the future. The signal-propagation with low distortion, however, is getting difficult more and 
more as the frequency increases.  

In order to solve this problem and to ensure the signal integrity, we have proposed a novel transmission line called 
"Segmental transmission Line (STL)" already. In the STL, a transmission line is divided into multiple segments of 
individual characteristic impedance. The multiple segments are designed to fix the waveform distortion on the 
transmission line by solving a combinatorial explosion problem using the genetic algorithms.  

In our previous paper, we have shown effectiveness of the STL designed to GHz-clock-signal on the computer 
simulations. And, we have fabricated two scale-up STL prototypes for clock-signal using real PCBs. 

In this paper, we input random-signal changing its frequency to the scale-up STL prototype designed to 150MHz 
clock-signal. And, we show that the STL has high robustness to the random-signals and the frequency fluctuation, 
which indicates generality of the STL technique. 
 
Keywords: Signal Integrity, Transmission Line, Random Signal, Genetic Algorithms 

 

Ⅰ. INTRODUCTION 

Signals of GHz frequency, the wavelengths of which 
are less than 15cm and are shorter than the PCB, are 
terribly distorted at the impedance mismatching points 
in the PCB traces. And this problem will also occur in 
the VLSIs in the future at the frequency more than 10 
GHz. 

They have used conventional impedance-matching 
techniques [1][2] to fix the distorted waveforms. These 
techniques works well up to hundreds MHz, but will not 
work well at more than GHz. 

In order to overcome this problem and ensure the 
signal integrity we have proposed a novel transmission 
line called "Segmental Transmission Line (STL)" [3] . 

In the STL, a transmission line is divided into 
multiple segments of individual characteristic 
impedance. In this structure, noises are generated 
purposely at the segments boundaries to cancel the 
target noises, which occur due to the impedance 
mismatching between the transmission line and the 
devices connected to the transmission line. We have 

shown the effectiveness of the STL to GHz-clock 
signals on the computer simulation already. Furthermore, 
we have fabricated two scale-up STL prototypes 
designed to clock-signals using real PCBs [4][5]. In the 
scale-up prototypes, the STL for GHz-frequency is 
designed to be measured in the MHz-frequency domain 
by lengthening the wire or trace length in proportion to 
the ratio between the GHz and MHz. 

The robustness of the STL designed to the clock-
signals, however, has not been evaluated yet in terms of 
random-signal and frequency-fluctuation, and the 
purpose of this paper is to evaluate the robustness using 
the scale-up prototypes. We thus input random-signals 
to the scale-up STL prototype designed to 150MHz-
clock-signal changing the random-signal-frequency and 
measure the distortion of the waveforms to evaluate the 
robustness. 

Ⅱ. SEGMENTAL TRANSMISSION LINE 

The idea of STL is completely different from the 
conventional methods such as [1][2], in which the 
impedance mismatching points are tried to be fixed. 
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In the STL, we use noises that are generated purposely a
t segment boundaries to cancel the target  
noises, which are reflection and transmission-
waves that occur due to the impedance mismatching bet
ween the transmission line and device-
inputs connected to the transmission line. And the target
 noises are the sources  
of the waveform distortion at the point where the 
device-inputs are connected to the transmission line.  

To generate these noises purposely, a transmission 
line is divided into multiple segments of individual 
characteristic impedance, which can be implemented 
with adjustment of segment-widths. 

 
Figure 1: Overview of STL 

 
Figure 1: shows an overview of the STL and its 

segment-model. 
In the STL, it is necessary to obtain the best 

combination of segment-widths and segment-lengths. It 
is however next to impossible to find the best 
combination because of the combinatorial explosion. 

For example, 10 widths and 100 lengths for each of 
10 segments results in the combination of 

. We thus use the genetic 
algorithms [6] to solve the combinatorial explosion 
problem and to find semi-optimized combination 
quickly. 

In the GA coding, the chromosome consists of two 
kinds of loci i.e., one is for the segment-width and the 
other is for the segment-length. Each chromosome thus 
represents each STL of multiples segments of individual 
characteristic impedances and individual lengths. Figure  
2 shows the STL design system named STL-Designer, 
which is composed of a newly developed GA 
calculation-loop specialized for the STL and the circuit 
simulator SPICE. 

And in the fitness evaluation, each chromosome is 
translated to the transmission-line net-list for the circuit 
simulator SPICE and the waveform, which is the result 
from the simulator, is evaluated compared with the ideal  

waveform as shown in Fig. 3 . The STL prototypes are 
fabricated based on the design results from the STL-
Designer 

Figure 2: STL design system 

Figure3:  Difference between the wave form under 
adjusting and the ideal wave form 

Ⅲ. 150MHz SCALE-UP STL PROTOTYPE 

Figure 4 shows the circuit-diagram of the scale-up 
STL prototype for 150MHz clock-signal [5].  The 
transmission line of 1m long is divided into 15 segments. 
Two capacitors of 24pF each represent two device-
inputs, e.g., VLSI inputs connected to the transmission 
line. 

Figure 5 shows a distorted waveform observed in the 
conventional transmission line (left) and a improved 
waveform observed in the STL prototype (right) at 
150MHz clock-signal. 

The logical margin is improved to about 0.8 – 1.0[V] 
in the STL while it in the distorted wave is reduced to 
about 0.5 – 0.5[V] in the conventional transmission line. 

 

Figure 4: Circuit-diagram of the scale-up STL 
Prototype for 150MHz clock-signal 
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Figure 5: Waveforms at 150MHz clock-signal 
 

Ⅳ. ROBUSTNESS EVALUATION 

In this paper, we evaluate the robustness of the 150 
MHz scale-up STL prototype designed for clock signal 
to the random-signal-input and base-clock frequency-
fluctuation. We input the random signals generated from 
150 MHz base-clock, and we also change the base-clock 
frequency from 150 MHz. 

 

1. Signal-Generation and Measurement 
 
We made a pseudorandom number generation circuit 

by using the linear feedback shift register (LFSR), 
which is one of the famous random number-generation 
methods. 

The LFSR mainly consists of a n-bit shift-register 
circuit and an exclusive-OR of a feed-back-loop from 
the shift-register, which generates random cycle length 
of . 

In this paper, we used a 7-bit LFSR of 127-bit 
random-cycle-length as shown in Fig. 6 . We 
implemented it onto the FPGA in the Virtex5-ML505-
board provided by Xilinx Co. and used it as the random-
signal-generator.  

 
Figure 6: 7bit linear feedback shift register 

 
In the measurements, waveforms are probed with a 

probe from a digital sampling oscilloscope of 2 GHz 
band-width and 10  

GS/s sample-rate contacted t-o the trace in the 
prototype.  

 

2. Eye-pattern measurement 
Signal integrity of the random signals is usually 

evaluated in the eye-pattern, or eye-diagram, in which 
waveforms are overwritten at the clock-frequency 
interval period (e.g., inverse of the frequency). Its name 
comes from the fact that the observed patterns look like 
human-eye, and the eye opens more clearly as the 
waveform distortion decreases. 

In this paper, we define the quality of the signal with 
the eye-height at 1/4 clock-period after the starting point 
of the signal switching and with the eye-width at the 
threshold voltage. 

 

3. Robustness to random-signal 
 

Figure 7 shows eye-patterns to 150MHz random-
signal-input observed in the conventional transmission-
line (left) and in the STL (right). 

In the conventional transmission-line, the eye-height 
at 1.65 ns (1/4 clock-period) from the switching point is 
0.2 [V]. On the other hand, it in the STL is improved to 
0.55 [V], which is larger than it in the conventional one 
by 2.75 times. The eye-width of 2.1 [ns] ns in the 
conventional transmission line is also improved to 2.6 
[ns], which is longer than it in the conventional one by 
1.23 times (results are summarized in Tab. 1).  

 
Figure 7: Eye-patterns to 150MHz random-signal 

 

Table 1: Signal integrity improvement at 150 MHz 

random-signal 
 Conventional 

Transmission 
Line 

STL Improvement
Ratio 

Eye-height 0.2[V] 0.55[V] 2.75 

Eye-width 2.1[ns] 2.6[ns] 1.23 

 

4. Robustness to Frequency-fluctuation 
 
We change the base-clock-frequency from 150 MHz 

to 130MHz, 140MHz, 160MHz, and 170MHz in the 
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above experiments. Eye-patterns observed at 130 MHz 
and 170 MHz are shown in Figs. 8 and 9, respectively, 
and the signal-integrity-improvements measured at the 
same points as in the previous section are summarized 
in Tabs. 2 and 3, respectively. 

High robustness in the eye-height, the improvement-
ratio of which is 2.25, is still maintained even at 130 
MHz. An eye-height improvement-ratio of 1.50, which 
is not so high as at 150MHz and 130MHz, is also 
observed at 170 MHz. On the contrary, remarkable 
improvement is not observed in the eye-width. 

In the measurements in this paper, we clearly 
showed that the STL designed to clock-signal waveform 
had high robustness to the random-signals and the 
frequency fluctuation. The results thus indicate 
generality of the STL technique. 

 
Figure 8: Eye-patterns to 130MHz random-signal 

 

Table 2: Signal integrity improvement at 130 MHz 

random-signal 
 Conventional 

Transmission 
Line 

STL Improvement
Ratio 

Eye-height 0.4[V] 0.9[V] 2.25 
Eye-width 3.4[ns] 3.5[ns] 1.03 

 
Figure 9: Eye-patterns to 170MHz random-signal 

 
Table 3: Signal integrity improvement at 170 MHz 

random-signal 
 Conventional 

Transmission 
Line 

STL Improvement
ratio 

Eye-height 0.4[V] 0.6[V] 1.50 

Eye-width 2.1[ns] 2.4[ns] 1.14 

Ⅴ. CONCLUSIONS and FURTHER WORK 

We carried out the random and frequency-fluctuated 
signal-injection-tests to the STL scale-up prototype 
designed at 150MHz clock-signal. The measured eye-
patterns showed high improvement ratio from 1.50 to 
2.75 in the eye-height and small ones in the eye-width. 
The results as a whole indicate high robustness of the 
signal-integrity improvement-capability in the STL 
against the random and frequency-fluctuated signals. 

The reason of the high robustness, however, is not 
cleared yet. We will analyze its mechanism in terms of 
the impulse-response in the frequency domain. 
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Abstract: A protocol describing the origins and evolutions of life is outlined, based on the seven principles of 
information, topology, function, diversity, discontinuity, temporal cycle, and metabolic conservatibity. This is derived 
based on the nonequilibrium quantum chemistry on time-dependent electron clouds: the general mobilization of 
thermo-fluid dynamics, stochastic mechanics, traditional quantum mechanics, chemistry, and  mathematics as warp 
and the biologies related to molecular biology, morphogenesis, bioinformatics, origin of life, and medicine as weft. This 
also reveals the procedure to generate left-right asymmetric liver and symmetric kidneys and also the standard clock 
common to stem-cell cycle and circadian clock. 
 
Keywords: Protocol, Seven principles, Life, Origin, Evolution 

 

I. INTRODUCTION 
Frontiers [1,2] showed how to generate amino acids and 
nucleic acids artificially. Yanagawa et al. artificially 
generated something like a cell membrane in a high-
pressure chamber. [3] Ricardo and Szostak wrote a 
comprehensive review of recent studies on artificial 
production of elementary components. [4] 
The polymerase chain reaction (PCR) is widely used to 

replicate DNA sequences in vitro, using an enzyme 
called DNA polymerase and nTP as elements. [5] This 
may be the first milestone toward achieving artificial 
replication of life. However, in PCR, the enzyme is not 
replicated automatically, though the DNA sequence is. A 
closed cycle of chemical reactions, which is a hyper-
cycle like that shown by Eigen et al. [6], is not achieved 
in PCR. 
Joyce and Orgel [7] demonstrated that various RNA 

polymers can be generated randomly without enzymes. 
Instead of enzymes, metal, such as magnesium ions, is 
necessary for catalyzing the synthesis of RNA polymers. 
In this system, a metallic catalyzer may deteriorate, 
because metal is not regenerated. Synthesis based on 
metal is also prebiotic because of the noncyclic 
reactions. 
Thus, researchers have still not found a definite way 

and principle for generating the minimum hyper-cycle 
capable of replicating both information and functional 
molecules. The road to an artificial cell may be long. 
We still do not know the design diagram of life over 
billions of years. 
The design diagram of life should be outlined based on 

the seven key principles of (I) information, (II) topology 
(structure), (III) function, (IV) diversity, (V) 
discontinuity, (VI) temporal cycle, and (VII) metabolic 
conservativity. Our previous reports [8-16] show the 
principles on (I), (III), (V), and (VI). 
Although traditional quantum mechanics yields the 

static state of the electron cloud, the cyto-fluid dynamic 

theory [8, 9, 10] for (I) and (III) describes the time-
evolution process of the unstable cloud, which can be 
non-equilibrium quantum chemistry. Some mysteries on 
biological information and function are clarified by the 
theory. Our previous studies on (V) and (VI) [12, 15, 
16] reveal some temporal aspects. Thus, in the 
following sections, we will show the bio-principles on 
(II), (IV), and (VII). 

II. TOPOLOGY 
It is well known that the electron cloud is not spherical 
around an atom heavier than helium (He). Thus, non-
spherically electron cloud induces string-like and ring-
like molecules in amino acids and nitrogenous bases, 
without spherical connections of carbons. Nitrogenous 
bases without a spherical electron cloud generate string-
like DNA and RNA. This is an essential principle of 
chemistry. 
The string-like connections of non-spherical particles 

can be also seen in cells. Here, let us separate cell 
aggregation into two parts: the internal side around the 
center of the aggregation and the external side close to 
the surface. External cells close to the surface move 
relatively easily, because one part of the cell is free 
without any connection to other cells. However, internal 
cells often receive forces from many directions due to 
the presence of other cells, making it relatively difficult 
for them to move relative to the origin on the earth. 
Thus, inner cells deform relatively easily without any 
translational motion. [10,12,15] This deformation brings 
the discrepancy from a complete sphere, i.e., its 
scabrous shape, which induces a string-like connection 
of deformed cells, although parcels with less 
deformation connect as a spherical aggregation or a 
spherical surface aggregation in two- or three-
dimensional space (Fig. 1). It should be stressed that 
there will also be three sub-types of strings: straight 
strings, rings, and bifurcation strings of deformed cells 
(Fig. 2). One of these three types of strings will be 
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chosen based on the cell deformation rates and the types 
of molecules lying between cells such as cell adhesion 
molecules (CAMs), morphogens, and extracellular 
matrix (ECM). 
Then, an aggregation of long strings (straight strings, 

rings, and bifurcation strings) will be close to the next 
larger sphere like yarn waste because of their flexibility. 
Repeats of strings and spheres are natural, because we 
can see the repeats in several levels of living beings. 
It is no wonder that spherical biological cells such as 
bacteria include string-like DNA and also connections 
of spherical cells become a string-like shape such as 
intestine and blood vessel again. 
 

 
Fig. 1. Two types of aggregations. Upper: sphere, lower: 
string 
 

 
Fig. 2. Three types of strings. a: string, b: ring, c: 
bifurcation string 
  
The representative length of a string is relatively longer 
than that of a sphere or a surface, when the weight of 
the string is equal to that of the sphere. This is because 
the diameter of the sphere is proportional to the cubic 
root of the string length (Fig. 3). This leads to 
compression buckling of the string inside the sphere: the 
conclusion that the string must bend inside the sphere. A 
representative example of this is the intestines inside the 
human body. 
Blood vessels resemble the string type at first glance. 

Thus, the heart and liver, representing two parts 
connected to blood vessels, are distorted due to the 
buckling effect, leading to the left-right asymmetric 
distribution. However, the other parts of blood vessels 

are left-right symmetric, because vessels bifurcated at a 
lot of points in a tree structure are mathematically close 
to a three-dimensional dense sphere. 
 

 
Fig. 3. Buckling of a string inside a sphere. 
 

II. Diversity 
The molecular weights of the twenty types of amino 
acids show a threefold variation between 240 of 
cysteine as the maximum and 75 of glycine as the 
minimum, although that of purines and pyrimidines 
among nitrogenous bases varies by only about 1.5 times. 
The frequency ratios of hydrophilic and hydrophobic 
amino acids in proteins are also more stochastic than 
those of purines and pyrimidines in nucleic acids. 
Although there are only five main types of nitrogenous 
bases in living beings, there are many types of proteins. 
How is this variety determined? 
Information carriers such as DNA are relatively 

deterministic, because accurate conservation of 
information is necessary. It is stressed that accurate 
conservation of information is achieved by the relatively 
hard structure of DNA. Thus, DNA maintains a certain 
spiral shape having a fixed width and pitch. In contrast, 
functional molecules such as proteins and RNA provide 
a variety of functions for several environmental changes. 
This variety of functions comes from the flexible shapes 
of the molecules. 
This concept of "hard deterministic" and "soft 

stochastic" can be validated by the stochastic 
determinism, representing new dynamics, at the triple 
point of the Boltzmann, Langevin, and Schrodinger 
equations. [17,18] 
First, let us recall the cyto-fluid dynamic theory 

derived from continuum mechanics [8,9,10], which 
describes the motions of deformation and translation for 
a flexible parcel consisting of a nitrogenous base and 
water molecules surrounding the base. (See Eq. 1a.) We 
must rethink whether the parcel can be a continuum or 
not. It is apparent that the parcel is not a continuum, 
because it is on a very small scale. Larger windows for 
averaging in continuum mechanics cannot resolve the 
phenomenon in principle. The scale for averaging, i.e., 
the minimum scale representing the phenomenon, will 
be between the atomic scale and the size of the base, 
because the spatial distribution of the deformation rate 
in the parcel should be analyzed. Let us define this 
minimum scale representing the phenomenon as the 
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stochastic determinism window (SDW). When this 
SDW is used for averaging, the density and also the 
other physical variables have indeterminacy because of 
molecular discontinuity. Then, the stochastic governing 
equation having indeterminacy (Eq. 1b) shows a slightly 
vague solution for the phenomenon. This indeterminacy 
also implies that variations of molecular sizes are 
possible in a limited range. 
 
d2x/dt2=(e-1)(dx/dt)2+(e3-3)x+q(t)               (1a) 
 
d2x/dt2=(e-1)(dx/dt)2+(e3-3)x+q(t)+ε(t)           (1b) 
 
where the parameters e, q(t), and ε(t) denote the size 
ratio of the two parcels connected under equilibrium 
conditions, the time-dependent force generated by the 
other connected parcel, and random fluctuation due to 
indeterminacy, respectively. [17,18] 
The quantum mechanics of the Schrodinger equation is 

based on an indeterminacy principle. The presence of 
electrons is given in a certain area, not at a deterministic 
point. This vague viewpoint with indeterminacy shows 
an outline of a possible solution. We can obtain the 
value solution in exchange for abandoning the 
determinant solution. Although this stochastic 
determinism for biomolecules is based on a governing 
equation different from that for the Schrodinger 
equation, a weak indeterminacy lying at the triple point 
of the Boltzmann, Lanvevin, and Schrodinger equations 
leads to new findings underlying living beings, when we 
also use the quasi-stability concept of life. 
An important point of the indeterminacy principle is 

generally that the level of indeterminacy determined by 
the averaging window size implies the level of variety 
in natural phenomena. 
Hard systems such as DNA will experience less 

deformation, leading to a relatively larger stochastic 
determinism window, i.e., a larger representative scale. 
On the other hand, soft molecules such as RNA and 
proteins will have large curvature (severe bending) 
locally, which leads to the necessity of a smaller SDW. 
As a result, the difference in SDWs produces manifold 
variety. 

VII. Metabolic conservation 
We must consider the five components necessary for a 
living cell: (Group 1) a DNA group including genes, 
(Group 2) an RNA group, (Group 3) molecules for the 
cell wall, (Group 4) a protein group including enzymes, 
and (Group 5) a lipid group. 
Let us consider the relation between these five 

molecular groups and the five types of nTPs (ATP, GTP, 
CTP, TTP, UTP). ATP is used as the main energy carrier 
for the five molecular groups, while UTP, GTP, and 
CTP are also employed for generating polysaccharides 
of the cell wall, proteins, and lipids, respectively. It is 
also known that DNA uses A, T, G, and C as 
components, while RNA employs A, U, G, and C as 
components. 

Thus, the reaction scheme for the five groups (cell wall, 
proteins, lipids, DNA, and RNA) per generation is 
described by Eq. (4), by using [A], [U], [G], [C], and 
[T] for adenine, uracil, guanine, cytosine, and thymine. 
 

 ]}[]}[]{[]}[]){[1{(][RNA
    ]}[2])[]([])[])([1{([DNA]

     ][][ ][Lipid
     ][][][Protein

                ][][][Cellwall

2

1

33

22

11

ωββ
ωαα

AkCGUA
AkCGTA

CnAm
GnAm
UnAm

++++−←
++++−←

+←
+←
+←

 
(4) 

where ωβα  and,  , , iii , kn, m  denote the rate of GC 
pairs inside DNA, the rate of GC pairs inside RNA, the 
rate of A as the energy supplier for generating the cell 
wall, proteins, and lipids, the rates of U, G, and C as the 
energy suppliers for generating the cell wall, proteins, 
and lipids, the consumption rate of A as the energy 
supplier for generating DNA and RNA, and the number 
of loci in nucleic acids, respectively. 
The consumption rate of purines during a cell division 

will be on the order of that of pyrimidines. This 
constraint and Eq. 4 lead to the relation  
 

23132121 )()(2 nnnmmmkk −+≈++++ ω  
 
which yields some interesting results. The increases in 

ik , i.e., the acceleration of DNA replication, leads to a 

decrease in GTP, thus reducing 2n . The natural tradeoff 
between nucleic acid generation by ATP and protein 
generation by GTP is seen in Eq. 4. The five 
frameworks (cell wall, protein, lipid, DNA, RNA) do 
not increase at the same time. Guanine functions as the 
switch for changing the phases of DNA replication and 
protein generation. 
 The alternating generation of DNA and protein also 
leads to the spatial asymmetry of molecular 
distributions, although the simultaneous generation of 
DNA and protein will induce a symmetric distribution. 
This spatial asymmetry also causes cell deformation. 

IV. CONCLUSION 
Thought experiments based on data pertaining to life 
lead to the conclusion that life can be tentatively defined 
as the object controlled by all of the seven principles 
mentioned above. The prebiotic self-replication systems 
without cell walls do not represent life, because they 
only involve four principles of (I), (II), (III), and (I
V). More than seven principles or detailed algorithms 
within the seven explained here may be necessary to 
produce an artificial cell in vitro. The present protocol 
shows the minimum scenario. 
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Abstract: Development processes of multi-cellular systems have attracted attention for a long time. The macroscopic 
model having six categories of molecules shows that the antagonism between the negative controllers and the positive 
replication factors induces bifurcations in stem and pluripotent cells at rhythmic intervals comprising about 6-7 cell 
divisions. Our theoretical model for the morphogenetic process shows that this cycle of 6-7 cell divisions, i.e., 
branching time between periodic bifurcation events, corresponds to the emergence timings of early developing stage, 
the nervous system, the respiratory system, and the circulatory system. 
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I. INTRODUCTION 

Development processes of multi-cellular systems 
have attracted attention for a long time. [1,4,8,9] 

Development processes of multi-cellular systems 
can be examined separately from two viewpoints of 
space and time. In this report, we especially examine the 
temporal aspects. 

The deterministic differential equation model of six 
variables [2], which is extended from the minimum 
hypercycle model describing the smallest self-
reproduction system [3], shows the oscillations of 
molecular densities due to the negative enzyme system 
and the gene group in the minimum hyper-cycle, which 
has the cycle of about six or seven-fold beats of 
fundamental clock. 

Next, we examined in detail about the timing when 
organs of human beings and mouse are formed. An 
important point is that the six or seven-beat cycle 
calculated by the model corresponds to the actual 
emergence timing of several stages of embryo and 
organs. 

 

II. MORPHOGENETIC CYCLE [2,3] 

1. Minimum hyper-cycle [3] 
All of the molecules are classified into some 

categories, based on their representative physical 
characteristics. 

At least two types of molecular categories (enzyme 
systems), which are for replicating gene groups and 
enzyme systems, are necessary for achieving a closed 

reaction cycle. Examples of the former and latter are 
DNA-replicase and ribosome protein, respectively. This 
leads to the conclusion that two types of gene groups 
are also inevitable and serve to code the two enzyme 
systems. The core cycle for self-replication can be 
modeled by these four molecular categories, two gene 
groups and two enzyme systems (Categories D1: Gene 
group 1 that codes enzyme system R1 for DNA 
production, D2: Gene group 2 that codes enzyme 
system R2 for enzyme production, R1: Enzyme system 
1 for DNA production, and R2: Enzyme system 2 for 
enzyme production). [3] 

Here, Di and Ri for i = 1 and 2 also denote the 
density of each molecular category. We assume that the 
production rate of a category due to the reaction of 
categories Dj and Rj is restricted by the smaller one of 
Dj and Rj.  

Then, Eq. 1 can describe the densities of four 
categories averaged over all the cells at generation N. 

 
N
j

N
iij

N
i

N
i RDDD ⊗=−+ α1 , 2,1=i , 2,1=j        (1) 

 
where ji RD ⊗  and ijα  denote min(Di,Rj) and a 
constant, respectively. 

This system of D1, D2, R1, and R2, the 4-cylinder 
engine for life, can replicate each other. 

 

2. Six-variable differential equation [2] 
The negative enzyme system and its gene group 

(D3: Gene group 3 that codes protein system R3 for 
suppressing D2 gene expressions, and R3: Protein 
system 3 for suppressing D2 gene expressions) are then 
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incorporated into the minimum hyper-cycle, because the 
morphogenetic process of multi-cellar systems in 
mammals must include negative controllers such as Oct-
4 and SOX2 for producing tissues and organs. [4, 5, 6] 

Only the protein system generated in Category R3, a 
negative controller, attaches to the positive gene group 
D2. Thus, the production rate of R2 can be re-written in 
the form of min (D2-R3, R2). 

Then, the densities of six categories averaged over 
all the cells at generation N are described by the 
following equations. 

 
NN

ii
N
i

N
i RDDD 11

1 ⊗=−+ α , 3,2,1=i          (2) 
NNNN RDRR 21121

1
1 ⊗=−+ α   

NNNNN RRDRR 232222
1

2 )( ⊗−=−+ δα          (3) 
NNNN RDRR 23323

1
3 ⊗=−+ α  

 
where ji RD ⊗  denotes min(Di,Rj) for i=1-3 and j=1-
3, and also where )(xδ  denotes the larger one of x or 
0, i.e., max (x, 0). (Here, the constant 1iα  includes the 
influences of many types of molecules in the category 
and the molecule movements on reaction probability. 
There is an important constraint, i.e., the densities of D1, 
D2, and D3 are identical, because the three gene groups 
1, 2, and 3 are in one set of DNA in each generation. 
Thus, 1iα  for D1, D2, and D3 is a set having the 
identical value of 1.0. Initial densities of D1, D2, D3, 
R1, R2, and R3 are set to be 1.0, respectively.) 

Let us denote the number of cell divisions after the 
mother cell generation as N. Generation N is less than 
50, because an adult human body can be generated by 
about 50 cell divisions from a fertilized egg. 
Accordingly, the number of cells at generation N is 
defined as P(N). There are many types of cells among 
P(N) such as somatic and stem cells. A cell must have 
one set of DNA. Thus, the number of cells, P(N), is 
equal to N

iD . 
Broadly speaking, computational results obtained by 

Eqs. (2) and (3) show nearly exponential or hyperbolic 
increases of Di and Ri. Then, the antagonism between 
the negative controller R3 and the positive factors R1 
and R2 induces bifurcation events at rhythmic intervals 
constituting about 6-7 divisions although the intervals 
are slightly chaotic and the vibrational amplitude is 
attenuated. It is stressed that this cycle of 6-7 divisions, 
i.e., branching time between periodic bifurcation events, 
corresponds to the emergence timings of blastocysts, 

germ layers, tissues, and organs, which can be observed 
for about every 6-7 cell divisions. (Figs. 1 and 2) 
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Fig.1. Time histories of D2/R3 during 50 generations of 
the morphogenetic process. (a) 2iα =1.0 and (b) 2iα =1.5 
 
   The flexible shapes of transcription factors may 
give the parameters of 2iα  various values. However, 

it is stressed that three system parameters, 2iα , have 
less influence on the time cycle of bifurcations. The 
cycle of about 6-7 divisions is stable. (Fig. 1b) [2] 

The condition of D2/R3 > 1.0 means that a part of 
D2 is not covered by R3. This implies that several types 
of proteins in D2 emerge and also several types of 
somatic cells are produced to make organs and tissues. 
The condition of D2/R3 < 1.0 means that D2 is 
completely blocked by redundant R3, which implies 
stem or iPS cells. This oscillation of D2/R3, which 
implies the amount of D2 uncovered by protein group 
R3, will lead to the changes in the gene combination for 
expressions. This corresponds to the fact that iPS cells 
can be reprogrammed by the presence of much Oct-4. 

  

(a)

(b) 
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III. MORPHOGENETIC PROCESS 

1. Human beings 
The morphogenetic process of human beings began 

with the fertilization. We examine the date when each 
of the organs is formed. (Fig.2) 

At first, we examine the early stage of the 
morphogenetic process, from a fertilized egg to germ 
layers. (Fig.3) A fertilized egg becomes blastocysts 
with 4 or 5 days, diploblastics with 8 or 9 days, germ 
layers with 15 or 16 days. Cell cycle of human beings is 
about 16–24 hours. Thus we can consider that embryos 
undergo cell division about once a day. However, the 
first cleavage needs about 24 hours, and the following 
each division before moluras needs about 12 hours. 
Thus, it takes 6 or 7 times of cell divisions between a 
fertilized egg and blastocysts, 4 or 5 times of cell 
divisions between blastocysts and diploblastics, and 7 or 
8 times of cell divisions between diploblastics and germ 
layers. According to these results, we can see that 
important structures are formed by around 6-7 times cell 
divisions in the early stage of the morphogenetic 
process. 
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Germ layers
Heartbeat Unborn baby
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0 3711 266 19 32 40-45
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Fig.2. Simple overview of the morphogenetic process of 
human beings. 
 
 

       
          a            b            c     
 
Fig.3. Morphogenetic process of early development. 
(a: fertile egg, b: blastocysts, c: diploblastics) [7, 8] 
 

Secondly, we examine the nervous system. (Fig.4) 
Neural plate is formed on the 18th day. After that, neural 
plate develops into neural tube on the 22nd or 23rd day, 
into primary brain vesicle on the 27th or 28th day, and 
into secondary brain vesicle on the 31st–33rd day. 
Because of this, we can suppose that neural plate 

undergoes 4 or 5 times of cell divisions before forming 
neural tube, neural tube undergoes 5 or 6 of times cell 
divisions before forming primary brain vesicle, primary 
brain vesicle undergoes 4-6 times of cell divisions 
before forming secondary brain vesicle. According to 
these results, we can see that important structures are 
formed by about 6 times cell divisions in the nervous 
system. [9] 
 

             
a          b          c         

Fig.4. Morphogenetic process of the nervous system. 
(a: neural plate, b: neural tube, c: primary brain  
vesicle) [7, 8] 
 

Next, we will see about the respiratory system. 
(Fig.5) At the beginning of the respiratory system, lung 
bud is differentiated from foregut on the 24th-26th day. 
After that, lung bud develops into trachea and primary 
bronchus on the 29th or 30th day, into secondary 
bronchus on the 34th or 35th day, and into tertiary 
bronchus on the 41st or 42nd day. Thus, we can 
conclude that lung bud undergoes 4-6 times of cell 
divisions before forming trachea and primary bronchus, 
primary bronchus undergoes 5 or 6 times of cell 
divisions before forming secondary bronchus, 
secondary bronchus undergoes 7 or 8 times of cell 
divisions before forming tertiary bronchus. Therefore, 
we can see that important structures are formed by 
around 6-7 times of cell divisions in the respiratory 
system. 

 

       
         a            b             c    
Fig.5. Morphogenetic process of the respiratory system. 
(a: lung bud, b: trachea and primary bronchus, c: 
secondary bronchus) [7, 8] 
 

Finally, let us see the circulatory system. [7, 8] At 
the beginning of the circulatory system, cardiogenic 
cord is formed on the 17th-19th day, and cardiogenic 
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cord develops into cardiac tube on the 22nd or 23rd day. 
After that, common atrium is formed on the 26th or 27th 
day. Bilobed atrium is formed on the 30th or 31st day, 
while 3-chamberd heart is formd on the 34th or 35th day. 
The 4-chamberd heart is formed on the 48th or 49th day. 
Thus, we can suppose that cardiogenic cord undergoes 
4-6 times of cell divisions before forming cardiac tube, 
cardiac tube undergoes 4 or 5 times of cell divisions 
before forming common atrium, common atrium 
undergoes 4 or 5 times of cell divisions before forming 
bilobed atrium, bilobed atrium undergoes 4 or 5 times of 
cell divisions before forming 3-chamberd heart, 3-
chamberd heart undergoes 14 or 15 times of cell 
divisions before forming 4-chamberd heart. Therefore, 
we can see that some structures are formed by about 4-6 
cell divisions between cardiogenic cord and 3-
chamberd heart, although 3-chamberd heart and 4-
chamberd heart are not formed by the cycle. 

From the above investigations, we can show that 
most of the morphogenetic cycles of these four organs 
correspond to the result of section II, about 6-7 cell 
divisions. 

  

2. Mouse 
We also investigate about the morphogenetic process 

of mouse. At the morphogenetic process of mouse, 
blastocysts are formed on the 3rd or 4th day, germ 
layers and neural plate are formed on the 8th or 9th day, 
and neural tube is formed on the 11th or 12th day. (The 
emergence timings corresponding for human beings are 
the 4th or 5th day for blastocysts, the 15th and 16th day 
for germ layers, the 18th day for neural plate, and the 
22nd or 23rd day for neural tube.) Then, the cell cycle 
of mouse is approximately half of human beings. Thus, 
the morphogenetic cycle, 6-7 cell divisions, will apply 
to the early stages of both human beings and mouse. 

We should examine the later stages of the 
morphogenetic processes of both species further, in 
order to confirm the similarity. 
 

IV. CONCLUSION 

Equations 2 and 3 of the sixvariable differential 
equation shows the morphogenetic cycle of six-seven 
fold beats of cell divisions. 

The experimental data on morphogenetic processes 
of human beings and mouse shows the possibility that 

important organs of mammals are formed by every 6-7 
times of cell divisions. 
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Abstract: Fusion of symmetry and asymmetry can be observed in biological molecules and cells. For example, the 
frequencies of purines and pyrimidines in double-strand DNA in a symmetric ratio of 1:1, while the asymmetric density 
ratios of purines and pyrimidines in RNA are between 1:1 and approximately 2:3.Size ratios of cells are also in the 
symbiotic fusion of symmetry and asymmetry. The cyto-fluid dynamic theory and onto-biology reported previously 
(Naitoh, 2001 & 2008) clarify the physics on the inevitability of symmetry and asymmetry underlying life. An 
important point is relatively inner cells among a colony divide into asymmetric ones, while outer cells on the colony 
surface proliferate symmetrically with an identical size. In this report, we examined the concept of inner-asymmetry and 
outer-symmetry by experiments.  
Keywords: Asymmetry, Cyto-fluid dynamics, Cell divisions, Nitrogenous base. 
 
 

I. INTRODUCTION 

Nitrogenous bases which construct DNA and RNA 
are classified into purines and pyrimidines. The 
frequency and size ratio of purines and pyrimidines are 
around 2:3.  

Then the symbiotic concept of symmetry and 
asymmetry is a key for understanding the spatial 
structures in living organisms. Naitoh has shown the 
model based on a continuum pheroid particle (parcel) to 
reveal the physics underlying the fusion of inner-
asymmetry and outer-symmetry: the fact that inner cells 
divide into different size of cells, while outer ones 
differentiate with an identical size. [1, 2, 3]  
 In the reports [1, 2, 3], the equation describing cell 
deformation is obtained by assuming that flow inside 
the parcel is potential flow, while the state outside it is 
empty. The present study shows that the model equation 
is also valid for the opposite situation: the liquid flow 
outside the parcel and nothing inside the parcel and also 
that the inner-asymmetry and outer-symmetry also 
occur for the situation of inner empty. 

Then, we examined the concept of inner-asymmetry 
and outer-symmetry further by experimental 
observations of division processes of yeast 
(Saccharomyces cerevisiae).  

 

II. CYTO-FLUID DYNAMICS THEORY 

1. Assumption 
A.Original Model [1, 2, 3] 

Here,we will consider two nitrogenous base, such as 

the pair of a purine and a pyrimidine, connected by 
hydrogenbonds in a large quantity of water. Owing to  

Purine

Pyrimidine

Water

Purine

Pyrimidine

Water

 
Fig.1. Hydrogen-bonded connection of purine and 

pyrimidine surrounded by water molecules 
 

the influence of the nitrogenous bases, water molecules 
around the bases have different densities and arrays 
from those far away. Thus, we divide the water into two 
regions by drawing a boundary around bases. We 
assume that each nitrogenous base and the water 
molecules inside the boundary act as a flexible 
continuum spheroid particle (parcel), in which the flow 
is irrotational (Fig.1) Further, we assume that the 
spheroid particle size is proportional to the size of each 
nitrogenous base. 

The internal flow is incompressible and irrotational 
flow. Then, the velocity potential φ  for the internal 
flow is [3] 

02

2

2

2

=
∂
∂

+
∂
∂

=Δ
rx
φφφ                       (1) 

where rx, denote the cylindrical coordinates.  
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Then, it satisfies the condition 

( )
brXxaX
braaXx

ss

s

≤≤≤≤−

≤++−≤

0,2
1//0 2222

               (2) 

where sX denote the surface position related to the 
absolute origin [3]. Variables a and b denote the radii 
in the single spheroid parcel. This equation represents 
inside of the parcel. 

The assumptions of potential flow and spheroid 
droplet necessarily lead to Eq. 3 on the velocity v  

2//
/)()(/

Arrv
dtaXdaXxAxv

r

ssx

−=∂∂≡
−++−=∂∂≡

φ
φ         (3) 

where A is a function of time t. [3, 4] The terms 
of )( aXxA s +−  and 2/Ar−  representing the 
velocities observed at the center of gravity. The term of 

dtaXd s /)( −  evaluate the translation motion of the 
parcel center of gravity. [3] 

By using Eqs. (2) and (3), we show two-dimensional 
velocity distribution in a flexible spheroid. (Fig.2)             
 
 
B. A New Model 

In the cyto-fluid dynamic theory Naitoh, [1,2,3] the 
flow outside the flexible continuum particle is a vacuum.  
Here, we will derive the governing equation ofr the 
opposite state: inner empty. (Fig.3). 

The external flow is also incompressible and 
irrotational flow. Then, the velocity potential φ′  for 
the external is  

02

2

2

2

=
∂

′∂
+

∂
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=′Δ
RX
φφφ                      (4) 

where RX ,  denote the cylindrical coordinates. 
Then, RX ,  can be represented by using 

rx, (original coordinates). (See Eqs. 5 and 6.) 
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Then, the flow outside the spheroid parcel satisfies 
the condition of Eq. 7. 

( )
∞≤≤∞≤≤
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bRaaXX s

0,0
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              (7) 

 The assumption of potential flow outside the parcel 

necessarily leads to Eq. 8 for the velocities v . 
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        (8) 

 
Equations (7) and (8) show the two-dimensional 

flow velocity distribution in Fig.4. 
Equations 4 and 8 imply that the governing equation is 

also applicable for all the cases where inner density 
differs from that of outer area, even if both inner and 
outer regions are not empty. 
 

t=0 t=1/4π 

 
 t=1/2π t=3/4π 

 
 
Fig.2. Velocity distribution of the parcel inside (Flow 
velocity satisfies the following conditions. 
( tA sin= , tea cos−= , 2/sin teb −= , aXs = )       

 

                               

                         

 
 

Fig. 3. The condition changed in the model  
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t=0 t=1/4π 

 
t=1/2π  t=3/4π 

 
Fig.4. Velocity distribution of the parcel outside. 
( tA sin= , tea cos−= , 2/sin teb −= , aXs = )      

2. Size of Parcel 
Based on these assumptions in Section II.1, we 

derive the common deterministic momentum equation 
describing particle deformation. [1,2,3] When a small 
disturbance is given for two connected flexible particles, 
the dimensionless deformation ζ  of each particle, 
dependent on dimensioless time τ, can be described as 

 
)()3()/)(1(/ 3222 τττ qeddedd +−+−= ζζζ         (9) 

 
where parameter e and term q(τ) denote the size ratio of 
the two particles connected at the equilibrium condition 
and the time-dependent force generated by the other 
connected particle, respectively. Equation 9 can be 
applied for all the cases where density varies between 
inner and outer regions, when we want to know the 
quasi-stable ratio of e. 

When the particles are spheres at the equilibrium 
condition, ζ is zero. A symmetric ratio of 1.0 makes 
the first term on the right-hand side of the equation zero, 
while an asymmetric ratio of 3 3  around 1.5 makes the 
second term zero. The deformation speed is smaller for 
e=1.0 and 3 3  than for the other values of e. 

Life is relatively quasi-stable when the size ratio of 
hydrogen-bonded nitrogenous bases takes the values of 
1.0 and 3 3  around 1.5. 

The present quasi-stability maintains the hydrogen-
bonded pairs of two identical bases and of purine-
pyrimidine pairs over a period of time at the initial stage 
just after the small disturbance affects the pairs. (Pairs 
of two identical bases can often be seen in RNA, while 
purine-pyrimidine pairs are numerous in RNA and 
DNA.) 

 It is stressed that the flow inside the flexible 
continuum particle is potential flow, i.e., irrotaional flow, 
because impulsive disturbances generate potential flow 
at the start of deformation motions. (It is well known 
that an impulsive start produces irrotational flow, which 
also satisfies the Navier-Stokes equations.) [1,2,3] 
 

III. SPATIAL STRUCTURE OF CELL [1] 

The cyto-fluid dynamic theory [1,2 3] also clarifies 
the relation between small deformation and asymmetric 
division for the aggregation of cells such as those in a 
colony, because a cell is also a flexible continuum 
spheroid particle.  

Let us separate cell aggregation into two parts, the 
internal side around the center of the aggregation and 
the external side close to the surface. External cells 
close to the surface move relatively easily under the 
influence of inhomogeneous force, because one part of 
the cell is free without any connection to other cells. 
However, internal cells often receive homogenous 
forces from many directions due to the presence of other 
cells, making it relatively difficult for them to move 
relative to the origin on the earth. Thus, inner cells 
deform relatively easily. (Fig.5) As a result, the inner 
and outer cells determine whether cell divisions are 
asymmetric or symmetric, respectively. [1,2] 

 
 

 
 

Fig. 5. Division pattern related to  
neighboring states of cells. 
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Fig. 6. Cell division process of 
  Saccharomyces cerevisiae.  

 
 

Let us examine the cell division process of yeast 
(Saccharomyces cerevisiae), because symmetric and 
asymmetric size ratios are also observed at the cell level 
of microorganisms. We cultivated Saccharomyces 
cerevisiae at a constant temperature of 37 degrees 
Celsius on a warm plate and observed continuously 
under a microscope until eight cells were formed. 
Figure 6 shows that internal mother cells (black) 
generate child cells in asymmetric division, while 
external mother cells (gray) produce symmetric ones. 
Figure 7 shows the relation of the size ratio of inner 
cells (1/2) and that of outer ones (3/4). Inner cells divide 
into more asymmetric size ratios, while most of outer 
cells are close to symmetric ones. 

IV. CONCLUSION 

The cyto-fluid dynamic theory is extended for a 
wide range of density variations between inner and 
outer regions of parcels. 

Asymmetric and symmetric size ratios are also 
observed at the cell level of microorganisms. For 
example, internal mother cells generate child cells in 
asymmetric division, while external mother cells 
produce relatively symmetric ones in Saccharomyces 
cerevisiae. 
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Fig.7. Relation between the size ratios  

between inner cell 1/2 and outer cell 3/4 
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Abstract: Circadian rhythms are the physiological oscillations with about 24 h periods that have period 
stability under various circumstances. While gene regulatory feedback loop has been proposed for the model 
of the origin of the circadian oscillation, my colleagues and I had proposed an alternative model. The 
cyanobacterial circadian clock can be reconstituted in vitro only by mixing the three clock proteins, KaiA, 
KaiB, and KaiC, with ATP. Namely, the ratio of phosphorylated KaiC oscillates every 24 h in the mixture. 
This simple biochemical reaction shows self-sustained oscillation like Belosov-Zhabotinsky reaction. Thus, 
KaiC phosphorylation rhythm can be core oscillator producing cyanobacterial circadian clock. In this paper, I 
will discuss entrainment of the "in vitro clock" by temperature cycles. 
Keywords: Circadian clock, Cyanobacteria, Entrainment, in vitro clock, KaiC phosphorylation 
 

I. INTRODUCTION 

Circadian rhythms are the physiological oscillations 
with about 24 h periods; it can organize behavior to 
match the alternating day/night environment.  All 
circadian clocks share three prominent characteristics. 
First, clocks generate self-sustained oscillations under 
constant conditions with ~24 hour period. Second, 
unlike typical biochemical processes, the period of 
circadian clocks is robust against environmental 
changes, such as temperature conditions or nutrient in 
medium. Third, circadian clocks can be entrained to 
external time cues derived from day/night alternation. 

 Cyanobacteria, a kind of prokaryote, is one of 
extensively studied model organism. Before 2005, 
transcription/translation feedback loop system had been 
proposed for the model of the origin of cyanobacterial 
circadian oscillation [1]. The mechanism was also 
proposed as a clock mechanism of the other model 
organisms, e.g. mammalian, fishes, flies and plants. 
However, we recently succeeded in reconstitution of 
minimal circadian oscillator without transcriptional 
processes. We incubated the three recombinant Kai 
proteins (KaiA, KaiB, KaiC) in vitro (in a test tube) 
with ATP at 30 ºC. Surprisingly, a self-sustained 
oscillation of KaiC phosphorylation with a 24 hours 
period was observed [2]. In other words, the ratio of 
phosphorylated KaiC to total KaiC autonomously 
oscillated. Furthermore, period of the oscillation was 
compensated under a variety of ambient temperature. 
Thus, the first and second characteristics of the in vitro 
clock had been already shown. In this paper, we will 
focus on the last property, entrainment of the in vitro 
clock. 

Fig.1 Temperature entrainment of in vitro clock 
 

II. TEMPERATURE ENTRAINMENT OF 
IN VITRO OSCILLATOR 

Daily alteration of both light and temperature are the 
main time cues that can entrain the circadian clocks. 
Here, we chose temperature cycles as an external cue 
because any Kai proteins are not concerned as 
photoreceptors. If a self-sustained rhythm is entrained 
by an external cycles, the period of the rhythm should 
adjust to the external cycle and the peak of the rhythm 
should be locked at a unique phase of the external cycle. 
To test whether the in vitro KaiC phosphorylation 
rhythm could be entrained by a temperature cycle, we 
prepared four mixtures of Kai proteins at 6 hours 
intervals. Under constant conditions (30 °C), the rhythm 
persisted with a period of 23.1 ± 0.23 h (n=4), 
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maintaining the phase angle differences determined by 
the time of mixing. Next, we exposed the four mixtures 
to temperature cycles of 12 h at 45 °C and 12 h at 30 °C 
(12H12L). As depicted in Fig. 1A, the peaks of the four 
KaiC phosphorylation rhythms were locked at the same 
phase and the periods of the four mixtures were 
extended to 24 h (23.9 ± 0.22 h, n=4). As shown in Fig. 
1B, the 10H10L regimen also entrained the rhythm, as 
the period approached 20 h (19.9 ± 0.24 h, n=4) after 
the 4th cycle. In contrast, under 8H8L temperature 
cycles, the interval between peaks changed from cycle 
to cycle (18.4 to 24.4 h) and the peaks did not come 
together (Fig. 1C). Thus, in vitro clock could be 
entrained by 12H12L and 10H10L temperature cycles, 
but not by an 8H8L cycle. 

Fig.2 Phase Response curve (PRC) and Range of entrainment 
 

III. PHASE RESPONSE AND                       
RANGE OF ENTRAINMENT 

Next we considered how the proteins sense the 
temperature cycles and adjust to them. We hypothesized 
that the temperature entrainment of in vitro rhythm 
might be due to discontinuous jumps in phase caused by 
temperature steps. To examine this possibility, we 
analyzed the effects of temperature shifts from 30 to 45
ºC (step-up) and 30 to 45ºC (step-down) on the rhythm. 
As shown in Fig. 2AB, the rhythm was shifted by 
temperature step stimulus. Step-up and step-down tends 
to make the rhythm advanced and delayed, respectively.  

If the rhythm can sense the step temperature 
stimulation, phase shifting by temperature pulse is 
assumed to be the sum of phase shifts caused by step-up 
and step-down. If a phase shift by temperature step-up 

is completed before step-down, the phase shift Δ(φ) of 
the high-temperature pulse at phase φ is calculated by 
the following equation: 

€ 

Δ φ( ) = f φ( ) + g φ + f φ( ) + 24A /τ( )     (1) 

where f(φ) and g(φ) respectively represent phase shift by 
step-up and step-down. We examined actual phase 
shifting by administering 4 h pulses at various times. 
Fig. 2C depicts phase shifts caused by 21 different 
temperature pulses ranging across the circadian cycle. 
On the other hand, we calculated phase shifting by 4 h 
high temperature pulses using equation (1) and overlaid 
the results with the observed phase shifts. As shown in 
Fig. 2C, the predicted PRC correlated well with the 
experimental results, suggesting that our hypothesis 
works in this biochemical oscillator.  

Furthermore, we predicted a range of entrainment by 
cycles of various fractions of high and low temperature. 
When stable entrainment is attained under a cycle of A 
h at high temperature and B h at low temperature, 
equation (2) should be satisfied with a specific phase of 
φs (phase of onset of high temperature in entrained 
status), because under entrained conditions, the 
difference in free-running period of the rhythm and 
external cycle length should be compensated by two 
phase shifts accompanied by a temperature cycle. 

€ 

τ − (A + B) = f φS( ) + g φS + f (φS ) + 24A /τ( )( ) ⋅ (τ /24)  (2) 

As shown in Fig. 2D, most of the temperature cycles 
that entrained the rhythm (closed circle) fell within the 
predicted range of entrainment. On the other hand, 
protocols that failed to entrain the rhythm (open circle) 
fell outside the range. 

Temperature entrainment of circadian rhythms has 
been studied in many organisms as far. An extensive 
study of the eclosion rhythm of Drosophila 
demonstrated that temperature entrainment could be 
similarly ascribed to phase shifting by discontinuous 
temperature changes. Entrainment induced by 
discontinuous phase jump may be a common principle 
for temperature entrainment, because temperature can 
shift the phase of the rhythm but fails to alter period 
length due to temperature compensation of period. 
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Abstract: We would like to present here a rather peculiar observation during human stick balancing at his 
fingertip. It is observed that the balancing time improves when the subject moves objects with the other hand. 
This is particularly so for many subjects with medium skill of stick balancing. Based on this example, we 
would like to consider how this seemingly simple task is composed of intricate mixtures of feedback delay, 
fluctuations, and predictions. We will present some simple models of dynamics in which these factors lead to 
complex behaviors. It is inferred, from these examples, that the concept of “non-locality” could possibly play 
an important role in characterizing biological and physiological systems. 
 
Keywords: Delay, Noise, Resonance, Balance Control, Non-locality 

 
 

I. INTRODUCTION 

Stick balancing in upright position is a topic which 
has been investigated much in mechanics and control 
theories. Human stick balancing on his fingertip appears 
as a very simple task. It is, however, rather intricate 
combination of physiological feedback delays, 
predictions under the influence of fluctuations. In 
particular, we have found that if one moves objects with 
the other hand, balancing of sticks becomes easier. This 
rather unexpected effect indicates that human stick 
balancing could be far different from the ones studied in 
control engineering. From this effect, we would like to 
discuss if the concept of “non-locality” could play an 
important role in describing biological and 
physiological systems. 

 

II. STICK BALANCING 

Let us describe the experiment of human stick 
balancing. A subject is asked to sit on a chair and 
balance on his fingertip a wooden stick of about half a 
meter length. In the original experiment done by Milton 
and Cabrera[1-3], they measured the time duration of 
balancing a stick before its fall as well as tracking the 
motions of the top of the stick and the fingertip. They 
found that the motion of the stick shows small 
amplitude fluctuations with intermittent large 
movements. Our experiment is to add in an extra 
fluctuations or rhythmic movements on this basic 
experimental paradigm[4-6]. The motivation to 
introduce such external fluctuations comes from 

inference to the effect of stochastic resonance (Fig 1), 
which we shall describe briefly in the next section. 

  

 
Fig.1. Schematic view of Stochastic Resonance. (A) 

a sub-threshold incoming oscillatory signals. (B) 
Small amplitude noise added, but still undetectable. 
(C) Appropriate amplitude noise added, the signal 
is now detectable and reflecting some nature of 

underling oscillatory signals. (D) Too large 
amplitude noise added, detectable but incoming 

signals characteristics are lost. 
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III. STOCHASTIC RESONANCE 

Normally, noise or fluctuations are considered as an 
obstacle to information processing systems. However, 
in nature, there appear to exist examples that noise has a 
beneficial effect through a resonance like effect. These 
systems are investigated under the name of “Stochastic 
resonance”[7-9]. One representative example is the 
detection of sub-threshold oscillating signals with added 
noise of appropriate strength (Fig.1). Other types of 
mechanisms have been also investigated, leading to 
variety of applications[10-15]. This concept of 
beneficial effect of fluctuations motivated us to consider 
it in the context of stick balancing. 
 

IV. STICK BALANCING WITH 
FLUCTUATIONS 

Based on the inference from stick balancing, we 
have added fluctuations in various ways during human 
stick balancing. The original idea was to shake a bottle 
of water with the other hand (Fig. 2). Then, we have 
tried subjects to stand on a vibrating platform. On both 
schemes, we have found the following. 

(1) It takes a bit of practice to balance a stick 
with added fluctuations. 

(2) However, for people with medium level of 
skill in the stick balancing, added fluctuation 
leads to longer balancing time. 

(3) For those people with poor or very good 
skills, added fluctuations did not help or 
acted as a disturbances in balancing. 

 

 
Fig.2. A subject moving an object while balancing 

a stick 
 

   Typically, the improvement in balancing time with 
added fluctuations ranged from 20 to 50 percent. 
   Our current hypothesis on this effect is as follows. 
We tend to view ourselves like a machine which could 
control the stick very fast with our visual feedback and 
predictions of its motion. However, in reality this 
control is highly unstable, and due to our physiological 
delay, our control ability is not fast enough or accurate 
enough to keep stick balancing, if we rely too much on 
our feedback loop. Thus, it is constructive to cut this 
reliance on the feedback control loop occasionally. The 
added fluctuations help in this cutting of the control 
loop at appropriate levels.  
   We should note that there is a mathematical study 
on so-called “wait and act” controls[16-18] which are 
proved to be effective in the presence of delay in the 
feedback control loop. It requires a further investigation 
to see if the added fluctuations in the human stick 
balancing task relates to the framework of such controls.  

 

V. NON-LOCALITY IN BIOLOGICAL 
SYSTEMS 

Another issue which emerged from our experiment 
is the question if the concept of “non-locality” could be 
important in characterizing biological and physiological 
systems. Moving an object with the one hand, at first 
sight, would have nothing to do with the balancing of 
the stick on the other hand. At least, it goes outside of 
the traditional thinking of engineering. Also, delay 
could be considered as non-locality[19,20] on the time 
axis in the sense the system’s behavior is not only 
decided by its current state, but also depends on a 
separated temporal point in the past. So, even in this 
seemingly simple task of stick balancing may involve 
various factors in both spatial and temporal non-
localities. In physics, the concept has been puzzling 
separating classical and quantum physics and still much 
effort is underway to understand its nature. It could be 
also true that the concept of “non-locality”, though 
probably different from that of physics, may serve to 
characterize biological or physiological systems.  

 

VI. CONCLUSION 

In this paper, we have introduced our observation 
that added fluctuations help in human stick balancing 
controls. It may be considered as another example of 
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Stochastic Resonances. Also, we inferred that concept 
of non-locality in both space and time may be important 
in biological systems, which requires more explorations.  
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Abstract: This paper describes the control of moving robots in an autonomous decentralized flexible manufacturing   
system (FMS) by ”changes in the mind” of the moving robots. In an autonomous decentralized FMS, many 
moving robots are operating, and path interference problems occurred. It is very difficult to grasp the innumerable 
path interference situations that really occur. Therefore, to avoid these unexpected situations flexibly, we used mind 
model. In this way, we could solve path interference problems. However, the previous mind model we proposed had 
problems while taking evasive action. Robots having the previous proposed mind model are inefficient in solving 
path interference problems. Therefore, we propose a new mind model that can allow robots to avoid path interference 
efficiently. 
 
Keywords: Robot moving collision, FMS, AGV, Path interference, Mind 
 
 

I. INTRODUCTION 

Today, a robot’s actions is made by determined 

control rules. Robots cannot do anything without 

determined controls. Therefore, robots needed to be 

adaptable and designed for all situations. 

In this paper, the human mind is used as a model to 

solve this circumstance. Humans can cope with many 

situations and can modify their action by thinking for 

themselves. If we can provide a humanlike mind to 

robots, they will be able to perform complicated 

operations and will be able to adapt to every situation. 

In this research, we propose a mind model that allows 

robots to act flexibly. 

 

II. AD-FMS 

1. AD-FMS 
In this paper, we adopt Autonomous Decentralized 

Flexible Manufacturing System (AD-FMS), an 

autonomous distributed system, as the production 

system of a virtual factory. 

Figure.1 shows the AD-FMS model. In the AD-

FMS, many moving robots called Automated Guided 

Vehicles (AGVs) are in use. AGVs carry parts and the 

completed product to the warehouse and a machining 

center (MC) [1]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 2. Problems of AGV moving control 
In the AD-FMS, path interference problems occur 

when many AGVs are in operation. There is an existing 

method we developed called Algorithm Avoid AGVs 

(AAA) which avoids these interference problems by 

knowledge exchange [2]-[4]. Even with this method, it 

is very difficult to identify the innumerable path 

interference situations that really occur. Therefore, to 

avoid these unexpected situations flexibly, we use the 

mind model. 
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Fig.1 Autonomous decentralized FMS 
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III. REMORSE MIND 

1. Element of mind 
We proposed that the mind model is not static but 

changes ambiguously. The mind model is the 

combination of three elements: Stimulation Vector, Unit 

and Load.  

 

 

 

 

 

The function of the Stimulation Vector shown in 

Fig.2 is to link the Unit and the Load. If the stimulation 

signal is sent to the Stimulation Vector, the stimulation 

signal is sent to either the Unit or Load to indicate the 

arrow direction. 

Figure.3 shows the schematic figure of the Unit with 

the variables Excited Degree [E] and threshold value 

[T]. [E] of Unit A is shown as A[E]. Below, Unit A is 

shown as just A. Similarly, [T] of A is shown as A[T]. 

The increase or decrease of [E] depends on the value of 

stimulation. If [E] exceeds [T], [E] is decreased to [T] 

and its Unit will send an output stimulation signal in the 

direction of the Stimulation Vector arrow. In this way, 

the Unit function will receive an input stimulation 

signal and send an output stimulation signal. When [E] 

and [T] are equal, the Unit state is called “Excited”. 

Meanwhile, when [E] is lower than [T], the Unit is said 

to be in a “Calm” state. These two states can be changed 

and the change corresponds to a mind change. 

The Load shown in Fig.4 has one numerical value 

plus or minus called the control value. The Stimulation 

Vector links the Load with the Unit. If a stimulation 

signal is sent to the Load, [E] of the Unit is added or 

reduced by Control Value of the Load. 

2. Basic mind model 
Figure.5 shows the basic model of AGV that 

consists of three Stimulation Vectors, two Units (A,B), 

and a Load α with random negative numerical values. 

Figure.6 shows the work of the basic mind model. In 

AD-FMS environment, AGVs can determine each 

other’s positions by exchanging their information[4]-

[5].When one AGV-1 gets closer to the other AGV, the 

possibility for the path interference is input into the 

mind of A. Subsequently, the mind outputs one of the 

two actions by the two states of its A, Calm and Excited.  

 

 

 

 

 

 

 

 

 

We call the mind with state A Calm as arrogant and that 

of state A Exited as modest. 

When the arrogant AGV and the modest AGV gets 

closer, the arrogant AGV forces itself ahead, while 

simultaneously, the modest AGV clears the path so that 

the arrogant AGV can pass.  

When the two arrogant AGVs get closer and path 

interference occurs, AGVs stimulate their individual 

mind by sending A the signal to increase A[E]. A gets 

Excited when A[E] equals A[T]. As a result, one of the 

AGVs becomes modest and both AGVs can avoid path 

interference.  

In contrast, when the two modest AGVs get closer 

and try to mutually concede the path, AGVs stimulate 

their individual minds by sending B the signal to 

increase B[E]. B gets Excited when B[E] equals B[T] 

and sends a signal to α. Load α sends a stimulation to 

Units A and B to decrease A[E] and B[E] by random 

integers from 1 to A[T] and from 1 to B[T]. As a result, 

Unit A becomes Calm and the AGV with its Unit A 

becomes arrogant.  

In this way, as for Unit A, the state of A changes 

(Excited ⇔  Calm) by path interference or mutual 

concessions. This change corresponds to a mind change. 

The mind whose state of A is Calm behaves like an 

arrogant AGV and the mind whose state of A is Excited 

behaves like a modest AGV. 

When many AGVs get closer, AGVs avoid path 

interference by repeating the mind change. 

 

 

 

 

 

 

 
 
 
 
 

Fig.5 Basic mind model of AGVs 
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Whenever a signal is sent to Load C, excite values 
of unit A1 and A2 are decreased by selected control 
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Fig.6 Work of basic mind model 
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3. Problems of a basic mind model 
The number of path interferences is reduced to 0 by 

the mind we developed before [5]. However, the basic 

mind model has other problems when taking evasive 

action. 

We know that the number of bad evasions is the 

same as the number of a good evasions. This means that 

AGVs with a basic mind inefficiently avoid path 

interference inefficiently. Table.1 shows the number of 

the both evasive actions. 

 

 
Good evasion means that the AGV that is far from 

the goal gives way to the AGV that is close to the goal. 

Bad evasion means that the AGV that is close to the 

goal gives way to the AGV that is far from the goal. 

Thus, we focus on AGVs evasive actions. We 

propose the new mind model that can increase the 

number of good evasions. 

 

4. Remorse mind 
Figure.7 shows the new mind model. We call it the 

“remorse mind”. We propose that this remorse mind can 

control the tendency of mind change by estimating its 

own situation. We call this action “Remorse” like 

human remorse. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

5. Constructive features of remorse mind 
We will explain constructive features of the remorse 

mind, which has three Loads and four Units. The 

control value of one Load is minus. The others are plus. 

Figure.8 shows the structure of the remorse mind. We 

show that the remorse mind consists of the structure of 

a basic mind model, which is defined as a core 

structure that a certain structure has the same structure 

inside. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

6. Functional features of remorse mind 
AGVs with a remorse mind can evaluate their own 

situation by referring to their distance to the Goal. 

AGVs always have information on both their current 

position and the goal. This information is always being 

refreshed. AGVs can calculate the distance to the goal 

based on this information. 
 AGVs with remorse mind can control the control 

value [X] and [Y] by the distance to the goal point. If 

AGVs get closer to the goal, the remorse mind tends to 

become arrogant. Then, [X] becomes higher than [Y]. If 

AGVs are far from the goal, the remorse mind tends to 

become modest (Fig.9). Then, [Y]  becomes higher 

than [X]. Figure.10 shows the remorse mind that tends 

to be arrogant. 
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Table.1 Date of evasion 

Fig.7 Model of remorse mind  

Fig.8 Structure of remorse mind  
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IV. SIMULATION EXPERIMENTS 

In this paper, we applied the remorse mind to AGVs 

in an AD-FMS that was computer modeled and on 

which production simulations were performed. 

In addition, to compare the conditions of the 

remorse mind with the condition of the basic mind 

model, the simulations of the basic mind model were 

performed. 

Figure.11 shows the layout of the AD-FMS factory. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

V. SIMULATION RESULTS 

Table.2 shows the simulations results (the volume of 

production, average efficiency of machining centers, 

and the number of good and bad evasions). 

The results shown in Table.2 reveal that the number 

of good evasions is increased and the number of bad 

evasions is decreased significantly. Therefore, one can 

say that AGVs that have the remorse mind can 

efficiently avoid path interferences rather than AGVs 

that have the basic mind model.. 

 
 

 

 

 

 

Both the volumes of production and the average 

efficiency of machining centers of the remorse mind 

were better than those of the basic mind model. 

VI. CONCLUSIONS 

In this paper, we proposed the remorse mind model 

of AGVs that can efficiently avoid path interference 

situations better than the basic mind model. Comparing 

the proposed remorse mind model with the basic mind 

model, we were able to obtain better results that reduced 

the number of bad avoids by 15.6%. 
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Abstract: In this paper, we propose the PSP Practice Support System necessary to efficiently of estima-
tive capabilities of software. This system can transmit programming to specific human among many 
software processes using a Multiagent technology. The system is also synthesized to do parallel and 
cooperative proposing internally. Applying the proposed method to a personal process-removing task, a 
flexible programming for quality of software. Software developments depend on information, which is 
possible to collection of personal process. Agent planning has get use working data on user action and 
other communication. Therefore collection of all user data is necessary for agent learning. Agent studi-
es the best transmission programming, planning and quality according to the makes planning in the 
personal process. 
 
Keywords: Multi-Agent System, Personal Software Process, Software Engineering, Artificial Intelligence 

 

 

I. INTRODUCTION 

An agent is a computational entity such as a soft-

ware program or a robot, and can be viewed as perceiv-

ing and acting upon its environment. This agent is 

autonomous in that its behavior at least partially de-

pends on its own experience. 

Multiagent systems have the capacity to play an im-

portant role in developing and analyzing models and 

theories of interactivity in human societies. Humans 

interact in various ways and at many levels: for instance, 

they observe and model one another, they request and 

provide information, they observe and model one an-

other, they request and provide information, they nego-

tiate and discuss, they develop shared views of their 

environment, they detect as terms, committees, and 

economies. Many interactive processes among humans 

are still poorly understood, although they are an inte-

grated part of our everyday life. Multiagent technologi-

es enable us to explore their sociological and psy-

chological foundations. 

PSP support system is built using this. Moreover, 

We think that the data inputted can acquire software 

development process by sorting out using a user action 

record table. 

In this paper, the PSP system of programming is 

built and the analysis data of Multiagents learning 

method. Generally, software process data is complicated, 

and when building a support system using such data 

including some action time, the calculation with expres-

sion is difficult in many cases. Then, the PSP systems 

configuration from a data pattern is effective using the 

Machine Learning who is excellent in pattern recogni-

tion to such a problem. 

Furthermore, in order to treat effectively the error 

included in data, a Rough Neural Network is formed 

using the extended type Rough Neuron defined from 

Rough Aggregate Theory. Moreover, change of the di-

agnostic accuracy by using Genetic Programming to 

changing the number and combination of the data input-

ted is seen. Back Propagation generally used in a Neural 

Network is used for study of a network. 

The data of the prostates cancer offered by the 

medical institution and a renal cancer was used for veri-

fication of a system. 

 

II. Intelligent Agents and Multiagent System 

Artificial Intelligence (AI) has made great strides in 

computational problem solving using explicitly repre-

sented knowledge extracted from the task. If we con-

tinue to use explicitly represented knowledge exclu-

sively for computational problem solving, we may 

never computationally accomplish a level of problem 

solving performance equal to humans. From this idea, 

the paper describes the development of a multiagent 

system that can be used to support the assessment of 

design performance in the cellular automata model. 
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Agents represent objects or people with their own be-

havior, and take the structure of cellular automata lattice.  

Intelligent agents and multiagent systems are one of 

the most important emerging technologies in computer 

science today [1]. The advent of multiagent systems has 

brought together many disciplines in an effort to build 

distributed, intelligent, and robust applications. They 

have given us a new way to look at distributed systems 

and provided a path to more robust intelligent applica-

tions.  

Multiagent systems deal with coordinating intelli-

gent behavior among a collection of autonomous agents. 

Emphasis is placed on how the agents coordinate their 

knowledge, goals, skills, and plans jointly to take action 

or to solve problems. Constructing the multiagent sys-

tems is difficult [2,3]. They have all the problems of 

traditional distributed and concurrent systems plus the 

additional difficulties that arise from flexibility re-

quirements and sophisticated interactions.  

  

III. Personal Software Process 

The Personal Software Process (PSP) is a self-

improvement process that helps you to control, manage, 

and improve the way you work. It is a structured 

framework of forms, guidelines, and procedures for 

developing software [4]. Properly used, the PSP 

provides the data you need to make and meet commit-

ments, and it makes the routine elements of your job 

more predictable and efficient. 

The PSP's sole purpose is to help you improve your 

software engineering skills. It is a powerful tool that 

you can use in many ways. For example, it will help you 

manage your work, assess your talents, and build your 

skills. It can help you to make better plans, to precisely 

track your performance, and to measure the quality of 

your products. Whether you design programs, develop 

requirements, write documentation, or maintain existing 

software, the PSP can help you to do better work. 

 Rather than using one approach for every job, you 

need an array of tools and methods and the practiced 

skills to use them properly. The PSP provides the data 

and analysis techniques you need to determine which 

technologies and methods work best for you. 

 The PSP also provides a framework for under-

standing why you make errors and how best to find, fix, 

and prevent them. You can determine the quality of 

your reviews, the defect types you typically miss, and 

the quality methods that are most effective for you. 

After you have practiced the exercises in this book, 

you will be able to decide what methods to use and 

when to use them. You will also know how to define, 

measure, and analyze your own process. Then, as you 

gain experience, you can enhance your process to take 

advantage of any newly developed tools and methods. 

The PSP is not a magical answer to all of your soft-

ware engineering problems, but it can help you identify 

where and how you can improve. However, you must 

make the improvements yourself. 

PSP write several program using the evolving proc-

ess shown Figure 1.  
 

Fig.1. PSP Process Evolution 
 

PSP0 and PSP0.1 hierarchy include introduces proc-

ess discipline and measurement. PSP1 and PSP1.1 hier-

archy include introduces estimating and planning. PSP2 

and PSP2.1 hierarchy include Introduces quality man-

agement and design. Team Software Process exists over 

the PSP hierarchies. 

 

IV. The PSP Practice support system using 
Multiagent 

In this section, we study combined as it occurs in 

genetic Techniques into agent learner. We used as a tool 

for searching wide and complex solution space in Intel-

ligent Agent learns data. Intelligent agent using com-

plex techniques of related research. Multiagent is state 

in a filed shown Figure 2. 

Figure 2 depicts the Agent Communication Module 

and shared Information Data. The Agent make filed in 
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order to share information data from Agent communica-

tion filed. These fields include other Learner kept in 

Intelligent Agent shown Figure 3. 

 

 
Fig.2. Support System Communication of Multiagent 

 
Figure shows the Agent between communication 

modules in other communicate method. In this case, 

Intelligent Agent supports the PSP time and size meas-

ures record to user manipulation data. Intelligent Agent 

Controller selects Agent Information Data Share (AiD-

S) or Agent Information Data Delivery (AiD-D). 

 

 
Fig.3. The Configuration of Agent Module  

 

Other Learner support anything AI techniques of in-

put data. Intelligent Agent has made combined these 

techniques into the Machine Learning. Machine Learn-

ing include same function of standard algorithm using 

user analyses data. These techniques supported by ana-

lysis data in time sheet that retrieval of start and end 

point. 

Table 1 shows the PSP record form Time Measures 

and Size Measures [4]. 

 

Table 1. The scale of Program size categories 
 Plan Results Accumulation 

Base    

Added    

Modified    

Deleted    
New and 
changed 

   

Re-used    

New Re-used    

 Total    

 

In the PSP, engineers use the time recording log to 

measure the time spent in each process phase. In this log, 

they note the time they started working on a task, the 

time when they stopped the task, and any interruption 

time. For example, an interruption would be a phone 

call, a brief break, or someone interrupting to ask a 

question. By tracking time precisely, engineers track the 

effort actually spent on the project tasks. Since interrup-

tion time is essentially random, ignoring these times 

would add a large random error into the time data and 

reduce estimating accuracy.  

Since the time it takes to develop a product is large-

ly determined by the size of that product, when using 

the PSP, engineers first estimate the sizes of the pro-

ducts they plan to develop. Then, when they are done, 

they measure the sizes of the products they produced. 

This provides the engineers with the size data they need 

to make accurate size estimates. However, for these data 

to be useful, the size measure must correlate with the 

development time for the product. While a line of code 

(LOC) is the principal PSP size measure, any size 

measure can be used that provides a reasonable correla-

tion between development time and product size. It 

should also permit automated measurement of actual 

product size.  

So, This any measure record to support agent con-

sider with using this Agent Learner expanded of PSP 

support. A person engaging in a person who experi-

enced PSP and software development for many years is 

not very worried about a form record-keeping work. 
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Record keeping is vague, and what is performed of a 

person pressed by a work still increases. Necessity to 

perform automatically is important in a soldier, remis-

sion of an activity and process assay to record an activ-

ity precisely. 

Therefore I record all activities, and a support sys-

tem shares the documentary information, and Intelligent 

Agent examines to whether be content which documen-

tary information to shows personal characteristic of dif-

ference with another person. 

 

V. Improvement of Software Estimate Effi-
ciency Centered Multiagent 

In this section, explain improvement of Software Es-

timate used to Multiagent internal Agent Learner for 

Intelligent Agent. Multiagent connect in other Intelli-

gent Agents. Hence, those Intelligent Agent put the 

Agent Learner on necessary thoughts in Multiagent. 

1. Software Estimate Design of Agent Learner 
The Software Design Estimate kept in Intelligent 

Agent. Figure 4 shows the Agent internal Data, PSP 

database and user logs connection modules in other 

communication method. In this case, Intelligent Agent 

supports the PSP time and size (LOC: Line of Code) 

measures record to user manipulation data. Intelligent 

Agent used to learning Control on internal database for 

AiD. 

 

Templatelog
[screen]

Style
[Base]

Learning
・LOC

・Time

・Error

AiD

Control

AiD-S

 
Fig.4. The AiD Data transferred from Agent 

Learner to action logs 

2. The Estimating Probe Method of Agent Soft-
ware Design 

The Probe Method guides user in using historical 

data to make estimates. With estimated proxy size E, 

Intelligent Agent can calculate the projected program 

size P and did total estimate development time. The 

parameters β 0 and β 1 are used in the following equa-

tion to calculate projected added modified size: 

 
Projected Added and Modi-

fied

€ 

Size(P) = β0 + β1 *Ε                 (1) 

 

When two sets of data are strongly related, Intelli-

gent Agent can use the linear regression method to rep-

resent that relationship. This means that linear regres-

sion is often appropriate. The parameters β 0 and β 1 

are calculated from user historical data.  

 

VI. CONCLUSION 

In this research we build Multiagent complex system 

sensing user working data. We were able to searching 

user experience data. We create agent learner data in 

user working analyses system. 

For future works, we will consider methods quick 

running of agent learner in communication data and 

user experience data. We try to delete user missing 

work date filter on experience data. We consider to that 

delete missing work filter on experience data. 

Future versions of this model will aim to show how 

the system in communication response in a more natural, 

unscripted scenario, involving multiple parts in addition 

to other forms of process and contingency.  
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Abstract:  In this paper, we propose MAC protocols based on our designed Infrared-Space Division Transceiver (IR-
SDT) for mobile robots. The IR-SDT has 8 communication modules, so it can communicate with maximally 8 other 
nodes simultaneously. The number of parallel multiple accesses will be improved by using this transceiver and the pro-
tocol specialized for it. In addition, we consider situations in which a packet collision occurs, and propose a protocol 
that resolves communication-conflictions using signal collision-detection function of IR-SDT. Finally we consider the 
performance of these protocols, and discuss the influence of signal collision-detection accuracy. 
 
Keywords: mobile robot, MAC protocol, directional communication, SDMA, CDMA/CD on wireless 
 

I.  INTRODUCTION 
Cooperation by autonomous mobile robots that de-

signed for the purpose of rescue or information collec-
tion in disaster areas, exploration in unknown environ-
ments has been studied [1][2]. Robots have to exchange 
information of task progress or report their position each 
other in order to execute tasks smoothly. Therefore the 
study about communication networks for mobile robots 
has been an important theme. Especially over the past 
decade, this field has become more popular since wire-
less LAN technology became cheaper. 

Broadly divided into 2 specifications as follows are 
required for communication networks of autonomous 
mobile robots. 
 Decentralized autonomy 

Autonomous mobile robots have to construct their 
communication networks by themselves. It is because 
they basically perform in unknown environments that 
do not have communication infrastructures. Furthermore, 
important functions in the system must be decentralized 
to be fault tolerant. 
 Scalability 

These networks have to keep high performance when 
the number of robots in the system is large, i.e., in the 
tens or hundreds. Therefore it is not realistic to prorate 
limited channels among each robot, like FDM. 

These 2 requirements are conflicting, so reconciling 
them has been a main issue. Using an intensive central 
station is suitable to manage communications of a lot of 
robots. However a system that depends on only one sta-
tion is unreliable. 

We proposed a space division transceiver using in-
frared LEDs and photodiodes up to now in order to real-
ize networks that satisfy these requests. In this paper, we 
propose a space division MAC protocol specialized for 
this transceiver. In addition we also look at situations in 

which signal collision occurs based on the spatial ar-
rangement of robots, and propose a protocol that re-
solves communication-conflictions. We think we can 
realize spatially efficient networks using these protocols. 

This paper is constructed as follows. In section II, 
we will give features and issues of several related works, 
and introduce our designed IR-SDT in section III. In 
section IV, we will describe the detail of proposed pro-
tocols, and mention these performances in section V. 
Finally we will conclude this paper and mention future 
work in section VI. 

II.  RELATED WORKS 
Several single channel type-distributed MAC proto-

cols for the wireless communication among mobile ro-
bots have been proposed. 
1. AR-TDMA [3] 

AR-TDMA is a MAC protocol specialized for the 
cooperative transport by mobile robot team. Robots take 
the role of leader or follower, and the leader manages 
the time slot for time-division communication. 

In the paper, there is an important premise. If packet 
collision occurred when the followers are bidding for 
slot reservation, then the leader will detects the collision 
by measuring the change in the signal level. However it 
is difficult since the change in the signal level is related 
to the distance from a peer on wireless communications. 
The accuracy of the collision detection is not considered 
in the simulation of this protocol, but the factor can in-
fluence the system performance. 
2. CSMA/CD-W [4] 

CSMA/CD-W is a random access MAC protocol for 
communications among robots that provides the func-
tion of signal collision-detection on wireless medium, 
and is based on CSMA/CD. In this protocol, sender 
nodes sense the carrier state immediately after transmit-
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ting to detect simultaneous sending from other nodes. If 
a sender detects other’s simultaneous sending, then it is 
recognized as a collision, and the sender informs others 
that. By the scheme, the overhead that caused by a re-
ceiver node requesting the retransmission can be re-
duced when a collision occurs. 

However it is the same as CSMA/CD in that senders 
retransmit after random back-off when collision occurs. 
Therefore performance will drop when the number of 
robots in the system increases. 

III.  OUR PREVIOUS WORKS 
The spatial efficiency of wireless communication 

will improve by using infrared rays that have strong 
directionality as the carrier, instead of radio waves that 
diffuse every direction. It is reported that the directional 
antenna can provide approximately 5 times of the num-
ber of parallel communication links, compared with 
omni-directional antenna in wireless mesh networks [5]. 
We focused on this advantage, and designed Infrared-
Space Division Transceiver (IR-SDT) for the communi-
cation among mobile robots [6]. The overhead view of 
IR-SDT is illustrated in Fig.1. 

This equipment consists of 8 communication mod-
ules that are placed on the board facing outward. Each 
module has a photodiode that can detect AOA (angle of 
arrival) of signals, and an infrared LED, so it can re-
ceive and transmit infrared rays. In addition, they are 
separated by physical barriers, so the reception angle of 
each module is limited to 60 [deg]. Moreover it prevents 
disruption of links by setting overlapped areas. 

Therefore this equipment can receive several signal 
rays from different angles simultaneously, and also can 
transmit signals to a particular direction or omni-
directionally. However, notice that it cannot simultane-
ously send and receive since the LED rays that are emit-
ted when transmitting will diffuse, reflect, and interfere 
with their own receiver. Therefore it is the same as gen-
eral antenna in that can perform half duplex communi-
cations. 

 
Fig.1. Structure of IR-SDT 

Furthermore, the function of AOA detection is im-
portant. We use a commercial AOA detecting device 
(HAMAMATSU, S6560), which outputs the AOA θ  as 

the ratio of electric currents cθ , as shown in Fig.2. By 
using it, robots can accurately estimate the angle of the 
peer; and also if 2 or more signal rays enter into a same 
module, it can be detected as a collision from the fluc-
tuation of the output as shown in Fig.3. 

In the next section, protocols that provide the p
arallel connection and collision resolution using thes
e features will be proposed. 

 
Fig.2. Specification of 
AOA detector 

Fig.3. Response 
for a collision 

IV.  PROPOSAL 
1. Simultaneous Multiple Access Protocol 

First, we will describe the protocol for the nodes that 
make simultaneous multiple access links autonomously 
in a network. As shown in Fig.4, we implement 4 nodes: 
S, D, n1, n2 on the plane, and they can receive each oth-
er’s signals. They have unique node-ID, and modules of 
them IR-SDT also have module-ID. Now node S wants 
to send message to D, then the steps that follow are exe-
cuted. 

 
Fig.4. Examples of network 

i) S broadcasts a RTS (Request To Send) that specifies 
the node ID of D. Then it is expressed as “RTS(S, D)” 
as the RTS from S to D.  

ii) n1 and n2 wait for constant time twaitCTS, and D re-
turns a CTS (Clear To Send) to S. Then that CTS is 
only transmitted from the module that is used for 
communication (in this example, module 2), so it is 
expressed as CTS(D, 2, S) as the CTS from module 5 
of D to S. 
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iii) S receives the CTS and starts to send a message 
MSG(S, D) to D. Then if other nodes did not receive 
the CTS, they are allowed to send signals to D; be-
cause then they are not facing with module 2 of D. In 
this case, n1 is prohibited to send signals to D, but n2 is 
allowed to do it. In addition, D returns an ACK (Ac-
knowledgement) with packet-ID to S by receiving 
constant number p of message packets, while receiv-
ing the message. 

iv) D emits RF (Reception was Finished) from module 
2 to release it when receiving the message is finished. 
Here, it is RF(2). 

The sequence chart of above steps is illustrated in Fig.5. 
By using this method, D can receive messages from 
other nodes in parallel while ensuring the link for re-
ceiving the message from S. 

 
Fig.5. Simultaneous Multiple Access Protocol 

2. Collision Detection and Resolution Protocol 
In a network consist of IR-SDT, if 2 or more signal 

rays are received by a same communication module, 
then these bit patterns are broken and they cannot be 
decoded. We call this status as collision. Situations that 
collision occurs can be existed as follow 2 patterns. 
A. Simultaneous RTS broadcasting 

2 or more nodes broadcast RTS at the same time, and 
they are received by a same module of some node 

B. Interruption by a node that did not listen to RTS/CTS 
While S is sending a message to D, a node that did not 
listen to RTS/CTS among node S and D moves near D 
and broadcasts a RTS, and the RTS is received by 
busy module of D. 

We will describe a protocol that detects such colli-
sions and retransmit signals smoothly. For example, we 
use a network consists of 3 nodes: S1, S2 and D on the 
plane, as shown in Fig.6. 

Then we consider situation A and explain an coun-
termeasure for it. The sequence chart of the scheme is 
illustrated in Fig.7. 

A-i) S1 and S2 broadcast RTS at the same time. (Then 
they cannot listen to each other’s RTS, since IR-SDT 
communication is half duplex.) 

A-ii) These RTS are received by module 5 of D and 
collide. D detects the collision, and transmits Collision 
Notification (CN) from module 5. This CN contains 
the node-ID, module-ID and the status information 
when collision occurs. In this example, node-ID is D, 
module-ID is 5 and status is idling, so the packet is 
expressed as CN(D, 5, IDLE). 

A-iii) S1 and S2 receive the CN. In this example, S1 
wants to send a message to D, so S1 waits a random 
time and retransmits a RTS only to D. Instead, S2 
wants to send a message to other node, so S2 waits a 
constant time for a CTS from desired node. After that, 
if the CTS is not received, S2 broadcasts a RTS again, 
except to the direction of D. 

By using this method, conditions in which random back 
off is inserted can be significantly reduced. 

 
Fig.6. Examples of network 

 
Fig.7. Collision Detection and Resolution Protocol 

in situation A 

Next, let us consider situation B and give a response 
procedure. Its sequence chart is illustrated in Fig.8. 
B-i) When S1 is sending a message to D, S2 that could 

not listen to signals from S1 or D approaches them, 
and broadcasts a RTS. 

B-ii) The RTS is received by module 5 of D and col-
lide with the message from S1. Then D transmits CN. 
This CN is expressed as CN(D, 5, BUSY) because D 
is receiving a message from S1.  

B-iii) S2 receives the CN, then if S2 wants to send a 
message to D, waits until module 5 of D is released.  

B-iv) S1 retransmits message packets that were not sent 
successfully. 
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Owing to this method, S2 can immediately notice that its 
own signal was caused by collision. 

 
Fig.8. Collision Detection and Resolution Protocol 

in situation B 

V.  ABOUT PERFORMANCES 
In this section, we discuss about performances of 

above proposed protocols. 
1. Simultaneous Multiple Access Protocol 

By the method, every communication module of IR-
SDT is used independently, so the maximum number of 
simultaneous connection links can be 8. However, it 
cannot reasonably be assumed that all adjacent nodes 
are at the position where interference does not occur, so 
the effective value is considered to be lower than it. 

In addition, if the time period twaitCTS that waiting for 
transmission until CTS is too short, then a collision can 
occur. Instead, if it is too long, it can be an overhead. 
Therefore we have to investigate the optimal value of 
the parameter. 
2. Collision Detection and Resolution Protocol 

About the method, we first consider situations that 
collisions occur. 

Situation A can occur in a network based on 
CSMA/CA using omni-directional antenna, and the 
probability can be also considered equal to that. How-
ever, diffusion area of signals is limited after step A-3, 
so nodes can retransmit signals with a low collision 
probability. 

In contrast, situation B only can occur in directional 
communications, because S2 refrains from transmission 
in the environment using omni-directional antenna since 
then S2 can listen to messages from S1. However in di-
rectional communications, S2 refrains from transmission 
if it received an ACK from D. Therefore the probability 
depends on the frequency of ACK 1/p and the velocity 
of robots. Thus we also have to set the parameter p to 
the optimal value. 

Moreover, we will discuss about the function of sig-
nal collision detection of IR-SDT. If incident angles of 
collided signal rays are very close, then the fluctuation 
of the AOA detector’s output is small, so it cannot be 
recognized as a collision. Then the Collision Detection 

and Resolution Protocol does not work. Therefore the 
minimum difference of incident angles θlim that allows a 
collision to be detected is an important constant for the 
system. 

VI.  CONCLUSION 
In this paper, we proposed a communication-

equipment and MAC protocols based on it for autono-
mous mobile robots, and discussed about their perform-
ances. We will quantitatively evaluate them by numeri-
cal simulations to confirm their efficiency. In addition, 
we have to derive analytically optimal values of pa-
rameters as previously mentioned. Furthermore the criti-
cal value of incident angle’s difference θlim is also 
should be obtained by actual experiments. 
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Abstract: For the surveillance of the area consisting in an integrated framework of networked RFID sensors, CCTVs 
and smart cameras, we made wide area surveillance systems which provide collaborations between distributed agents 
having heterogeneous data from various sources. In our intelligent network surveillance system, each of agents has 
autonomy and collaborates and does reasoning based on distributed knowledge bases. 
 
Keywords: Network surveillance system, Physical security, Agent, Context ontology. 

 
 

I. INTRODUCTION 

This paper describes an on-going work aimed at 
designing and deploying a system for the surveillance 
and monitoring of province area containing about 15 
cities. Our project is also aiming to be included in the 
construction of the ubiquitous city. We made the design 
of architecture for the surveillance of the area consisting 
in an integrated framework of networked RFID sensors, 
CCTVs and smart cameras. Wide area surveillance 
system should provide collaborations between 
distributed agents having heterogeneous data from 
various sources. We are developing an intelligent 
network surveillance system in which each of agents 
has autonomy and collaborates. Various data such as 
video, feature data including biometrics, event alarms 
are come from many kinds of input devices such as 
smart cameras, RFID sensors. They may be in fixed 
location or put on robot for some dangerous situation. 
Although agents are ordered by geographic area 
hierarchy, they have their own knowledge base and 
inference engine issuing queries independently.  

 

II. SYSTEM ARCHITECTURE 

We have developed system architecture for 
deploying a network of agents that focus on 
collaboratively analyzing data came from various 
sources. This architecture includes that the execution of 
the elementary tasks are distributed and independently 
executed with a certain degree of autonomy and/or 
mobility. It views each of agents as a knowledge 
processing engine that is to be applied to process data 
and make some decision. The knowledge base 

architecture presented in Figure 1 has hierarchy 
according to administrative divisions. R represents the 
set of knowledge bases including facts, rules and 
context ontologies related to raw data extracted from the 
CCTV, Smart Camera and RFID. It includes ontology 
representing physical and logical raw entities and 
associations among them. W0 through Wn represents the 
set of knowledge bases including facts, rules and 
context ontologies related to wanted data covering from 
small area to large area. 

 
In our network surveillance system, many kinds of 

CCTV 
Smart Cam, 
RFID 

Building
Security
Ci P l

Province 
Police/Co.
S it Want” 

Match 
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Wn

R RR

W0 
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Fig.1. Knowledge base Architecture 
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input devices are interconnected through Internet and 
their collected and/or recognized data form a web of 
surveillance data. We want to make agent's data 
representation which is not only human process-able but 
also machine process-able. We would like to extend the 
current wide area surveillance system to a web of data 
and allow for agents to exploit the data directly each 
other with complete independence to their 
administrative hierarchy. A web of data needs to be 
augmented for intelligent inference and activity decision 
by inquiring additional required data to any other agents 
through common APIs.  

 

III. KNOWLEDGE-BASED SURVEILLANCE 
 

Making a complex decision is an essential task in 
networked surveillance systems. We show simplified 
application scenarios in Figure 2 for the cases detection 
during real time and detection by request. Extraction 
system, detection system and filter system make use of 
semantic information contained in the R and W 
knowledge base. For the collaboration between 
distributed agents, data should be uniquely identifiable 
and we should allow data to link to each other and 
classify the data to convey some meaning. Furthermore 

we should use standards for all these.   
 
Semantic web is a collection of standard 

technologies to realize a web of data to be arranged, 
liked, classified and uniquely identifiable. Classification 
is achieved through ontologies and uniqueness is 
achieved through URIs. Our network surveillance 
application can be thought of semantic web. Building a 
semantic web application for network surveillance 
provides several advantages such as many distributed 
data sources, decentralized semi-structured images, 
knowledge base, distributed inference, open systems. 
 

We build a knowledge base to elaborate an inference 
engine such that it will return different decisions for 
each different context intelligently. For making better 
and intelligent decisions we develop huge background 
data, rules, ontologies and structure them with an 
annotation label to the links. Inference engines make 
use of those data. Every search event return related data 
including still picture, video, feature data, event alarm 
that are ranked from top to bottom. Our system 
constructs area profile ontology for each agent by 
observing events occurrence in the area. For example 
some sound may indicate burglar alarm in some area. 
However the same sound might be a school bell in 
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(a) Detection during real-time                                     (b) Detection by request 
Fig.2.Application Scenarios 
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another area. Area profile ontology is further used for 
reordering query results. Although the training phase 
needs some set up cost, it helps the agents learn the 
behaviors in the area and for better inference results.  
 

IV. WEB INTERFACE 

For the availability of small, power-aware, and high-
performance camera nodes, amounts of available video 
data grow. However transmitting video data in 
affordable rate consumes large amounts of network 
bandwidth. Developing interactive systems for 
efficiently querying this data about specific events has 
become a significant need in surveillance. Such a 
system should be able to bridge the gap between the 
high-level users’ queries and raw data within leaf node 
agents. This can be achieved by providing the powerful 
user interface for submitting queries, providing a 
mapping from the query into a set of filters that can 
utilize the feature data provided by other agents to infer 
high-level semantics, and then displaying the results in 
such a way the user can reformulate the further in-depth 
query and use the search results to foster new search 
inputs. We develop common APIs for each agent for 
standardized interface between agents and for the public 
web services. It forms an interactive system for 
querying surveillance data about events. 

 
The surveillance system manager can control the 

state of the system via a graphical interface that shows 
an up-to-date, high-level representation of the system 
status. We can manage agents through a graphical user 
interface that supports the monitoring and deployment 
phases. The user authentication is performed and the 
configuration can be changed according to the 
privileges.  

 
U-City Security System web interface has been 

Implemented and some example pages are shown in 
Figure 3. Figure 3 (a) shows member list. When we 
click a member it shows further information including 
location and privileges. Figure 3 (b) shows statistics 
graph representing trend and comparison visually. It 
also gives table with precise number data. In Figure 3 
(c), it shows a regular user interface. On the top left side 
of the screen, the system officer can see the list of 
surveillance servers in its domain. By clicking specific 
item, live video from designated server can be seen in 
the popup window. On the bottom left side of the screen, 

the system officer can choose other surveillance area 
under the user access control. On the top right side of 
the screen, the system officer can see the list of 
alarming locations. By clicking some specific alarm, 
stored video or the real-time view of the site can be seen. 

 
 

 
(a) Member inquiry 

 

 
(b) Statistics graph 

 

 
 
 
 
 
 
 

(c) Location mapping and video inquiry 
 

Fig.3. U-City Security System 
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Depend on the characteristics of the event we can 

see various types of result data. On the bottom right side 
of the screen, stored video can be searched through 
typed keywords. Through the center pop-up search form, 
we can elaborate the search options. Some of our 
ongoing work is provision of more customizable 
graphical user interface for specifying user-defined 
policies and distributed user access control using 
attribute certificates which is defined in PMI[9]. 

 

V. RELATED WORKS 
 

Networked surveillance systems can be used in 
many applications requiring images from multiple data 
sources to be combined in order to interpret the scene 
and understand the situation[1] such as disease 
surveillance[2]. For a wide area physical security 
surveillance, monitoring systems are connected and 
communicate [3,4,5]. However they do not adopt 
artificial intelligence technique. To ease the mergence 
between heterogeneous data, effort for the 
standardization for physical security is done by 
PSIA(Physical Security Interoperability Alliance) that 
defines, recommends, and promoting standards for IP-
enabled security products[6]. There are few of 
surveillance systems adopting ontology-driven 
technologies. [7] introduces artificial intelligence 
techniques only for the interpretation of objects. [8] uses 
ontology but does not build agents for web of data.  

 

VI. CONCLUSION 

In this paper we introduce for wide area security 
service we connect the regional surveillance systems 
utilizing the preprocessing of smart cameras and sensor 
systems. Local region servers act as an intelligent agents 
doing more intelligent induction with more knowledge. 
Knowledge base includes facts, rules and context 
ontologies. Analysis for large areas generally requires 
combining information from several data source agents 
or other several region agents. The synergy between the 
agents allows obtaining more high level, enhanced and 
intelligent decision. 

 
Our goal is building cooperative intelligent agents. 

Multi-agent systems have proven to be a powerful 
technology for building distributed applications. We see 

our system making a complex decision which is an 
essential task in networked surveillance systems. 
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Abstract

This paper proposes a furniture arrangement
method based on a multi-agent approach for inte-
rior coordination. In the proposed model, each furni-
ture item acts as an agent, interacts with an environ-
ment and other agents, and moves to where it wants
to go. Consequently, all furniture items reach well-
coordinated placement. Agent movement of the pro-
posed method is inspired by particle movement in par-
ticle swarm optimization algorithms, that is, agent’s
velocity is calculated from linear summation of vectors
to avoid constraint violation, to harmonize with other
agents, and so on. A simple example shows that the
proposed method can make well-coordinated furniture
arrangement from randomized positions.

1 Introduction

Interior coordination is a task involving the careful
selection and placement of materials, fittings, furni-
ture, and furnishings. Most of Japanese apartments
and houses are sold or lent without any furniture and
furnishings. Inhabitants must therefore buy furniture
items such as a dining table, chairs, sofas, desks, beds,
living boards, refrigerator, and so on, and arrange
their placements whether they like it or not.

For those who wish to coordinate their privately-
owned houses and apartments to the highest and most
sophisticated standards it will most-likely involve the
employment of an interior design specialist with whom
a great deal of time is spent in communicating personal
preferences, taste and style in order for the designer to
be able to make and offer their best selections. With
the rise in peoples purchasing wealth and expectations
there is a greater demand for coordinated interior de-
signing. To reduce the cost of design and enable more
people to enjoy the benefits of personalized custom in-
terior coordination, customers will consider not only
the enlistment of an expensive interior designer but an-

other reasonable independent way which can be done
if the customers supply their own room requirements
and user computer systems to provide the design co-
ordination for them.

In this paper we focus on furniture placement of in-
terior coordination, and propose a furniture arrange-
ment method based on multi-agent system (MAS)[1,
2, 3]. An agent corresponds to a furniture item, sees
the whole room, and decides which direction to go;
consequently each furniture item thinks and moves au-
tonomously. Agents negotiate with one another when
a conflict occurs between them. Well-coordinated fur-
niture arrangement is conducted by agents (furniture
items) moving to their favorite positions.

We also develop a system for a non-design-
professional resident to coordinated furniture arrange-
ment. The system uses three dimensional graphics of
furniture items which are sold on the actual market, so
a user can recognize outputs of the proposed method
at a glance and can judge whether the derived furni-
ture arrangement is in harmony and functionable.

2 The proposed algorithm

2.1 Overview

The proposed model is a kind of homogeneous com-
municating multi-agent system[2, 3]. An agent corre-
sponds to a furniture item, and an environment corre-
sponds to a room involving floor, wall, ceiling, and fit-
tings such as doors and windows. The agent knows its
and other all agents’ positions in the room as if using a
camera mounted on the ceiling, investigates whether it
violates constraints, and autonomously decides which
direction to move. This model is therefore similar to
Small Size robot League, one of the RoboCup Soccer
League divisions [4].

Each agent moves to satisfy constraints concern-
ing with itself only, and negotiates with other agent
when they compete in a violation. As a consequence
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Figure 1: Example of velocity calculation.

of agents’ independent-minded movements, the furni-
ture items reached to well-coordinated arrangement.

At this stage, the proposed model allows furniture
items to overlap during the process of arrangement,
although it’s impossible for real furniture to overlap
each other in an the real world. Real furniture items
cannot move along agents trail obtained from the pro-
posed model’s simulation, but the resulting furniture
arrangement is valuable even in the real world.

2.2 Agent movement

Planning method in each agent is inspired from Par-
ticle Swarm Optimization[5, 6]. Furniture item’s posi-
tion and velocity are basically updated by simple equa-
tions involving linear summation of elemental vectors
by the following equations:

vk+1
i = wvki + P k

i + Qk
i + Sk

g (1)

xk+1
i = xki + vk+1

i (2)

vki and xki are velocity and the center position of fur-
niture (agent) i at step k. P k

i , Qk
i , and Sk

g are vectors
calculated from violation resolution rules, negotiation
results, and group coordination. w is an inertia weight.

The process flow is outlined as follows:

[Step 1] The agent checks all constraints as de-
scribed in Section 2.3.

[Step 2] The agent looks for a vector P k
i indicating

a direction to resolve violations based on resolution
rules corresponding to constraints.

P k
i =

NV
i∑

m=1

αmc
P
mr

P
mpkm (3)

NV
i is the number of violations agent i commits, pkm

is a vector calculated from a rule to resolve a violation
m, cPm is a weight parameter, and rPm is a random real

number from 0 through 1. αm is 1 when violation
m is of a unary constraint, or when violation m is of
a binary constraint and agent i loses precedence by
negotiation. Otherwise αm is 0. When violating a
binary constraint, pkm is calculated after negotiation
in step 3.

[Step 3] The agent negotiates with other agents
when they are competing, i.e. violating a binary
constraint. Negotiation is conducted by comparing
agents’ priority. The agent with lower priority level
must break away from the agent with higher priority.

[Step 4] The agent calculates Qk
i to coordinate

other agents in the same group by the following equa-
tion:

Qk
i =

∑
j∈Ng

βi,jc
Q
j r

Q
j qki,j (4)

qki,j is calculated by two ways; if agent i and j are close
and their distance is longer than the threshold Tl, then
qki,j = xkj−xki , or qki,j turns into one of vectors to align
themselves, side by side, face to face, L-shape, and so
on. cQj is a weight parameter, and rQj is a random
real number from 0 through 1. Sg is a set of agents in
group g to which agent i belongs, and βi,j is 1 when the
distance between agents i and j is less than threshold
Tc, otherwise βi,j = 0.

The agent also figures on a relationship between
groups, and moves to keep adequate distance by cal-
culating the following vector Sk

g :

Sk
g =

∑
h

γhc
S
hr

S
hskg,h (5)

γh is 1 when the distance between the center positions
of group g (to which agent i belongs) and group h
is less than the threshold Tg. skg,h is calculated from
center positions gkg and gkh of group g and h,

skg,h = gkg − gkh (6)

cSh is a weight parameter, and rSh is a random real
number from 0 through 1.

[Step 5] The agent calculates its velocity by equa-
tion (1). Inertia weight w is set to higher value when
the simulation starts, and decreases at a fixed rate.

[Step 6] The agent moves to its new positions by
equation (2).

Fig. 1 shows an example of velocity calculation of
agent a3. a3 is in front of a door and overlap with
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Table 1: Constraints and resolution rules.
Constra- Constraint Type Rule

Rule
Priority

int no. no. weight om

C1 A furniture item must be in a room. Unary R1 Move toward the center of the
room.

2(n − 1)

C2 At least 800mm width space must be free in
front of functional faces of a furniture

Unary R2 Move toward the room’s
center.

—

C3 No furniture item must be placed in front of a
door.

Unary R3 leave the door’s front. 1.5(n − 1)

C4 No furniture item must be placed in front of a
window.

Unary R4 leave the window’s front. 1.5(n − 1)

C5 A furniture item whose hight exceeds 1,000mm
must be placed with its back against a wall.

Unary R5 Move toward the wall behind
the item.

n − 1

C6 Furniture items must not overlap each other. Binary R6 Negotiate with each other —
C7 The same furniture items next to each other

must look to the same direction.
Binary R7 Negotiate with each other. —

C8 At least 800mm width space must be free in
front of functional faces of a furniture.

Binary R8 Negotiate with each other. —

C9 A table must not stand behind a sofa. Binary R9 Negotiate with each other. —

Figure 2: Screenshot of the implemented system.

other agent a5, and violates C3 and C6. Vector pkC3

to resolve the former violation is (xa3 − dg) where dg

indicates the center position of the door. Assuming
that agents a3 and a5 have the priority level of 2 and
9, agent a3 must depart from agent a5, and pkC6

is
calculated as (xa3 − xa5). P k

i is therefore calculated
by adding pC3

and pC6
. Because there are some fur-

niture items belonging to the same group, vector Qk
i

is calculated to come close other sofa and low table.
Dining table and chairs belongs to other group, Vector
Sk
g therefore arises to step away. Finally, vector V k+1

i

is calculated by adding vectors P k
i , Qk

i , and Sk
g .

2.3 Constraints

Constraints are provisions for a feasible furniture
arrangement[7, 8]. Unary constraint is a condition be-
tween an agent and the environment, and binary one
is a condition between agents. The proposed model
involves nine constraints as shown in Table 1, and a

simulation stops when all constraints are satisfied.

2.4 negotiation and priority

Negotiation is conducted by comparing furniture
items’ priority; the item having lower priority must
deviate from the item having higher priority. Priority
priki of agent i is calculated by the following equation.

priki = pri0i +
∑
m

om + ui + rprii (7)

pri0i is an initial priority level defined by its furni-
ture items static attributes; taller and larger furniture
items have higher priority level. om is a dynamic ele-
ment calculated by constraint violation m as shown in
Table 1, and ui is another additional element by user
operation, respectively. rprii is a random number.

2.5 Furniture group

In the proposed method, furniture items comprise
a group based on their functional height. Functional
height means the height at which inhabitants use the
furniture items; they use the item with standing or
sitting on a floor, a low chair like a sofa, or a high
chair like a dining chair.

Hfloor: Furnitures such as floor cushions and low ta-
bles have this function height Hfloor. Inhab-
itants use the furnitures with sitting on the
floor.

H low
seat: Furnitures such as sofas, low tables, and tele-

vision boards have this function height H low
seat.

Inhabitants use them with sitting on sofas.
Hhigh
seat : Furnitures such as chairs, dining tables and

desks have this function height Hhigh
seat . Inhab-

itants use them with sitting on chairs.
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(a) Step 1. (b) Step 500. (c) Step 1,000. (d) Step 2,000. (e) Step 3,055.

Figure 3: Example search progress.

Hstand: Furnitures such as dining boards have this
function height Hstand. Inhabitants use them
with standing.

Furniture items with the same functional height gather
in a group.

3 Output examples

Fig. 2 shows a screenshot of the resulting sys-
tem consisting of three-dimensional viewer, two-
dimensional floor plan viewer, and agent status win-
dow. Fig. 3 shows a sample transition to coordinate a
furniture arrangement with a room involving an irreg-
ular rectangle floor shape and windows on South and
East sides. An item circumscribed with a translucent
rectangle violates one or more than one constraints.

At the earlier stage of the simulation, furniture
items such as sofas and a center table belonging the
same group roughly moves to cluster together. And all
items drift from place to place till about step 2,000.
As the simulation progresses, the group in which items
have the functional height H low

seat moves nearby the
windows, and the dining table and chairs move to the
back of the room.

4 Conclusions

Proposed in this paper is a multi-agent-based model
for furniture arrangement, in which its agent move-
ments are inspired by particle swarm optimization.

It is our future work to make a model in which
furniture items’ collision is prohibited. The improved
model will allow to utilizing not only derived furniture
positions but furniture trails, which is a plan to change
the furniture arrangement[9].
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Abstract: We are attempting to develop a system so that a user is able to let robots perform an intellectual action that 

has a healing and friendly feeling. Based on the development process of the actions and consciousness of animals[1], we 

constructed a structure model which connects consciousness and action hierarchically, built a valuation function for 

action selection, and developed software to control the action of a robot. This software is called Consciousness-Based 

Architecture (CBA). With it, our aim is to connect a user and robot as closely as possible and to allow smooth 

communications between them by developing an emotional system that takes notice of consciousness. 

 In our system, the robotic arm’s finger is outfitted with a small Web camera, which allows the arm to recognize 

external information so that the robot can select various actions that comply with certain factors in the outside 

environment. Furthermore, by using the actuator of the robotic arm, the system we have built provides a correspondence 

between the robot’s internal states, such as the degree of rotation angle, and the outside temperature. In the present study, 

a motivation model which considers the outside environment and the internal states has been built into the CBA, and the 

behavior of the robotic arm has been verified. 

 

Keywords: CBA, The consciousness of the robot, Motivation, Tiredness, Outside environment, Internal state

 

            I. Introduction 

At the present time, not only industrial robots but 

also non-industrial robots are being quickly developed. 

The non-industrial robot is called a service robot and is 

of various types: a business robot, a research robot, a 

welfare robot, and a domestic robot, to mention some.  

The necessary thing in the development of these robots 

is user affinity, such as the healing possibilities that are 

facilitated by making a robot's appearance similar to 

that of a living being and by adding sociability to a 

robot. In order to provide ways to prevent users from 

becoming bored and also to create a sense of closeness 

or affinity that could give a healing quality to a user, we 

have paid attention to how animals (such as dogs and 

cats) by their existence in real space fulfill these 

functions for people.  

In order to copy the consciousness of an animal, we 

modeled our generating locus by paying attention to 

dopamine, a substance in a brain which manages an 

animal’s actions. By regarding this as a robot's 

motivation, the robot is given a way to make action 

choices.  

The service robot is defined as "the machine which 

can acquire external information by itself, can 

determine self-action, and has the purpose of 

substituting for people, providing the support and 

cooperation that people would provide." To fulfill these 

functions, the robotic arm’s finger is outfitted with a 

small Web camera, allowing the arm to recognize 

external information so that the robot can select various 

actions in compliance with the outside environment by 

changing the amount of dopamine released. Moreover, 

a behavioral selection process that is more intellectual 

considers the outside environment. In addition, an 

internal state for the robot becomes possible through the 

construction of a system which changes the amount of 

dopamine released. Through the actuator on the robotic 

arm that is able to change its angle rate, the system can 

regulate the robot’s internal states (with regard to such 

things as the degree of the turning angle and the 

temperature).  As a result, the robotic arm can express 

"Tiredness" and "Stress" just like living creatures. 

In the present study, we verified the behavior of a 

robot arm according to a motivation model that 

considers both the outside environment and internal 

states. 

 

            II. System structure 
Fig. 1 shows the appearance of the robot arm, and 

Fig. 2 shows its degree of freedom. The robot arm has 7 

levels of flexibility {shoulder (Joint1, Joint2), elbow 

(Joint3, Joint4), wrist (Joint5, Joint6), and finger 

(Joint7)} at its full length of 450 [mm]. The hand part 

has 3 fingers with one flexibility; the weight of a main 

part is about 0.8 kg. A small CCD camera, equipped at 

the tip of a robot arm, can recognize an external 
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situation. The web camera and the robot arm’s actuator 

are controlled by USB communication. 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Fig. 1 robot arm     Fig. 2 degree of robot arm 

 
    III. Consciousness-Based Architecture  

Fig. 3 shows a diagram of the hierarchical structure 

model called CBA (Consciousness-based Architecture) 

that relates consciousness to behavior hierarchically. 

The characteristic of this model is that the 

consciousness and behavior fields are built separately. 

In a dynamic environment, the CBA determines the 

consciousness level for the environment that the robot 

is most strongly considering, and the robot then selects 

a behavior corresponding to the consciousness level and 

performs this behavior. This model is characterized by 

the consciousness level reaching an upper level so that 

the robot can select advanced behaviors when a certain 

behavior corresponding to a particular consciousness 

level is discouraged by the external environment. In 

addition, from an upper level behavior, the robot can 

choose a low-level behavior. The mechanism of this 

model allows the robot at its pleasure to select the most 

comfortable behavior among the low-level behaviors in 

such a way that the robot aims for certain goals. 

 

 

 

 

 

 

 

 

 

 

 

 

 

  Fig. 3 Consciousness-Based Architecture (CBA) 

 

 

 

              IV. Flowchart 
The flowchart of this system is shown in Fig. 4, and 

the details of each item are given below.  
 

          Fig. 4 Flowchart of this system 

 

1. Recognize the outside situation with a Web camera 

In this research, we simplify the picture acquired 

from the Web camera to three kinds, such as green, blue, 

and other colors We also perform labeling processing so 

that green and blue are recognized to be qualities of 

variety-entertainment objects For example, the system 

may dislike a blue ball and instead like a green ball, 

which then becomes the favorite. The ability to like 

something are thus set into the robot arm so that as a 

result of a labeling process both favorite and 

disagreeable things can be recognized by the size and 

form of variety-entertainments objects . 

 

 

 

 

 

 

 

 

 

 

     Fig. 5 A former image and a labeling image 

 

2. Calculation of the inside situation by the actuator 

The actuator currently used for a robot arm is a 

DX-117. In operation, this actuator can feed back 

position, speed, temperature, and other characteristics. 

Therefore, in real time, you can ask for the temperature 

and the degree of the rotation angle, and have these 

reflected by the action of a robot arm, which by its 

movements indicates a rise in heat or the change in an 

angle. In relating these values, a robot can be made to 

express "Tiredness" for example. 
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3. Calculation of dopamine and motivation based on the 

situation 

  When a man and an animal take action, changes 

occur in the dopamine in the brain. The dopamine 

generating locus is regarded as a robot's motivation 

model, and the generating locus was copied using the 

control model. A control model is shown below. In the 

graph, changes in   ,ζand T as an example are shown 

in the following figure. 

 

 

 

  ：natural angular frequency：earliness of a rising 

   ：braking rate：height of the peak of a rising 

   ：time constant：attenuation performance 

 

     (a) change                 (b) changeζ 

 

 

 

 

 

 

                    (c) change T 

             Fig. 6 Motivation model 

 

Based on this, a control model is created, and dopamine 

is generated with reference to a favorite thing or a 

disagreeable thing.  

    , ζ and T are determined by the outside 

environment and the internal state. Moreover, they are 

defined by asking for the total generated dopamine and 

calculating the secondary delay response in such a way 

that the total is considered as the input into a robot's 

motivation. 

 

 

4. Choice of the action that accepted motivation 

  The action level was set up by dividing a robot's 

motivation by a fixed value. In this way, the action 

which can be chosen according to an action level was 

limited. 

 

 

 

 

 

Fig. 7 Choice of the action that accepted motivation 

 

5. The drive of the motor which accepted an action 

The robot arm is divided into the shoulder, the elbow, 

and the wrist, and is driven by giving each control over 

a finger. 

          
       V. Expression of tiredness 
A robot arm has the feature that its actions change 

not only as a result of the outside environment but also 

internal states. Therefore, it becomes possible to make a 

robot express tiredness. First, the concept of tiredness is 

explained. Although various aspects of the factor of 

tiredness have been considered, the factor of tiredness 

has not been solved yet. We tried to express tiredness 

by paying attention to the accumulation of lactic acid. 

Fig. 8 shows a transition in the lactic acid value at the 

time of movement, while Fig. 9 shows a transition at 

the time of the end of the movement. 

 

 

 

 

 

 

 

 

      Fig. 8 Transition of the lactic acid value  

            at the time of movement 

 

 

 

 

 

 

 

 

      Fig. 9 Transition of the lactic acid value  

          at the time of the end of movement 

 

The speed of a motor and the parameter of 

motivation were changed by using the graph above. In 

such a way, the system tried to express tiredness. 

Tiredness can be classified into two categories: 

whole body tiredness and partial tiredness. Whole body 

tiredness concerns tiredness from moving the whole 

body greatly and is caused mainly by jogging 

movements and aerobic workouts. Partial tiredness 

concerns tiredness of small muscle groups in the hand, 

shoulder, etc. It is the tiredness which mainly begins in 

the shoulder and the waist when lifting something. 

Therefore, whole body tiredness is computed from the 

internal temperature and the total amount of rotations 

and is expressed by changing motor speeds and a 

motivation parameter. By contrast, partial tiredness is 

computed from the rotation moment of each motor and 

is expressed by changes to posture positions. 

 

 

( )

2 2
2 0 (1)

n n n t
y y y uω ζ ω ω′′ ′+ + − =Rising　 ･･･

(2)
t
Ty e

−
=Decaying　 ･･･

nω

ζ

T

nω

nω

nω

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 875



       VI. Verification experiment 
In order to verify the expression of tiredness, the system 

verified both whole body and partial tiredness. 

 

1. Whole body tiredness 

  Since whole body tiredness is defined as tiredness 

depending on the internal temperature or the total 

amount of rotations, we investigated each numerical 

value at the time of operating a robot arm for 5 minutes. 

Fig. 10 shows the internal temperature; Fig. 11 shows 

the amount of rotations. 

Fig. 10 Internal temperature     Fig. 11 the amount of  

                                rotations 

 

  Since the temperature change was lost from the 

beginning to the end in Fig. 10, it turned out that it is 

difficult to express tiredness. Moreover, although the 

value of Fig. 11 was remarkable, since tiredness was 

related also to the driven time, computations were 

carried out using the amount of integration and the 

amount of rotations. Fig.12 shows the integration value 

of the amount of rotations. 

 

 

 

 

 

 

 

 Fig. 12 The integration value of the amount of 

rotations 

 

  In order to express whole body tiredness using Fig. 

12, motor speed and a motivation parameter were 

changed. 

 

2. Partial tiredness 

  Since partial tiredness is defined as tiredness 

depending on rotation movements, calculation of the 

rotation moment was attempted. However, since 

calculation of the rotation moment did not meet the 

deadline, only posture change is described. By setting a 

threshold value as the computed rotation moment, the 

robot arm can change from usual to light tiredness or 

from light tiredness to tiredness. Fig. 13 shows the 

posture change: (a) usual, (b) light tiredness, and (c) 

tiredness. In Fig. 13(a), an object is followed using all 

the motors. However, in Fig. 13(b), the object was 

followed using the motor of an elbow and a wrist, while 

the motor of the shoulder was stopped. Furthermore, in 

Fig. 13(c), the object was followed using the motor of 

only a wrist, while the motor of the shoulder and an 

elbow were stopped. 

 

 

 

 

 

 

 

 

                 (a) Usual 

 

 

 

 

 

 

 

              (b) Light tiredness 

 

 

 

 

 

 

 

 

                (c) Tiredness 

            Fig. 13 Posture change 

 

          VII. Conclusion 
In this paper, we designed the action of the robot arm 

so that it reflected both the outside environment and an 

internal state. It is thought that the development of a 

new action selection based on tiredness would give a 

user greater affinity. Since at this time we have 

advanced to a division of tiredness into two categories, 

we should express tiredness from now on so as to unify 

the two measures of tiredness. 

 

        VIII. Acknowledgement 
This research was partially supported by the Ministry of 

Education and Science,  

Sports and Culture, Grant-in-Aid for Scientific 

Research, 2009. 

 

          IX. References 
[1] Tran Duc Thao, “Phenomenology and Dialectical 

Materialism,” Godo-shuppan CO., LTD. 1989 

 

[2]Motoki Shimono, Eiji Hayashi, Design of robotic 

behavior that imitates animal consciousness, 

proceedings of the 13th international symposium on 

artificial life and robotics, Beppu, Oita, Japan, 2008 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 876



Development of an autonomous-drive personal robot 

(Self-position correcting by door recognition) 
 

Seiki Matsuura      Eiji Hayashi                                                       

Department of Mechanical Information Science and Technology 

Faculty of Computer Science and Systems Engineering, Kyushu Institute of Technology 

680-4, Kawazu, Iizuka-City, Fukuoka Prefecture, Japan 

 

 

Abstract：We are attempting to develop an autonomous personal robot that has the ability to perform practical tasks in a 
human living environment by using information derived from sensors and a knowledge database. When a robot is 
made to function in a human environment, the issue of safety must be considered in regard to its autonomous 

movements. Thus, robots absolutely require systems that can recognize the external world and maintain correct driving 

control. We have thus developed a navigation system for an autonomous robot. The system requires only image data 

captured by an ocellus CCD camera. In this study, we focused on developing the necessary self-position recognition 

that that would allow the robot to move precisely. We limited the environment in which it drove to a corridor. In this 

system, the robot presumes the position of a door from the image offered by an ocellus CCD camera. Next, it moves to 

the presumed position and a door is checked. If a door is discovered, the robot calculates the distance between the door 

and a robot. The calculation result is compared with a map, and the self-position is recognized. This system allows the 

robot to operate safely and correctly. 

 
KeyWords：Personal robot, Autonomous driving, Ocellus camera 
 
 
ⅠⅠⅠⅠ．．．．Introduction 

 
Currently, autonomous self-driving robots are 

expected to provide various services within humans’ 

living environments. Such robotic technology is already 

seeing practical use in industry. Thus far, however, the 

robots used in industry simply carry out the motions 

indicated by humans. Therefore, we are developing an 

autonomous personal robot with the ability to perform 

practical tasks in a human living environment by using 

information derived from sensors and a knowledge 

database. 
Our robot has a drive mechanism consisting of two 

front wheels and one back wheel. The front wheels are 

attached to a motor that independently operates the 

wheels on either side, while the back wheel is a passive 

castor wheel. This method has the advantage that a far 

smaller turn can be negotiated than, for instance, when 

using a steering system that turns the wheel of a 

passenger car.  DC servo motors are used for the robot’s 

drive mechanism, and position control and speed control 

are achieved by the drive mechanism’s control system.  

An installed wireless LAN can provide a remote control 

for humans. All devices are controlled by a PC, and lead 

batteries supply the electric power. 

The navigation system uses only an ocellus CCD 

camera and processes the image information displayed 

by that camera. In this study, we focused on developing 

the necessary self-position recognition that would allow 

the robot to move precisely. We limited the environment 

that it drove in to a corridor. A human being in a corridor 

recognizes his own rough movement distance and 

current position by placements such as a door, a window, 

and a fire hydrant. Therefore, to allow our robot to drive 

correctly, we have registered a map of the life space with 

the robot beforehand and developed a system in which 

the robot’s self-position is determined by its recognition 

of a door as the standard marker of its position by means 

of a CCD camera. In the system, when a thing like a 

door is reflected at the end of the picture of a passage, 

the domain is checked with a camera. The system then 

determined whether the domain is a door. If it is a door, 

the distance to the door will be calculated and the 

self-position will be recognized as compared with a map. 

 
 
 

 

 

 

 

 

 

 

Fig.1. Robot appearance 

    
The map of the life space can prevent the robot from 

colliding with walls, a door, and other obstacles. One 

pixel in its map represents a true distance of 5 cm, and 

the robot moves with the map as a standard. The map of 

the life space utilized in the present study is shown in 

Fig. 2. 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 877



 
 
 
 
 

 
 

Fig. 2. Map of life space 

 
 
ⅡⅡⅡⅡ. A self-position recognition system 
 
This system extracts a straight line ingredient from 

an image provided from the ocellus CCD camera and 

distinguishes the door from information about the color 

of a domain that is surrounded by a straight line. 

This system’s flowchart is shown in Fig. 3. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3. System flowchart 

 

1. Image acquisition 

   The image acquired from the ocellus CCD camera 

has a size of 320×240 pixels and is a 24-bit color image 

in the RGB form. 

 
2.    Extraction of the straight line 

   The system performs Hough transform processing 
of the acquired image in order to extract straight lines 

and circles from points that lie scattered on the image. 

The extraction of the straight lines is intended to 

distinguish the boundary lines between the door and wall 

and between the floor and wall. 

   This system first performs an edge extraction to 

determine the border of each domain. The edge 

extraction detects a discontinuity in the color density by 

the use of a differential calculus filter. I consider that 

detected discontinuous ingredients represent the border 

of a door and the wall or the floor. With a Hough  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Extraction of a straight line 

 

transform, the system converts these ingredients into a 

straight line that divides the domains. A chart of the 

extraction of a straight line is shown in Fig. 4. 

 

3. Color adjustment 

   When there is no big difference between the color of 

a door and the wall in a living environment, the system 

performs a color revision. This is a method to increase 

contrasts by expanding the distribution in a histogram 

showing the brightness of the image.  

   It is easy to increase the distinction when there are 

slight color differences between a door and the wall by 

performing this processing. The results of this process 

are shown in Fig. 4 and Table 1. 

 
 
 
 
 
    (a) Before adjustment    (b) After adjustment 

Fig. 4 Results of color adjustment 

 

Table 1. Results of color adjustment 

 
 
 
 
 
 
4. Distinction of door  

   By extracting a straight line, the system distinguishes 

the domain of a door from an image divided into plural 

domains. I consider a line straight when its lurch is 

within 0 to 0.9 of the boundary line of a wall and the 

floor. In addition, the door is considered to be a domain 

on this straight line, and the average of the pixel values 

is calculated in the upper part of each domain . As a 

result, when the domain satisfies a condition set by every 

working environment, the system distinguishes the 

domain from a door. To calculate the distance to a door, 

the system takes a point at the intersection between the 

door and the domain that is distinguished from a door.  

It then considers two points in the outside the both ends 

of the door most, and records them. 

 

Edge detection 

Hough transform Image after processing 

Original image 

Before adjustment

R G B

Wall 138 137 136

Door 139 132 129

After adjustment

R G B

152 160 158

157 141 132

Before adjustment

R G B

Wall 138 137 136

Door 139 132 129

After adjustment

R G B

152 160 158

157 141 132

Extraction of the straight line

Color adjustment

Self-position recognition

Self-position calculation

Image acquisition

Find door ?

Yes
No

START

END

Distinction of door

Extraction of the straight line

Color adjustment

Self-position recognition

Self-position calculation

Image acquisition

Find door ?

Yes
No

START

END

Distinction of door
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5. Self-position calculation 

・Calculation of the camera’s pan angle 

   This process calculates the pan angle of the camera 

so that it can distinguish a door. As with distinguishing 

the door, I consider a straight line that declines the most 

to be the boundary line between the wall and the floor. 

From this line, the system acquires two points as suitable 

coordinates, and the degree of leaning is calculated. 

 

･Calculation of the distance to the door 
   From the above, with the points at both ends of the 

door that the system recorded for door identification and 

from the angle of pan of the camera calculated as 

described above, the system calculates the distance 

between the robot and the edge of the door based on its 

movement direction and also the shortest distance to the 

wall. 

 When the system is not able to detect a door, it 

calculates only the distance to the wall. 

 

6. Self-position recognition 

   The system compares the distance between the robot 

and the edge of the door based on its movement direction 

and the distance between the robot and the wall based on 

the angle of the pan of the camera, which it calculated 

with a map and which allowed it to revise its 

self-position. It is supposed that the door on the map is 

the door that it detected according to its movement 

distance and has been provided from the encoder and the 

initial position of the robot. 

   It does not perform a revision for the movement 

distance when it is unable to detect a door.  

   The results of the self-position revision on the map 

are shown in Fig. 5. 

 
 
 
 
 
 
 

 
Fig. 5 Self-position revision 

 
 

ⅢⅢⅢⅢ. Door-position presumption system 
 
   This system detects a domain like a door from 
camera pictures obtained on-going in a passage. In 

addition, it calculates the distance to the domain. The 

timing which checks a door is determined from the 

calculated distance. 

   This system is shown in Fig. 6. 

 

1. Shading 

   This processing rectifies the drop in luminosity of the 

corner of a camera picture. The characteristics of this 

drop in luminosity of a camera are investigated 

beforehand, and the results are reflected in the camera 

picture. 

 
2. Extraction of the straight line 

   In this processing, the Hough transform is performed 

like Ⅱ-2. The edge of the passage is then extracted, and 
the picture is divided into a wall and a floor. In this 

system, in order to observe the wall, the floor portion is 

deleted. 

 

3. Color adjustment 

   In this processing, the color adjustment is performed 

like Ⅱ-3. 
 

4. Labeling 

   Label processing is carried out to acquire a number 

that is peculiar to each existing connection ingredient in 

an image and that can be used to classify pixels. In this 

system, domains other than a wall are extracted from a 

color. 

 

5. Door presumption 

   In this processing, a domain with an area more than 

defined value is presumed to be a door. In addition, it is 

assumed that a domain that is under a picture most is the 

nearest. The coordinates of the nearest domain are 

recorded. 

 

6. Distance calculation 

   The distance to a thing like a door is calculated based 

on the coordinates recorded by ?-5. The timing which 

checks a door is determined from this calculated 

distance. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Door position presumption system 

 
 
ⅣⅣⅣⅣ. Driving plan 
 
   The system uses a map of the life space. Figure 7 
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Distance calculation
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END
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shows the driving algorithm. At first, a goal is set up on 

the map, and a path-finding system searches for a course 

to arrive at it. Next, the robot starts its movement after 

having made a driving plan from the course. As the robot 

runs along the course plan, it constantly repeats the 

door-position presumption. When the domain that can be 

presumed to be a door is discovered, a self-position 

recognition is performed based on the presumed position. 

The door position presumption is then continuously 

repeated, and the robot continues toward the goal. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.7 Driving algorithm 

 
ⅤⅤⅤⅤ. System evaluation experiment 
 
1. Experiment procedure 

   In order to check the recognition accuracy of this 

system and to determine the time needed to perform the 

door-position presumption process, the system 

evaluation experiment was conducted.  

In this experiment, the height of the ocellus CCD 

camera was set at 87.5 cm from the floor. The robot's 

migration length was set to 850 cm. The start point was 

set to 650 cm from the door. The robot's movement 

speed was 0.5 m/s.  

In order to determine the recognition error, the 

experiment was carried out in an environment that would 

not easily produce errors. The robot performed the 

movements and revisions ten times under the conditions 

described above. 

 

2. Experiment results 

   The experiment results are shown in Table 2. The 

average error was 9.6 cm, and the greatest error was 11.7 

cm. The average time required for the door-position 

presumption process was 314 ms. 

The error for the system was below the dangerous 

domain set for the map. This error was an approximately 

2-pixel error on the map, suggesting that sufficient 

revision is possible. 

The robot moves 15 cm in 314 ms. The width of the 

door is between 120 and 150 cm. It is therefore 

considered that there is little chance of overlooking a 

door in the door-position presumption system. 

 

 Table 2. Experiment results 

 
 
 
 
 
ⅥⅥⅥⅥ. Conclusions 
 

The average error for this system was found to be 9.6 

cm. This is a minute error on a map with regard to the 

standards of movement.  It may therefore be said that 

the system provides sufficient recognition of the living 

environment. 

   It is difficult with this system to recognize doors that 

are in close proximity to one another. And when an 

attempt is being made to recognize such doors, other 

processes cannot be carried out in the meantime. It is 

therefore considered that the addition of an interval 

which checks a door is required.  

In addition, in the door-position presumption system, 

other items such as a fire extinguisher may be incorrectly 

identified as a door domain. It is therefore considered 

that the conditions for distinguishing the domain of a 

door from other objects must be added to the system. 
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Abstract: Communication between a person and a robot is necessary for the robot to be able to function in a human 

living environment in such a way as to be helpful to the humans. A human being needs to send a command to a robot 

without having to use exclusive equipment, and this requires that the robot recognize the human being. For this purpose, 

I have developed in this study a system for recognizing a user whose images appear in a CCD camera. The purpose of 

this system is to enable a robot to recognize the position of a user with a stemma camera image. 

This system detects a moving object from an image provided by the stemma of a CCD camera and estimates a 

search domain. Using color and form information, it judges whether a human being exists in a camera image. In 

addition, using the zoom function of the camera and an obtained detailed image, it detects the position of the eyes and 

nose. It also detects features around obtained portions of an image. Finally, it identifies a user by comparing the 

features with information in a database. 
 

Keywords: Robotics, Image processing 

 

 

1 Introduction 

 

Due to the insufficient number of workers in Japan’s 

low-birthrate society, autonomous self-driving robots 

will be called upon to provide various services in human 

living environments. Robots are currently used in 

industry, where they simply perform a given motion 

previously made by humans. However, such robots are 

less useful for tasks in the home. We are developing an 

autonomous personal robot with the ability to perform 

practical tasks in a human living environment by using 

information derived from sensors and a knowledge 

database. 

Our robot has a drive mechanism composed of two 

front wheels and two back wheels. The two front wheels 

are attached to a motor, which operates them 

independently, while the back wheels are castor wheels. 

DC servo motors are used for the robot’s drive 

mechanism, and position control and speed control are 

achieved by means of a control system for the drive 

mechanism. One CCD camera is installed on the head 

of the robot. It can be rotated to some sides (90 degrees 

in the top direction, 65 degrees to lower degrees, 90 

degrees in the right direction, and 90 degrees in the left 

direction) by two DC motors. This camera contains 

approximately 300,000 pixels. All devices are 

controlled by a personal computer, and electric power is 

supplied by lead batteries.  

To work, the robot needs to receive a command 

from the human. The robot can be easily sent 

instructions from devices such as remote controls, 

personal computers and so on. However, because this 

step is inconvenient, I developed a system which can 

recognize a user who appears in camera images. 

 This system detects a moving object from an image 

provided by the stemma of a CCD camera and estimates 

a search domain. Using color and form information, it 

judges whether a human being exists in a camera image. 

In addition, it obtains a detailed image of a face using 

the zoom function of the camera, detecting the position 

of the eyes and nose from an obtained detailed image. It 

also detects features around obtained portions of an 

image. Finally, it identifies a user by comparing the 

features with information in a database. 

 

Fig. 1 Robot appearance 
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2 A user recognition system  

 
2.1 Outline of the system 

 

From an image provided by a CCD stemma camera, 

the system detects a moving object and carries out a 

search in its data domain. It pays attention to the shape 

and color of the object and determines whether it is a 

non-human object or a human being. In addition, it 

determines the position of a human face and whether it 

is a human being from the color, size, and position of 

the face that it detected. Finally, it takes a zoom picture 

of the face and determines its features from the obtained 

expanded image. 

 

2.2 Method for a user recognition system  

 
    Here in Section 2, we explain the method for 

obstacle detection. The flow for a user recognition 

system is shown in Fig. 2. 

 
Fig. 2 System flow 

 

ⅠⅠⅠⅠ.  Image Acquisition  

The image obtained by the CCD camera is read into 

a PC in the robot.  

 

ⅡⅡⅡⅡ.  The estimate of the search domain 

This process estimates the domain where a human 

being is from information provided by the difference 

between frames. 

ⅰ.The detection of the difference between frames 

This system uses the difference between frames to 

extract certain objects moving within the camera’s view. 

Because the system is not easily affected by changes in 

the background, it can resist the effects of such changes. 

First, our robot acquires an image from the camera and 

saves it. Next, it acquires a succession of images and 

compares them with the first image. When differences 

in the RGB color model exceed a threshold, the system 

determines whether a significant difference has 

appeared. An image made from differences between 

frames is shown in Fig. 3. 

 

ⅱ. The detection of the maximum height 

This system detects the maximum height Y of each 

X point in the image from the differential image which 

it acquired from the differences between the frames. The 

image from these detections is shown in Fig. 4. 

 

ⅲ. Average 

This system makes a smooth graph by creating an 

average by 40 pixels of the values of the height Y which 

it detected at the maximum. It does this because the 

position sensing of the domain is difficult only at the 

maximum height Y. The image of the average values is 

shown in Fig. 5. 

 

ⅳ. The detection of the search domain 

From the graph, the system detects the part which is 

at the top and estimates the position of a human being. 

Next, it scans from a person’s position and detects the 

point below the top or the point that is lower than 1/3 

from the height of the person’s position. I assume that a 

part surrounded by points is a search domain. 

 

Fig. 3 For a difference Fig. 4 Height at the maximum 

 

 

 

 

 

 

Fig. 5 The graph of the average 
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ⅢⅢⅢⅢ. Form recognition    by    template matching  

When this system begins its operation, it reads the 

template that imitates the head of a person. The outline 

acquired in the previous process is compared with the 

template. The size of the template changes according to 

the size of the search range. Generally, this process 

requires a great deal of calculation time. Real time 

operation is achieved by reducing the number of 

comparisons. When the matching rate is higher than the 

threshold and reaches its maximum, the position is 

output as the position of a human face. 

 

ⅣⅣⅣⅣ. Confirmation by using color information 

An image is difficult to identify using only 

conventional processing. The system has to definitely 

confirm that the image is that of a human being. Thus, 

skin color is used to ultimately determine this, using the 

template matching process to decide the identity and 

position of the human image. In this case, color 

information processing uses the HSV color model. 

 

ⅤⅤⅤⅤ.The recognition of a part piled up 

HSV converts the lower domain that this system 

took as a human face. Then it detects the part of the 

external color. It makes a histogram of external color 

pixels for the X and Y coordinates and then judges the 

position of the face from the histogram. The image 

which is detected as an external color part is shown in 

Fig. 6, and the image of the histogram is shown in Fig. 7. 

When our system performs these processes and 

determines that the head of a person is in view, it 

outputs the position information. 

 

 

   

   

   

   

   

                   

Fig.6 External color extraction   Fig.7 Histogram 

 

ⅥⅥⅥⅥ. Detection of those who have stopped 
   In order to detect a human being who tries to take a 

robot and communication, the human being who is not 

moving within the picture is distinguished from the 

human being who is detected. At this time the system 

detects the human being who has previously appeared in 

the processing and whose face has not changed its 

position in the image. 

   The system zooms on that position in order to 

acquire information from a detailed image of the face. 

The image which is detected as that of the stop person is 

shown in Fig. 8, and the zoom image is shown in Fig. 9. 

 

ⅦⅦⅦⅦ. Detection of the part of a face 

   In order to judge a user, the eyes and nose in a face 

are recognized. Therefore, the frequency of a certain 

angle in the image is detected. The detected image at a 

frequency of 90 degrees is shown in Fig. 10.  

The system creates a histogram from the features at 

the detected frequencies and specifies the eyes and a 

nose as the features that are detected as a result of the 

histogram. The image of the detection of eyes and a 

nose is shown in Fig. 11. 

 

 

 

 

 

 

Fig.10 90 degrees   Fig.11 the detection of the part 

 

ⅧⅧⅧⅧ. Comparison with a user's information 
   This system judges a user using two processings. 

First, the position of the detected eyes and nose is 

compared with the information in a database. Next, it 

averages the frequency component of each angle. Then 

it matches these averages with the template of the eyes 

in a database. The image of detection with the frequency 

component of each angle is shown in Fig. 12. 

 

 

 

 

 

 

Fig. 12 The frequency component of each angle 

 

Fig. 8 Stop person        Fig. 9 The zoom image 
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2.3 Experiment 
We performed the following experiment to evaluate 

the performance of this system for user recognition 

using a stemma camera. 

   We have recognized those who are not a user and a 

user using this system. 

 

The system has recognized users registered by the 

database. However, when the zoom function of a 

camera was not appropriate, the system made incorrect 

detections. When a not user is recognized, It may have 

been rarely recognized as the user. 

The image of user recognition is shown in Fig. 13. 

The image of not user recognition is shown in Fig. 14. 

 

Fig. 13 User           Fig. 14 Not user 

 

3. Conclusions 

 

We have proposed a system, composed of a stemma 

camera and intended for use in a indoor environment, 

that extracts a user‘s position from a field of view. This 

system constitutes the beginning for communication 

between a robot and a human being. Experimental 

results show that a user can be detected with high 

probability. However, there was a case in which the 

system could not successfully search for the user 

because of various factors. Therefore we propose raising 

the recognition accuracy by making a nose and a mouth 

consistent. For these reasons, we believe that the 

present system requires further improvement. Our next 

subject of study will be to develop a system that makes 

possible the recognition of a user's gesture. 
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Abstract: In this research, in order to aim at "user affinity," a trial to give a robot "consciousness" like a person or 

an animal is performed. User affinity here includes the function of providing healing, being easy to be with or 

providing a sense of closeness to a user, or not being boring to a user. Our "the discovery mechanism model of 

consciousness and action" was built as a trial intending to provide "consciousness" first. For it, we developed a 

software architecture whereby the system controls the action of an artificial animal based on this model. This 

architecture is called Consciousness-based Architecture (CBA). Moreover, our newly built "motivation model" is 

based on the assumption that a certain motive exists in action of an animal; this gives a robot the motive of action. 

The dopamine generating mechanism of an animal is modeled and included in the the robot arm, thus combining 

the CBA and the motivation model. Book research has determined how a robot's motivation is affected by a 

change in the dopamine amount in emergencies. In addition, a system for pursuing a missing object was built. 
 

Keywords: CBA, consciousness of the robot, Motivation of the robot 

 

 

I. INTRODUCTION 

In recent years, the development of non-industrial 

robots in such fields as medical care and welfare and for 

life in general has flourished. The function of these 

robots requires not only the basic functions of robots, 

such as a high level of intellectual activity, but also the 

function of user compatibility or affinity so that a user 

can feel close to the robot as a result of its appearance 

and behavior. User compatibility includes being able to 

easily use a robot, not getting tired from this use, and 

easily developing a sense of closeness with it; it also 

indicates the function of receiving healing from the use 

of a robot.  

However, although a robot may achieve user 

compatibility by genuinely modeling a face, it is far 

more difficult to achieve user compatibility by behavior 

and actions. User compatibility in this case entails ease 

of use, non-fatiguing control, robot “friendliness” (i.e., 

sympathetic use), and human-like capricious behavior. 

The attempt to give robots “consciousness” such as that 

identified in humans and animals is a part of these 

requirements.  

In our laboratory, we studied an animal’s adjustment to 

its environment in an attempt to emulate its behavior. 

We constructed a hierarchical structure model in which 

consciousness and behavior were related. In regard to 

this, we developed a software architecture we call 

Consciousness-based Architecture (CBA). We also 

made a program to imitate a state with dopamine as the 

motivation of the robots and included it in CBA. The 

CBA introduces an evaluation function for behavior 

selection and controls the robot’s behavior. 

In the present study, we developed a robotic arm that 

has six degrees of freedom, with the aim of providing 

the robot with the ability to autonomously adjust to a 

target position. Fig. 1 shows an overview of the robotic 

arm. The robotic arm that we used has a hand consisting 

of three fingers in which a small monocular Web camera 

is installed. A landmark object is detected in the image 

acquired by the Web camera, enabling the robot to 

perform holding and carrying tasks. In an autonomous 

action experiment, CBA was applied to a robot arm and 

its behavior then inspected. 

In addition, a system that pursues and escapes from an 

object was built. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1. Overview of Robotics arm 
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II. SYSTEM STRUCTURE 
Fig. 2 shows an arrangement plan of the degree of 

freedom of the robotic arm. Figs. 2- and 3 show a 

configuration diagram of the experimental system. The 

robotic arm manufactured by the Kihara Iron Works is 

450 millimeters long and has 6 degrees of freedom. The 

robotic hand part of the robotic arm has 3 fingers and 1 

degree of freedom. Additionally, there is a small Web 

camera in the robotic hand.  

We applied the Dynamixel DX-117 manufactured by 

ROBOTIS CO., LTD. as the actuator of each joint of the 

robotic arm. The DX-117 provides a motor, decelerator, 

and angular sensor unit. This actuator is able to perform 

position control by providing the robot with a target 

angle, torque limit, speed limit, and so on. Its 

transmission method is RS485. Hard wiring can 

simplify the system by connecting a daisy chain to each 

actuator used as a joint of the robotic arm. 

 

Fig. 2. Arrangement chart of degree of freedom 

 

III. AUTONOMOUS BEHAVIOR 
1. The motivation of the robot  

Most robots are pleasing to people because of their 

unique movements. However, because the action 

choices of robots are too mechanical, those that will 

resemble human beings and animals are needed to 

actualize user compatibility. Therefore, at first we 

considered human actions. 

  Actions of an animal, including a human being, can 

be represented in a flow chart by such as "Recognition 

→ Comprehension → Motivation → Action". By 

contrast, actions of a robot show a simple flow such as 

"Recognition (Comprehension) → Action”. 

We considered this simple flow to be one of the 

causes of "the mechanical action choices of the robot”. 

Therefore, in this study, we incorporated the concept of 

"the motive" in a robot, and aimed at an action choice 

that resembled that of a human being or an animal. 

 

 

2. Imitation of the outbreak mechanism of dopamine 

Dopamine is a hormone-like substance in the brain that 

is related to motivation. When animals, including 

human beings, take some actions, dopamine is secreted 

in the brain.  

Our laboratory thought that more biologic action choice 

would be enabled if the outbreak mechanism of 

motivation by dopamine could be reproduced in a robot. 

As a result, a generating model of the dopamine was 

developed. Fig. 3 shows such a model that expresses a 

change in the quantity of dopamine outbreak. 
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Fig. 3. Traces from outbreak of the dopamine to 

extinction 

 

Our purpose was for the control model that combined 

"a second order system" with "a first order system” to 

output a trace that would show in the figure . First, we 

used a second order step response for the start of the 

dopamine. After having arrived at the peak value, we 

used a primary delay reply that assumed a peak value 

input. The system expresses a trace of various amounts 

of dopamine by setting the natural frequency ωn, 

damping ratio ζ, and time constant Tc of the variable 

appropriately included in this control model. In this 

study, we view a trace of this dopamine as the 

motivation of the robots and will call this function a 

"Motivation model" in future. Fig. 4 shows the 

Motivation model 

 

 

 

 

 

 

 

 

 

 

 

Fig. 4. Motivation model 

 

4. Consciousness architecture (CBA) 
Fig. 5 shows a diagram of a hierarchical structure 

model called CBA (Consciousness-based Architecture) 

which relates consciousness to behavior. The 

characteristic of this model is that a consciousness field 

and a behavior field are built separately. In a dynamic 

environment, this model relates the consciousness level 

to the environment that a robot must strongly consider, 

and the robot then selects a behavior corresponding to 

that consciousness level and performs the behavior. This 

model is characterized by the consciousness level 

: Dopamine of plus 

: Dopamine of minus
: Motivation 

time 
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reaching an upper level at which the robot can select an 

advanced behavior when certain behaviors 

corresponding to the consciousness level are 

discouraged by the external environment. 

Additionally, the robot expressing an upper level 

behavior can choose a lower level behavior. The 

mechanism of this model is that it selects the most 

comfortable behavior within the lower level behaviors 

at pleasure, so that the robot aims for goals.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5. Consciousness-based Architecture (CBA) 

 

6. Situation recognition with a Web camera 
We make a labeling image from an image of a web 

camera installed in the robot hand. which is divided into 

green, blue, and flesh colors We divided colors into 

lumps and determined the shape, size, and center at a 

gravity position. From this information and the posture 

of the robot arm, the robot could recognize a position 

and the distance of a colored object. 

 

 
Fig. 6. A Web camera image and a labeling image 

 

ⅣⅣⅣⅣ. System of Object pursuit and escape 
 It has been possible for a robot as it has been 

developed until now to pursue a favorable object if it is 

in the visual angle, and also for it to escape from a 

disagreeable object. However, an animal and a human 

being get interested regardless of a favorite thing or a 

disagreeable thing. Therefore, our laboratory developed 

the system which pursues an object. In this system, 

robot pursues the object which moved to outside of the 

robot's visual angle from the inside of the robot's visual 

angle, and the object which passed through the inside of 

the robot's visual angle. In addition, the "main system" 

shows the robot's entire system developed until now. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 Flow chart 

 

2. Calculation of the objective central point 

At the time of a situation recognition by a Web camera, 

the maximums and minimums of object's  x- and y-

coordinates which have been recognized are acquired 

from the picture to which labeling processing is 

performed. In order to recognize only the central point 

of the attentional object, in the object recognized with 

the WEB camera, a small thing does not obtain the 

central point of an object as what is not. From the 

maximum and minimum values of x and y which were 

acquired, the object was enclosed with a quadrangle and 

the middle point of an diagonal line of the quadrangle 

was made into the objective central point. In addition, 

the system memorizes the central point for three frames. 

 
 

 

 

 

 

 

 

 

Fig. 8. Central point 

 

3. The objective move direction prediction 

The move direction is predicted only when an object is 

missed at the time of situation recognition. A picture is 

divided into eight domains in order to predict the move 

direction. It uses the domain and decides which 

direction an object moved to.  A domain is shown in 

Fig. 9. 

 

 

 

 

 

 

 

 

 

Fig. 9. A division domain and the prediction direction 
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4. Virtual object creation 

 The virtual object corresponding to the move direction 

of the predicted object is created in the visual angle. 

Since it is possible to pursue the object within the visual 

angle, a virtual object will be created and it will run 

after a real object by running after the virtual object. 

 

ⅤⅤⅤⅤ. INSPECTION OF AUTONOMOUS 

BEHAVIOR 
We applied the motivation model and CBA for a robot 

arm which we showed in Chapter III, and we inspected 

the autonomous behavior. 

 

1. Condition setting 
 The built object pursuit system was incorporated, and 

the experiment for the robot arm in operation was 

conducted.  

･When a green object (favorite thing) is moved out of 

the visual angle from the inside of the visual angle.  

･When a blue object (disagreeable thing) is moved out 

of the visual angle from the inside of the visual angle.  

Action of a robot arm is shown in Figs. 10 and 11. 

 

    
  (T0)                    (T1) 

    
 (T2)                   (T3) 

    
 (T4)                   (T5) 

Fig. 10 Behavior of the robot arm 

 

If a green object is moved from the (T0) position to 

(T1), the system will recognize that the green object 

passed inside of the robot's visual angle. At this time, 

the robot arm judges which direction an object moved to. 

Then, although pursued to the (T2) position, since the 

green object had not been recognized, it is pursued to 

the (T3) position. Furthermore, since the green object 

has been recognized, robot held the object (T5). 

     
(T0)                    (T1) 

    
(T2)                    (T3) 

    
(T4)                    (T5) 

Fig. 11 Behavior of the robot arm 

 

If a green object is moved from the (T0) position to (T1), 

the system will recognize that the green object passed 

the robot arm in the visual angle. At this time, it is being 

judged like the green object to which the robot arm 

moved. Then, although pursued to the (T2) position, 

since the green object had not been recognized, it is 

pursued to the (T3) position. At (T3), since the green 

object had been recognized (T4), the operation which 

the robot dislikes, as shown in (T5), was performed. 

 

VI. CONCLUSION 
In this research, We built the system of method for 

pursuing or escaping from an Object. Pursuing an object 

which moved to outside of the visual angle from the 

inside of a visual angle has been checked in an 

experiment by placing a virtual object according to the 

direction of movement 
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Abstract: However well we control a bipedal robot in walking, images gotten by the cameras are tilted by left or right 

swing and small bumps. This complicates recognition of environment by using cameras in walking, and the robot can’t 

move smoothly. Introducing a bipedal robot is to make it possible for both a human and the robot which have the same 

embodiment to make collaboration by making both take the same behavior as far as possible which is difficult to attain 

with other types of robots such as a wheel driven robot. Under the artificial environment mainly consisting of vertical 

and horizontal lines, images must be corrected by detecting the tilt angle of them using Hough Transformation, which 

detects nearly-vertical lines from artificial environment. As a result, a robot successfully recognizes the environment 

with a stereo vision using images obtained by correcting tilted ones. 

 

Keywords: Bipedal Robot, Image Processing, Tilt, Correction. 

 

I. INTRODUCTION 

In recent years, high-performance and excellent 

bipedal robots have been developed to support humans. 

Many of the robots recognize environment with cameras 

because the robots can acquire much information easily. 

Although the robots can get much information, even 

now the robots can’t recognize around smoothly. The 

robots stop in front of obstacles, and then move again. 

One of the reasons is that recognition of the 

environment with cameras mounted on the robot is very 

difficult. However well we control the robots in walking, 

images gotten with the cameras are tilted by left or right 

swing and small bumps. This complicates recognition of 

the environment because it is too difficult to apply 

general image processing methods to such tilted images 

directly. Thus, the robots can’t get any precise 

information from the images (distance between a robot 

and obstacles, and their shapes, etc) easily.  

As a result, a robot can’t move smoothly. This 

makes it difficult to make a human cooperate with it. 

Therefore, a method for correcting the tilted images is 

required. 

One of ideas to correct the images is to use sensors 

which can detect a physical tilt angle. By using these 

sensors, a robot can correct the images by rotating them 

at the angle. However, the precision of the angle 

depends on mechanical characteristic of the sensors, and 

the acquisition of sensor values must be synchronized 

with that of images. Thus, usage of sensors is not 

suitable for the current purpose because the camera used 

is of not external but internal synchronization.  

In our research, a bipedal robot is equipped with 

stereo cameras on its head, and images are corrected 

using a tilt angle detected from them directly with 

Hough Transformation based on the fact that it moves in 

artificial environment. 

 

II. BIPEDAL ROBOT 

In our research, a bipedal robot as shown in Fig.1 is 

used to examine whether it can over stride or go up on 

and down an obstacle safely. 

 
[a] Front View       [b] Side View 

Fig.1 Bipedal Robot 

 

The specifications of the robot are shown in Table.1. 

 

Table.1 Specifications of the Robot 

Size W240×D140×H345mm(at stand up

right) 

Weight 1720g 

(not contain the batteries) 

Degrees of 

Freedom 
20 

(Head:2 Arm:6 Leg:12) 
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III. SYSTEM CONFIGRATION 

The system configuration constructed for this 

research is shown in Fig.2. 

 
Fig.2 System Configuration 

 

In this system, images captured with cameras are 

sent to PC and commands to a robot are sent through 

wireless communication. 

 

IV. LENS DISTORTION 

A distorted image as shown in Fig.3[a] is captured 

with a camera mounted on a robot. 

 
[a] Before Correction 

 

 
[b] After Correction 

Fig.3 Lens Distortion 

 

This distortion can be calibrated with an image 

processing method. As a result, the image as shown in 

Fig.3[b] is obtained. 

V. IMAGE PROCESSING 

1. Methods for Correcting Tilted Images 

 
[a] Before Correction 

 

 
[b] After Correction 

Fig.4 Image Blurring 

 

Even when a robot walks on a flat plane, images 

acquired are tilted as shown in Fig.4[a]. Calculating the 

tile angle and rotating images as shown in Fig.4[b] by 

the angle makes it easy to measure the distance to 

obstacles with an ordinal stereo vision. 

Artificial environment includes many static 

structures of which edges are vertical or horizontal lines. 

Of course, there are other lines constituting other 

objects, but the length of them is less than that of 

vertical lines of walls or doors. 

In Fig.4[a], if lines corresponding to the vertical or 

horizontal lines constituting the artificial environment 

can be detected, the tilt angle can be found. 

In other words, as the longest nearly-vertical line in 

an image corresponds to a real vertical line of a static 

artificial structure, detecting it gives the tilt angel. 

The number of points on the line, its gradient and 

the length of a perpendicular on the line from the origin 

are enough to find the line. They are easily determined 

with Hough Transformation. 

 

2. Hough Transformation 

Using a derivative operator, a sequence of points on 

an edge shown in Fig.5[a] are detected. 

PC： 

Images Control Instructions 

 

Bipedal Robot: 

Processing 

Getting Images 

& 

Motion 
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[a] xy Image Space 

 
[b]  Parametric Space 

Fig.5 Mapping to   Parametric Space 

 

Here, each point  ii yx ,  on a line as shown in 

Fig.5[a], can be mapped to one sinusoidal wave on a 

  parametric space shown in Fig.5[b] which is 

expressed by equation.(1) when i  is changed at a 

regular interval. 

 







i

iiiii

A

yx

sin

sincos
         (1) 

 

i : the length of a perpendicular on the line 

i : a gradient angle of a perpendicular 

(   i0 ) 

 

22
ii yxA  ,  Ayi /cos 1  

The   parametric space is composed of a set of 

small cells, and a counter value of each cell is added by 

one every time the point with the same  ii  ,  is 

found. This processing is called voting. 

As a result, the result as shown in Fig.5[b] is 

obtained after voting against the all points.  

Based on the above theory, length of each detected 

lines is calculated as follow. Length of each line is 

expressed as a voting number because the number is 

relative to the length. 

Each line detected has a unique  ii  ,  as a 

parameter, i  corresponds to the gradient of the line.  

Based on experiment conducted using the robot, 30 

degrees is set as the maximum angle of inclination. To 

detect only lines of which gradient is within the limit, as 

cells beyond the permissible rage are not taken into 

count, time needed for performing Hough 

Transformation is expected to be reduced than the 

conventional one, but at present it is not implemented. 

 

VI. DETECTION OF THE LONGEST LINE

 AND THE TILT ANGLE 

Here the result obtained with Hough Transformation 

is shown. 

 
[a] Detection of the Longest Line 

 

 
[b] Detection of the Tilt Angle 

 
[c] Values of Tilted Angle in the [b] 

Fig.6 Detection of the Tilt Angle 

 

Fig.6[a] shows the longest line in the given image, 

Fig.6[b] shows the image in which the longest line is 

successfully detected when a robot leans toward right 

about 12 degrees from a vertical line. The tilt angle is 

shown in Fig.6[c]. 

Finally, Fig.7 shows the image obtained by rotating 

the image shown in Fig.6[b]. 

 
Fig.7 Corrected Image 
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At present, there are cases where Hough 

Transformation detects not a real but false line as shown 

in Fig.8, because a long edge of a display is accidentally 

the longest near-vertical line.  

 
Fig.8 Image of False Detection 

 

The reason is that the system regards an edge of a 

display as vertical line because it is within 30 degrees. 

This happens because position of the camera is low and 

at quite a near location relative to the display. As the 

height of a robot is low, such an accidental case will 

often happen. 

Therefore, the false detection must be avoided using 

following methods. Even if a real vertical edge of a wall 

or column is occluded by objects near a camera, the line 

will be detectable by searching the upper part of the 

image, unless the camera is too close to the objects. 

Usually a robot should not approach but avoid an object 

unless it must grasp the object. Therefore, it is thought 

possible to avoid false detection by only detecting 

vertical lines from the upper part of an image (In our 

research, we try to detect the lines from the upper 

quarter part as shown in Fig.9).  

 
Fig.9 Avoiding False Detection  

and 

 Detection of the Obstacles 

 

In addition to this, it is thought that edges of 

obstacles tend to be in the lower part of the image and 

edges of polyhedral objects like furniture or equipments 

are orthogonal with vertical lines (see Fig.9).  These 

facts allow Hough Transformation to find polyhedral 

obstacles from the lower region of the image. Of course, 

it is impossible to detect edges of other obstacles, but 

any artificial objects include straight edges except for a 

solid sphere, such edges will useful to obstacle 

recognition.  

 By subtracting all line segments from edges 

extracted with a derivative operator, other types of 

edges can be extracted. Consequently, straight edges and 

the rest edges are separately available to calculate 

distance information with a stereo vision method. 

We try to avoid false detection and detect of the 

obstacles with these methods. 

Exploiting multi core PC makes it possible to 

implement image processing using parallel computation. 

Further, application of GPU should be also tried to 

make much faster computation possible than that of 

CPU. 
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Estimation of other’s sensor patterns
based on motion imitation and communication

–Identification of symbolization strategy for sensor
by comparative evaluation questions–

*Keisuke OKUNO and Tetsunari INAMURA

Abstract— Estimation of user’s sensorimotor patterns by
motion observation enables robots to achieve user friendly
supporting tasks. In previous works, we proposed a non user
specific method to estimate other’s sensorimotor patterns by
a projection function between other’s and self’s sensorimotor
experiences. Estimation errors derived from differences in body
conditions were corrected by queries for sensory patterns.
However, other’s strategies how to symbolize for sensory
patterns were not discussed. Thus, in this paper, we propose
comparative evaluation queries for motions for this matter.
With the method, the estimation for the other’s torque patterns
converged after a few queries with successful identifications.
Feasible applications of the proposed method are not restricted
only for the identification, but can estimate continuous sensory
patterns that cannot be expressed by symbol representations.

I. INTRODUCTION
One of the hard problems of intelligent robots which work

in daily life environment is to understand user’s intention.
To understand user’s intention, many methods have been
proposed. For instance, observation of user’s activity using
video camera and rooms with sensor embedded floor with a
use of RFID tags are proposed. However, estimation of inner
states, such as whether a user would like to be assisted, is not
easy to be estimated by these methods. It requires estimation
of sensorimotor patterns of the user; it is an important basic
technology for the purpose.

Several methods have been proposed to estimate tensional
force on muscles with observation of a human’s motion
patterns by utilizing motion capture system and electromyo-
graphy with detailed musculo-skeletal model of human’s
whole body[1][2]. Other methods using measurement devices
of brain activities, such as fMRI, PET and EEG, have been
also developed to estiamte what motor command a subject
is trying to attempt. However, these methods require prepa-
ration of user specific musculo-skeletal model or avaraged
brain activites in advance. In addition, these approaches
cannot deal well with real environment where many users
are expected to use in turn. Thus, we are interested in a
flexible method that can estimate the sensorimotor patterns
even in such real environment.

We propose an approach to estimate other’s sensor pat-
terns by a projection function between other’s and self’s

Keisuke OKUNO: The Graduate University for Advanced Studies (SO-
KENDAI) Japan, k-okuno@nii.ac.jp

Tetsunari INAMURA: National Institute of Informatics (NII) Japan,
Assoc. Prof., inamura@nii.ac.jp

sensorimotor experiences, in order to estimate sensorimotor
patterns of the other’s without predefined user specific model.
By motion imitation with the projection function, the self
could observe the other’s sensorimotor patterns as if the
self experienced that of the other’s. Human beings, in daily
life, are thought to estimate the other’s sensorimotor patterns
using the other’s simulated experience by the projection
function. This is called simulation theory[3], and this way,
human beings could make the estimation flexibly.

This approach will work well if the self and the other
have identical body conditions. However, it is natural that the
conditions are different; estimation errors thus arises from the
difference when the self makes the estimation based on the
projection function between the sensorimotor experiences.

We have proposed a method[4] to clear this errors when
using the approach of projection function, by communication
and the mimesis model[5]. The general steps is outlined as
follows.

1) The self and the other perform shared motions. From
the motion patterns, the self estimates the other’s
sensory patterns using the mimesis model.

2) The both convert the sensory patterns to an expression
call symbol-index, then exchange the expressions by
communication.

3) The self uses the communication result in order to
detect difference in the sensory patterns, then, modifies
the mimesis model to have a better estimation of the
other’s sensory patterns.

a few repetition of these three steps resulted in a success-
ful estimation of other’s sensory patterns with 10%-20%
errors[4].

However, there was a remaining problem, a symbolization
strategy how to convert sensory patterns into the symbol-
index was given for sake of simplicity. Intrinsically, the
strategy is supposed to be unknown and it should change
dynamically according to circumstances. Thus, it is required
to estimate the unobservable symbolization strategy of the
other. It is possible to estimate the strategy by the method
in the previous work[4] if sets of motions and queries are
prepared properly. However, it would require as same or
more number of queries as of the strategy candidates. It
is because the communication method used was a open
question and there are almost infinite number of choices for
the answers. When interactions between robots and humans
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are considered, it is better to limit the number of queries from
the robot to the human and to reduce the possible choice of
the answers. In other words, using closed question suits well
for human robot interaction.

Thus, in this paper we propose a method, comparative
evaluation queries with motoins, in order to have less amount
of queries. In this method, the other was asked to perform
two kinds of motions and answer which motion was heavier,
or observed larger torque on joints. Expressing the compar-
ison of the torque as an answer makes the method closed
question. The comparative evaluation queries with motoins
is used in the framework of the previous work[4] in order
to estimate the intrinsically unknown symbolization strategy
how to convert sensory patterns into the symbol-index.

In the second section, the mimesis model’s properties and
functions are explained followed by an explanation of the
method in the previous work[4]. In the third section, the new
method is explained. In the fourth section, an experiment
using robots as an application of the proposing method will
be explained and discussed. In the fifth section we finish the
paper with conclusion.

II. MIMESIS MODEL

A. General Properties

It is an engineering model of mirror neuron
system[6][7][3]. The mirror neurons fire both when the
subject observes a specific behavior and when the subject
acts in the same manner. Findings in brain physiology
suggestes that it describes relationship of the self and
the other. Relationship between the mirro neurons and
simulation theory[3] are also discussed.

The mimesis model abstracts sensory patterns S and
motion patterns M of humans and humanoid robots. The
abstracted representations called proto-symbol are calculated
using Hidden Markov Models. A geometric space called
proto-symbol space (PSS) is defined so that it expresses
relationship of the proto-symbols as distances among static
points x in the space. When a set of motor patterns M
and sensory patterns S is defined as O = fM ;Sg, and
a database of sensorimotor patterns is defined as D =
fO1; ..;Ong, the PSS is represented by P = Fbuild(D),
where Fbuild is a function to construct the PSS from D.
The distances between xs in the space are defined by both
using Kullback-Leibler Divergence[8] to calculate distances
between HMMs that correspond to the similarities of
sensorimotor patterns, and using multi-dimensional scaling
method[9].

B. Functions

The mimesis model offers following functions by utilizing
the PSS. Frecog; a function to recognize sensorimotor
patterns as a static point x in PSS, Fgen; a function to
generate sensorimotor patterns from a x, an imitation func-
tion that outputs imitated sensorimotor patterns, and Fassoc;
an association function that associates a partial sensorimotor
patterns with a whole sensorimotor patterns even when only
partial information is observed. Motion patterns can be also

interpolated and extrapolated by creating internal/external
dividing points of two proto-symbols in the PSS to define
novel motion patterns[10]. In this way, the mimesis model
can recognize and generate even unknown sensorimotion
patterns, which are not in the database D.

C. Estimation of Sensorimotor Patterns

We realized the concept, which is an estimation of other’s
sensorimotor patterns by projection function between senso-
rimotor experiences of the self and the other, by using the
mimesis model. We proposed a method with open question
type communication to estimate the other’s sensorimotor
patterns in more precise manner, even if the body conditions
are different in the slef and the other[4]. The outline of this
process explained as follows and is depicted in Fig.1.

1) As an initial state, the self sets the other’s inference
model P̂other based on own experience Dother =
fSself ;M selfg.

2) The self constructs P̂other with D̂other =
fŜother;Motherg using Fbuild.

3) The other executes the shared motion M and observes
corresponding Sother. The self obtains Ŝother from
Mother using Fassoc.

4) Both the self and the other converts Ŝother;Sother

into symbol-indexes kself ; kother respectively using a
discretization function Fsymbolize,

kself = Fsymbolize(Ŝother) (1)
kother = Fsymbolize(Sother). (2)

The symbol-indexs are integers corresponding to
strength of the sensor Ss.

5) The self modifies the Ŝother in the D̂other according to
the result of exchange of the symbols kself and kother.

Ŝ
′
other =

kother
kself

Ŝother (3)

6) The self reconstructs P̂other with the newly modified
D̂′

other = fMother; Ŝ
′
otherg,

P̂other = Fbuild(D̂
′
other). (4)

Steps through 3 to 6 are considered as single conversation
set. The self adaptively acquires P̂other with repetition of the
conversation sets.

The remaining problem in the work[4] is that Fsymbolize
was given. Intrinsically, the Fsymbolize is supposed to be
unknown and it might change dynamically according to
circumstances. In the next section, a method to estimate the
other’s Fsymbolize will be explained.

III. COMPARATIVE EVALUATION QUERIES WITH
MOTIONS

In this section, we propose a communication method using
comparative evaluation queries with motions in order the
self to estimate other’s symbolization strategy Fsymbolize
how to convert sensory patterns to symbol-index. Choices of
answers for the comparative evaluation queries with motions

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 894



Fig. 1. Adaptive acquisition flow diagram of the other’s proto-symbol
space by open question

are finite. For example, the answer could be either ”yes”
and ”no”. When the self attempts to estimate the other’s
Fsymbolize, the self prepares more than two shared motion
patterns. These motion patterns are designed specifically
for the estimation of other’s Fsymbolize. The query of the
comparative evaluation queries with motions is to ask for
relative relationship of the observed sensory patterns for
the motions. For example, an answer would be ”Motion 1
is heavier”. When there is an association function between
sensorimotor patterns of the self and the other, this method
can be applied to estimate continuous sensory patterns even
if that cannot be expressed by symbol representation. The
self can estimate the other’s F̂symbolize by following steps.

1) According to the identification target Fsymbolize, the
self prepares motion patterns M i(i = 1; 2).

2) The other imitates each M i and observes correspond-
ing sensory patterns Si.

3) The other converts Si into scalar value gi using
conversion function Fsymbolize.

gi = Fsymbolize(Si); (5)

4) The other replies with a symbol-index K that tells the
magnitude relation of the g1; g2.

K = Fcomp(g1; g2); (6)

That is, K is either ”M1 is heavier”(’>’), ”M2 is
heavier”(’<’) or ”same”(’equal’).

5) The self identifies the other’s Fsymbolize based on the
replied symbol-index K.

If necessary, the self prepares a new set of motion patterns
and repeats the steps above till identifies the Fsymbolize.

IV. APPLICATION

For a validation of the proposing method comparative
evaluation queries with motions, in this section, an appli-
cation is introduced and an experiment is explained. The
experiment of the application to solve a remaining problem
in the previous work[4] is conducted. It is that the self
estimates the other’s symbolization strategy Fsymbolize that
is unknown.

Fig. 2. Basic shared motion patterns for constructing PSS

A. Conditions

The experiment involved two virtual humanoid robots
HOAP-2 in a simulator environment. R1 weighted 2.4[kg]
as the self and R2 weighted 4.8[kg] as the other were used.
The masses were unknown to each others. Only symmetrical
motions were used in the experiment, and considered joint
angles are that of the right elbow, right shoulder’s roll and
pitch rotation and the right knee θ = [θ1θ2θ3θ4]. Considered
joint torques were consisted of observed torques of the
same joints τ = [�1�2�3�4] respectively. The self prepared
database DR1 = fτ ;θg with four basic motions(Fig.2) for
constructing proto-symbol space PR1 .

As an association function Fassoc from θ to τ , the R2

observed the torque patterns τ on the joints when R2

performed the motions θ. In the experiment, we deal with
estimation of Fsymbolize by R1 identifying the conversion
rule Fconv (Eq.(5)). It is because Fsymbolize is a composite
function of Fdiv and Fconv, where the Fdiv divides input g
into d equal segments and assigns symbol-index k based on
TableI. This time the Fdiv was fixed and known to the self.
As a discussion will be made in the section 6, estimation of
the unknown Fdiv using the proposing method is possible
and left for a future work.

TABLE I
RELATION BETWEEN SYMBOL INDEX AND VOCABULARY

k d=3 d=5 d=7
1 light light very light
2 normal bit light light
3 heavy normal bit light
4 - bit heavy normal
5 - heavy bit heavy
6 - - heavy
7 - - very heavy

In this paper, following four conversion rules fi(i =
1; ..; 4) were prepared as candidates for the Fconv that
converts joint torques(τ ) to an intermediate scalar value g.

• Average of all the torque patterns

f1(τ ) =

∑J
j

∫
�j(t)dt

T

J
(7)
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Fig. 3. Diagram of ”comparative evaluation queries with motions”

Fig. 4. Motion3 and Motion4 for the query2

• Sum of maximum values of each joint torques

f2(τ ) =
J∑
j

(max
t

f�j(t)g) (8)

• Maximum value of composed joint torque patterns.

f3(τ ) = max
t

f
J∑
j

�j(t)g (9)

• Maximum value of maximum of each joint torques

f4(τ ) = max
j

fmax
t

f�j(t)gg (10)

where T was the time period of τ . In this paper J = 4 was
used.

B. Method

We explain how to design motion patterns and what
queries makes the identification effectively. The flow of
procedures is depicted in Fig.3. Two queries were prepared
for the identification of the Fconv.

1) At first, R1 makes query1 to identify whether F̂conv =
f1 or not. At query1, the R1 uses two motions m1;m2

to execute query procedure explained in the section 3.
R2 imitates the motions(i = 1; j = 2 in Fig.3). In
order to identify whether Fconv = f1, the m1 and m2

are designed so that maximum torques are differents

but average torques over the same time period are the
same.

2) The R1 identifies F̂conv based on the R2’s reply K. If
K =′ equal ′ then identifies as F̂conv = f1, otherwise
makes the next comparative evaluation queries with
motions, and proceeds to query2.

3) The R1 uses two motions m3 and m4(Fig.4) to execute
query procedure explained in the section 3. At the
query2, m3 and m4 were designed to identify the
F̂conv from f2; f3; f4 at a time. The m4(Fig.4) is
a motion that the four joints bend and then stretch
simultaneously, and the maximum torque are taken at
the same time at the same value a. The m3(Fig.4)
is a motion that starts with a bending and stretching
movement on the knee (a squat), followed by an
up-and-down movement of the pitch rotation on the
shoulder, followed by an up-and-down movement of
the roll rotation on the shoulder, and ended with
a bending and stretching of the elbow joint. The
maximum values of each joint torque of the m3 are
(αa; βa; a; ωa). Constants a; α; β; ; ω are required
to meet the following conditions for the identification
of the Fconv.

a < α < 4a (11)
4a = α+ β +  + ω (12)
0 < ω �  � β � α (13)

In this paper, (α; β; ; ω) =
(3.0a; 0.4a; 0.4a; 0.2a); a = 0.5 were used.

4) The R1 identifies F̂conv based on the R2’s reply K.
If K =′ equal ′ then F̂conv = f2, if K =′>′ then
F̂conv = f4, If K =′<′ then F̂conv = f3.

It is assumed that the R2 made perfect imitation of mi

performed by R1, also assumed that the same conversion
rule Fconv was applied to all the joints regardless of motion
patterns.

C. Evaluation
In this paper, both R1 and R2 had identical body struc-

tures and mass density distribution with different amount of
masses. The assumption that the R2 imitates the motions of
R1 perfectly was taken. These conditions and assumptoin
results in 100% successful identification of the conversion
rule Fconv

To show the importance of identification of the Fconv , R2’s
joint torques were estimated both with a successful identifi-
cation of the Fconv and with an incorrect identification. 10
kinds of unknown motions M

′
i(i = 1; ...; 10), which were

different from the four basic motions, were introduced for the
evaluation. These unknown motions consisted of arbitrary
movement of the 4 joints. An error e between estimated
torque ĝ and the real g were defined as follows, using both
known and unknown motions.

e =
1
N

N∑
i

|ĝi � gi|
gi

(14)
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Fig. 5. Estimation results of torques of known and unknown motions
when both successful and erroneous strategy identification when d = 5 and
Fconv = f4. The horizontal axis is number of conversation sets explained
in section 2, and the vertical axis is the error e.

N was the number of motion patterns used for the evaluation.
Experiment results when N=10 were shown in Fig.5. It
shows, after a few set of conversation, that estimation of the
other’s torque can be achieved with approximately 10% error
even if the motions are unknown. It also shows that errors
are 45 � 60% for torque estimation when the identification
of the F̂conv failed.

The comparative evaluation queries with motions can
estimate 3N kinds of symbolization strategies by making
qeuries with motions N times. This efficiency is important
when the human robot interaction is considered, that is, the
human can use the system without complex and large amount
of preparation.

V. CONCLUSION

In this paper, we proposed a estimation method by com-
parative evaluation queries with motions. This enables robots
to estimate 3N kinds of symbolization strategies, how to
convert torque patterns to symbol-indexes, by making queries
with motions N times. The method consists of making
queries with motions about unobservable sensory patterns,
based on simulated other’s experience that is calculated by
projection function between experience of the self and the
other. We think that the method is a fundamental interaction
method for estimating other’s unobservable inner informa-
tion, such as sensory patterns.

This method is also thought to be useful to deal with the
correspondence problem[11][12][13]. The correspondence
problem is generally considered as a problem that deal with
correspondence relationship between body parts of the self
and the other. However, using the query with motions, it is
possible not only to deal with motions, which can be shared
between the self and the other, but also to deal with a new

problem how to map between the self’s sensory patterns and
the other’s unobservable sensory patterns.

In addition, with comparative evaluation queries with
motions, it is possible to estimate continuous sensory pattern
even when that cannot be expressed by symbol representa-
tions. The comparative evaluation of sensory patterns is an
objective measure and the result is accurate, even when an
estimation target sensor is other’s unobservable one. Taking
advantage of these properties, the proposed method can be
applied, for instance, to estimate Fdiv defined at Table I and
weight coefficient for each joints in Eq.(7)-Eq.(10).

Future works include estimation of the other’s sensory
patterns with the other’s imperfect imitation, training method
how to correct the other’s imperfect imitation, estimation of
information that cannot be expressed by scalar value such
as line of sight and tactile information, estimations with
different density distribution of the masses, and estimations
with different DoF configuration of body structures.
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Abstract: We study a simple two-link model based on Passive Dynamic Walking which can walk on the level ground. It 
is powered by extending and shortening the telescopic stance-leg. Through the simulation of an easy equivalent 
instantaneous model, we find that the stance-leg actuation is a way to compensate for the lost energy at the collision. It 
has stable cyclic walking gait. Besides, the model has mechanical energy feedback. 
 
Keywords: stance-leg actuation, passive dynamic walking, powered walking, mechanical energy. 

 
 

I. INTRODUCTION 

In the early 1990s, McGeer pioneered Passive 
Dynamic Walking (PDW) robots that can walk down on 
shallow slopes without actuation and control [1]. This 
passive robot has a gait which is very natural and 
energy-efficient. The PDW concept shows us that 
walking can be sustained only by gravity. These passive 
robots must walk on a slope which provides a source of 
energy to compensate for the lost energy at the inelastic 
collision with floor. However, it is impossible to restore 
energy by gravity on level ground. So it is important for 
a robot to restore the lost kinetic energy through other 
approaches.  

When McGeer proposed the PDW, he also put 
forward some ways to make passive walkers walk on 
level ground with active sources which have been 
realized by the followers [2]. These applications 
compensate for the lost energy with either kinetic 
energy or potential energy. Recently, Asano and Luo et 
al propose a parametric excitation approach which is a 
principle to increase the amplitude of vibration by 
swinging [3]. They demonstrate that the mechanical 
energy compensation is a good way to achieve energy-
efficient and high-speed gait. The Robots lab in 
Automation Department in Tsinghua University 
introduced the “virtual slope walking” that compensates 
for lost energy through extending the stance leg and 
shortening the swing leg.  

In this paper, we propose another way to compensate 
for the lost energy with mechanical energy. The model 
we discuss here has telescopic actuators on the legs. The 
system’s energy is increased through up-and-down 
motion of the mass in the hip by the stance leg’s 
extension and shortening. It is hard to study the model 

analytically when the leg’s length is in the course of 
changing. But through numerical simulations we can 
find an equivalent place in the middle of the process of 
extension where the leg extends instantaneously. So 
does in the process of shortening. Then we can study 
this equivalent model which is easy to analyse under the 
conservation of angular of momentum. 

This paper is organized as follows. In section Ⅱ, the 
model with telescopic legs and its parameters are 
introduced. In Section III, the walking map is presented 
using Lagrange Equation. In section IV, we find an easy 
equivalent model. In section V, the analysis of  this 
equivalent model is conducted to clarify the existence of 
the fixed point and its stability. Finally, in section VI, 
we study the mechanical energy of this model. 

II. THE MODEL 

The model in this paper is a simplified model with 
only one mass m in the hip and two massless telescopic 
legs connected to the hip. As shown in Fig. 1(a). The 
other parameters and the whole walking step are shown 
in the Fig. 1(b). θ is clockwise angle of the stance leg 
with respect to the vertical, ω is the angular velocity of 
the stance leg and φ0 is the counter clockwise inter-leg 
angle. A step starts when the prior swing leg has just 
made contact with the ground and the prior stance leg is 
ready to leave the ground. At this instant both legs have 
equal length rs. The new stance leg begins to swing 
freely. When it gets to a key position where we have 
θ=θII, it begins to extend until its length is equals to re. 
We take this instant as another key position where θ=θIII. 
Here we define leg length ratio β= rs / re. Note that the 
velocity along the direction of the leg is zero in these 
two positions. After its length reaches the maximum  
value re, it begins to shorten to rs at the key position 
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where θ=θIV. The velocity along the direction of leg is 
also zero here. Finally, it swings freely until it strikes 
the floor, namely the instant V. Here we consider the 
collision as an inelastic one (no slip and no bounce). 
After the collision, the swing leg sticks to the ground 
and the stance leg is about to leave the ground. The 
transformation of the two legs is the end of one walking 
step. 

θ
sr

er

x
y

0ϕ

*Ⅱ
Ⅱ

Ⅲ*Ⅲ **Ⅲ

Ⅳ*Ⅳ
m

ω

 
Fig.1. Model and key inst s in one walking step 

III. THE WALKING MAP 

A walki ered as a 
Poi

namic equations, we create 
a c

o the Lagrange Equation, we have the 
dyn

ant
 

ng step in the model is consid
ncare map or stride function [1], which consists of 

the dynamic function in swing phases and the strike 
function at collision. We choose the instant after 
collision as the Poincare section. Limit cycles are the 
fixed points of the walking map. 

1. Dynamic Equations 
In order to obtain the dy
oordinates where the x-axis is along horizontal 

direction and y-axis is along the vertical direction with 
the origin in the stance foot contact point. In this system, 
the zero potential energy plane is the horizontal plane 
on the ground. 

According t
amic equation in free swing phases I to II, IV to V. 

 ( ) sin ( )
s

gt t
r

θ θ=&&                 (1) 

We rescale time by 
e

g trτ = , (1) is rewritten as 

 1( ) sin ( )θ τ θ
β

=&&  τ                (2) 

Using the Lagrange Equation, we can also obtain the 
dynamic equation in the stance leg extension and 
shortening phase II to IV. Notice that the length r(τ) is a 
variable parameter when in the process of extension and 
shortening.  

sin ( ) 2( ) ( ) ( )
( ) ( )

er r
r r
θ τ

θ τ τ
τ τ

= − θ τ&&         (3) 

2. Transition in Inelastic Collision 
In the collision, the geometric condition is m

)

&&

et.  

     0( 1) ( ( )n nθ ϕ θ+ = − −Ⅰ Ⅴ            (4) 
nd 

there is 
conservation of angular m

We assume the collision occurs instantaneously a
no double support. According to the 

omentum, the new stance leg 
angular velocity is determined by 

0( 1) ( )cos( )n nω ω ϕ+ =Ⅰ Ⅴ            (5) 
(2) to (5) are the walking map f of this model. Note 

that the Poincare section is at the beg
and the 

1. Model 
Bec  and 

tically, we find an equivalent 

**

inning of a step, 
walking map f maps the states in one section to 

the states in the next section. 

IV. THE EQUIVALENT MODEL 

Description 
ause it is difficult to study the extension

shortening process analy
model which extends and shortens instantaneously. This 
equivalent model is shown in Fig. 1(c). 

In this equivalent model, the stance leg extends from 
rs to re instantaneously at the position where θ*

II=θ*
III 

and then shortens instantaneously at the position where 
θ III=θ*

IV. So we have the conservation of angular 
momentum about the stance foot contact point, which 
leads to a discontinuous change in the angular velocity 
of the stance leg. From II* to III*, we have 

 2 *ω β ω=*
Ⅲ Ⅱ                 (6) 

Similar to the process II* to III*, we can obtain the 
relationship between III** d IV*. an  

 * **
2

1ω ω
β

=
Ⅳ Ⅲ

                (7) 

The equivalence we consider here is from the 
mechanical energy’s point of vie
of e

w. In such a definition 
quivalence, we must make sure the mechanical 

energy in instant II* equals to the mechanical energy in 
instant II and the mechanical energy in instant III* 
equals to that of instant III. The same goes for the 
shortening process. Here we only discuss how to get the 
position II* according to II and III, which can be applied 
to the position IV*.  

From the mechanical energy equality, we have the 
following two equations:  

       
* 2 *1cos cos

2 2
1ω β θ ω β θ+ = +

Ⅱ Ⅱ

2
Ⅱ Ⅱ          (8) 

 * 2 *1 1cos cos
2 2

       ω θ ω θ+ = +
ⅢⅢ Ⅲ Ⅲ (9) 

that the kinetic energy has been rescaled by the 
dimensionless time τ. 

2

         
Note 
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From ( ion 
angle θ*  can be re

6), (8) and (9), the instantaneously extens
presented as: II

( )4 31 cos cos
2arccos 31

ω β ω θ β θ
θ

⎛ ⎞− + −⎜
= ⎜

2 2
Ⅲ

*
Ⅱ β−⎜ ⎟⎜ ⎟

⎝

⎟
⎟

⎠

Ⅱ Ⅲ Ⅱ

  (10) 

Using the same method, we can also get θ* . IV

( )4 3

3

1 cos cos
2arccos

1

ω β ω θ β θ
θ

β

⎛ ⎞− + −⎜ ⎟
= ⎜ ⎟

−⎜ ⎟⎜ ⎟
⎝ ⎠

2 2
Ⅳ Ⅲ Ⅳ Ⅲ

*
Ⅳ  (11) 

The free swing phases and the collision rules are the 
same in these two models. 

2. The Equivalent Walking Map 

s

n phase from II* to III*, free 
om III* to III**, 

ins

In the equivalent model, the walking step can be 
divided as: free swing phase with leg length r  from I to 
II*, instantaneously extensio
swing phase with leg length re fr

tantaneously shortening phase from III** to IV*, and 
free swing phase with leg length rs from IV* to V. 

The dynamic function from III* to III** is 
 ( ) sin ( )θ τ θ τ=&&                 (12) 

So (2), (6), (7) and (12) are the walking map in this 
equivalent model.  

According to this function, the simula iont  results are 
shown in Fig. 2. The red dotted
the

le of the model in Fig. 1(b). These 
two

nd the cyclic gait of this model, we 
n  
fixed point is an initial state which maps to itself in the 

e in this model is the stance 
leg

  line is the limit cycle of 
 equivalent model in Fig. 1(c) while the black solid 

line is the limit cyc
 limit cycles are the same expect in the extension 

and shortening phases, so we can say that these two 
models’ extension and shortening have the equivalent 
effect. 

V. ANALYSIS OF EQUIVALENT MODEL 

1. Finding Fixed Point 
In order to fi

eed to find the fixed point of the walking map. The

Poincare section. The stat
 angle θI and stance leg rate ωI. Since θ is a constant 

that depends on the inter-leg angle φ0 in the instant after 
collision, there leaves only one state variable ωI in 
Poincare section. 

In free swing phases, we have the mechanical 
energy conservation as follows:  

-0.4 -0.3 -0.2 -0.1 0 0.1 0.2 0.3 0.4
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8
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ω  
(r

ad
/s

)

 
Fig.2. Limit cycles in phase space 

              (13) 

Together with the discontinuo
leg angular velocity in instantaneous extension, 
sho

*E E E⎧ = =
⎪

Ⅰ Ⅱ Ⅱ

E E

E E E

=⎨
⎪ = =⎩

* **
Ⅲ Ⅲ

*
Ⅳ Ⅳ Ⅴ

 

us changes of stance 

rtening and collision, we can obtain 
2 2( 1) ( ( )n f nω ω+ =Ⅰ Ⅰ                         (14) 

2 3
2 2 02cos (1 )

cos ( )n n
ϕ β

ϕ ω
−

= + * *
0 Ⅰ Ⅱ

To make it easy to analyse the fixed point, we take a 
new state variable 

4 [cos ( ) cos ( )]nθ θ
β

− Ⅳ  

2q ω= Ⅰ into consideration, then 
according to the definition of a fixed point 

    

 ( )f fq f q=                 (15) 
We have the analytical expression of fixed point.  

 
2 32cos (1 )[cos cosf

2

]
)

0
4 (1 cos

q
0

ϕ β θ θ− −* *

β
=

−

n 
te it with the parameters’ values of the mo

the equivalent model is much easier to study. 

ould like 
t. The stable fixed 

nt. The eigenvalues of the Jacobian 
ma

ϕ
Ⅱ Ⅳ   (16) 

   
Once we have the expression of fixed point, we ca

calcula del. So 

2. Stability of Fixed Point 
A. Local Stability 

Once we have obtained a fixed point, we w
to know whether it is stable or no
point is what we wa

trix of the walking map can determine the local 
stability of the fixed point. If all eigenvalues are inside 
the unit cycle, which means a small disturbance will 
decay over time, then the fixed point is asymptotical 
stable, else if there is one eigenvalue outside the unit 
cycle, the fixed point is unstable. 

From the analytical expression of fixed point (14), 
we can calculate the eigenvalue of Jacobian matrix.  

 2f
0cosfq

λ ϕ∂
= =
∂

               (17) 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 900



A 0cos 1ccording to (5), we have ϕ < , so the fixed 
 be confirmed by point is asymptotical stable. This can

the  in Fig. 3

matrix can 
 stability. Wisse et al propose the 

bas

 simulation results, as shown . It shows that 
an initial state near fixed point will always converge to 
the fixed point after several cycles. But this initial state 
cannot be too far away from the fixed point. 
B. Global Stability 

However, the eigenvalun of Jacobian 
only reflect the local

in of attraction to analyze the global stability [4]. 
The basin of attraction is an area where the initial states 
can lead to a stable walking instead of falling. Fig. 4 
shows the basin of attraction with respect to different β. 
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Fig.3. The convergence towards limit cycle 

 

0.48 0.5 0.52 0.54 0.56 0.58 0.6 0.62
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

β

q 
(r

ad
/s

)2

 

 

φ =π/4, θ =0, θ =π/150 2 4

 
Fig.4. Basin of attraction 

 

VI. GY 

The m  of 
kinetic en en by 

MECHANICAL ENER

odel’s total mechanical energy is the sum
ergy and potential energy. It can be giv

  
2 21( ) ( ) cos

2i i i i iE n m t r mgrθ θ= +&          (18) 

Note that the time has been rescaled a
is different in different phases. 

gy changes during the 
ins

                (19) 

nd leg length r 

We have energy conservation during free swing 
phases. That is (13). The ener

tantaneously extension, instantaneously shortening 
and collision. For a fixed point, the complementary 
energy Ec is equal to the lost energy Er. We know the 
energy is lost during collision, so it must be increased 
from instant II* to instant IV*. They can be expressed as 

According to the relationships about stance leg’s 
angle, angular velocity and energy, we can obtain 

cE E E= −* *
Ⅳ Ⅱ  

3

)g 2e
1[cos cos ](cE m r βθ θ −

= −* *

βⅡ Ⅳ               (20) 

3
2 2 2

0 0
1 1[ (1 cos ) (cos cos )( )(1 cosr eE mgr β 2

2 )]
2
β ϕ ω θ θ −

= − + − −* *
Ⅰ Ⅱ Ⅳ ϕ  

                            
From (20), we can see that the complementary 

energy only depends on the θ*
II, θ*

IV, β and re. These 

com

d bipedal model 
walking on level g roven that a 
passive dynami lk down on a 
sha

90, 9(2):62-68  
[2] McGeer T, St  of Two-Dimens
ional Bipedal Walking. eport CSS-IS TR

nt and High-

 

β

              (21) 

parameters are constant in the model, so the 
plementary energy is the same for different initial 

state. The lost energy depends on not only the above 
parameters, but also on the initial state ω2

I. This means 
that there exists feedback in this model. When the initial 
state is larger than fixed point, the lost energy is larger 
than the complementary energy which makes the initial 
state in the next step smaller. Finally it will converge to 
the fixed point when the lost energy is equal to the 
complementary energy. When the initial state is smaller 
than fixed point, it will converge to the fixed point 
because the lost energy is smaller than the 
complementary energy. The energy feedback can also 
illustrate that the fixed point is stable. 

VII. CONCLUSION 

This paper has proposed a powere
round. It has been p

c walking model can wa
llow slope without actuation or control because of 

the lost energy is recovered from the descent of center 
of mass. From this point of view, we study the up-and-
down motion of the hip mass on stance-leg actuation. 
The simulation results of the model and its equivalent 
model show that there exist stable periodical gait. When 
the model has appropriate structure parameters, the 
complementary energy is a constant, which means there 
exist energy feedback. 
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Sampled-data models for affine nonlinear systems using a

fractional-order hold and their zero dynamics

Masatoshi Nishi and Mitsuaki Ishitobi
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Kumamoto University, Kumamoto 860-8555
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Abstract : One of the approaches to sampled-data controller design for nonlinear continuous-time systems consists
of obtaining an appropriate model and then proceeding to design a controller for the model. Hence, it is important
to derive a good approximate sampled-data model because the exact sampled-data model for nonlinear systems is
often unavailable to the controller designers. Recently, Yuz and Goodwin have proposed a more accurate model
than the simple Euler model in the case of a zero-order hold. This paper derives a sampled-data model for nonlinear
systems using a fractional-order hold, and analyzes the zero dynamics of the sampled-data model.
keywords: Nonlinear systems, sampled-data models, zero dynamics, fractional-order hold.

I. INTRODUCTION

Real systems are usually modeled by using laws of
physics and are consequently described by ordinary
differential equation models. However, we typically in-
teract with these systems by digital devices that utilize
sampled data. Thus, the study of sampled-data con-
trol systems has become an important issue in control
fields.

When dealing with sampled-data models for non-
linear systems, the exact sampled-data model is of-
ten unavailable to the controller designers [1]. Then,
the accuracy of the approximate sampled-data model
has proven to be a key issue in the context of con-
trol design, where a controller designed to stabilize
an approximate model may fail to stabilize the exact
discrete-time model [2].

Recently, Yuz and Goodwin have proposed a more
accurate model than the simple Euler model [3]. The
resulting model includes extra zero dynamics corre-
sponding to the relative degree of the continuous-time
nonlinear system. Such extra zero dynamics are called
sampling zero dynamics. It is shown that they are
unstable when the relative degree of a continuous-
time nonlinear plant is greater than or equal to two.
Thus, the closed-loop system becomes unstable when
a discrete-time controller design method based on the
assumption of the stability of the zero dynamics is ap-
plied [5], [6].

In the linear case, the properties of the sampling
zeros corresponding to the sampling zero dynamics for
nonlinear systems have been discussed in many papers

[4], [7]-[13]. Some of the previous studies show that
when the relative degree of a continuous-time plant is
two, use of a fractional-order hold instead of a zero-
order hold overcomes the problem above [8], [9], [13].
Hence it is natural to raise a question how the results
of the linear case with the fractional-order hold can be
extended to nonlinear systems.

This paper derives a sampled-data model for non-
linear systems using a fractional-order hold, and an-
alyzes the zero dynamics of the sampled-data model
to show a condition which assures the stability of the
sampling zero dynamics of the model.

II. SAMPLED-DATA MODELS WITH

FROH

Consider a class of the following single-input single-
output nth-order nonlinear system with the uniform
relative degree r(≤ n) which is expressed in its so-
called normal form [14], [15]

ξ̇ =

[
0r−1 Ir−1

0 0T
r−1

]
ξ

+

[
0r−1

1

]
(b(ξ, η) + a(ξ, η)u)

η̇ = c(ξ, η)

y = ξ1

(1)
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ξ =

 ξ1
...
ξr

 , η =

 ηr+1

...
ηn

 , c =

 cr+1(ξ, η)
...

cn(ξ, η)


where a(ξ, η)̸= 0, b(0,0) =0 and c(0,0) = 0.

We are interested in the sampled-data model for the
nonlinear system (1) when the input is generated by a
fractional-order hold (FROH); i.e.,

u(t) = u(kT ) + β · u(kT )− u((k − 1)T )

T
(t− kT ),

kT ≤ t < (k + 1)T, k = 0, 1, · · · (2)

where β is a real design parameter and T is a sampling
period. The signal reconstruction of a fractional-order
hold is shown in Fig. 1 [8], [9], [13].

0 T 2T

Fig. 1: The signal reconstruction of a fractional-order hold with
β = −0.5.

The sampled-data model for (1) is derived below.

First, note that

u̇(t) = β · u(kT )− u((k − 1)T )

T
, ü(t) = 0 (3)

then, one can obtain for sufficiently small sampling
periods that

ẏ = ξ̇1 = ξ2
...

y(r−1) = ξ̇r−1 = ξr

y(r) = b+ au

y(r+1) = ḃ+ ȧu+ au̇

= ḃ+ ȧu+ aβ · u(kT )− u((k − 1)T )

T

≈ aβ · u(kT )− u((k − 1)T )

T

(4)

The final approximation result of y(r+1) is derived
from the fact that the third term with β is dominant
in the second equation for a sufficiently small T .

Applying the Taylor’s expansion formula to
y(i)((k + 1)T ) and using (4) yield

ξi+1,k+1 = y
(i)
k+1

≈ y
(i)
k + Ty

(i+1)
k +

T 2

2
y
(i+2)
k +

· · ·+ T r−i

(r − i)!
y
(r)
k +

T r−i+1

(r − i+ 1)!
y
(r+1)
k

≈ ξi+1,k + Tξi+2,k +
T 2

2
ξi+3,k + · · ·

+
T r−i

(r − i)!
(bk + akuk)

+
T r−i

(r − i+ 1)!
{akβ (uk − uk−1))}

i = 0, · · · , r − 1 (5)

where
bk ≡ b(ξk, ηk), ak ≡ a(ξk, ηk) (6)

and, the subscripts k and k+1 denote the time instants
kT and (k + 1)T , respectively.

Hence, a sampled-data model for (1) is obtained as
follows.

ξk+1=Fβ,kξk + gβ,kuk + hk (7)

ηk+1=ηk + Tc(ξk, ηk) (8)

yk = ξ1,k (9)

where

ξk =[ ξ1,k · · · ξr,k uk−1]
T

Fβ,k =



1 T
T 2

2!
· · · T r−1

(r − 1)!
− T r

(r + 1)!
βak

0 1 T · · · T r−2

(r − 2)!
−T r−1

r!
βak

...
...

...
...

...

0 0 0 · · · 1 −T

2!
βak

0 0 0 · · · 0 0



gβ,k=



T r

r!
ak +

T r

(r + 1)!
βak

T r−1

(r − 1)!
ak +

T r−1

r!
βak

...

Tak +
T

2!
βak

1


, hk=



T r

r!
bk

T r−1

(r − 1)!
bk

...
Tbk
0
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The local truncation error between the true system
output and the output of the sampled-data model is
of order T r+1 which implies that the accuracy of the
obtained sampled-data model is the same order as that
by Yuz and Goodwin’s model [3].

III. SAMPLING ZERO DYNAMICS OF

THE SAMPLED-DATA MODELS

In this section, we obtain the sampling zero dynam-
ics of the sampled-data model (7)-(9). First, substi-
tuting yk+1 = yk = 0 into (7) and (8) yields[

ξ̄k+1

0

]
= M

[
ξ̄k
uk

]
+ l (10)

ηk+1 = ηk + Tc(0, ξ̄k, ηk) (11)

where

ξ̄k =
[
ξ2,k · · · ξr,k uk−1

]T
M =

[
M11 m12

mT
21 m22

]

M11 =



1 T
T 2

2!
· · · T r−2

(r − 2)!
−T r−1

r!
βak0

0 1 T · · · T r−3

(r − 3)!
− T r−2

(r − 1)!
βak0

...
. . .

...

0 · · · 0 1 −T

2!
βak0

0 · · · 0 0



m12 =



(
T r−1

(r − 1)!
+

T r−1

r!
β

)
ak0(

T r−2

(r − 2)!
+

T r−2

(r − 1)!
β

)
ak0

...(
T +

T

2!
β
)
ak0

1


m21 =

[
T

T 2

2
· · · T r−1

(r − 1)!
− T r

(r + 1)!
βak0

]T
m22 =

(
T r

r!
+

T r

(r + 1)!
β

)
ak0

l =

[
T r−1

(r − 1)!
bk0 · · · Tbk0 0

T r

r!
bk0

]T
and, ak0 and bk0 are defined as ak and bk, respectively,
with y = 0. Deleting uk in (10) leads to the following

sampling zero dynamics for sufficiently small sampling
periods

ξ̄k+1 = Mrξ̄k (12)

where

Mr =

 m1,1 · · · m1,r

...
. . .

...
mr,1 · · · mr,r


mi,j = T j−i

{
1

(j − i)!
− γi

j!

}
i ≤ j, i = 1, · · · , r − 1, j = 1, · · · , r − 1

mi,j = −T j−i γi
j!

i > j, i = 1, · · · , r − 1, j = 1, · · · , r − 1

mi,r = T r−i

{
− 1

(r + 1− i)!
+

γi
(r + 1)!

}
βak0

i = 1, · · · , r − 1

mr,j = − 1

T r−j

γr
j!ak0

, j = 1, · · · , r − 1

mr,r =
β

(r + 1) + β

γi =

(r + 1)!

(r − i)!
+

(r + 1)!

(r + 1− i)!

(r + 1) + β
, i = 1, · · · , r − 1

γr =
(r + 1)!

(r + 1) + β

The matrices Mr are listed below for a few values
of r.

M1 =
β

2 + β
(13)

M2 =


−3− 2β

3 + β
− T

6 + 2β
ak0β

− 1

T

6

(3 + β)ak0

β

3 + β

 (14)

M3 =



−8 + 3β

4 + β
−T

2 + β

4 + β

T 2βak0

3!(4 + β)

− 1

T

24 + 12β

(4 + β)
−8 + 5β

4 + β

Tβak0

2!(4 + β)

− 4!

T 2(4 + β)ak0
− 4!

T (8 + 2β)ak0

β

4 + β


(15)

As a result, the sampling zero dynamics of the
sampled-data model with FROH have the following
properties.

Properties 1 : Consider the sampled-data model
with FROH for a continuous-time system (1) with rel-
ative degree r.
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Case (i) r = 1. The sampling zero dynamics are stable
if

−1 < β (16)

Case (ii) r = 2. Assume that the term
a(0, ẏ, · · · , y(r−1), η) is constant. The sampling
zero dynamics are stable if

−1 < β < 0 (17)

Case (iii) r = 3. The sampling zero dynamics are
unstable.

Remark 1: It is easy to see that Properities 1 are
similar to the results of the linear case [13].

Remark 2: On the controlled Van der Pol system
with relative degree two, the closed-loop system be-
comes unstable when Yuz and Goodwin’s model is
used for design of feedback controller which requires
the stability of the zero dynamics [6]. However, from
the Properties 1 (ii), on such a case, the resulting
feedback control system is stable when FROH with
−1 < β < 0 is used for a hold.

IV. CONCLUSION

This paper derives a sampled-data model and an-
alyzes its zero dynamics for nonlinear systems in the
case of a fractional-order hold. The resulting model
has an advantage to the Yuz and Goodwin’s model
with respect to the stability of the sampling zero dy-
namics when the relative degree of a continuous-time
nonlinear plant is two.
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Abstract: In this paper, it is presented the development of a new type force feedback system. It is based on a 6-DOF 
Stewart parallel mechanism[1] which has six pneumatic actuated cylinders. The thrust force of each cylinder is 
controlled by PWM control for the solenoid valve and it is actualized by PIC controller. When the pneumatic actuator is 
controlled, it must be considered the influence on the compressibility of air. For this problem, we guarantee the control 
characteristics by the effect of the accumulator. It is confirmed that the thrust force of the cylinder can be applied to the 
pneumatic parallel mechanism, and is presented the experimental result of force control for vertical direction. 
 
Keywords: stewart type parallel mechanism, six degree of freedom, PWM control 

 
 

I. INTRODUCTION 

For the patients afflicted with paralysis, the 
rehabilitation aid by the physical therapist is necessary. 
In recent years, the number of the paralyzed patients is 
increasing due to some reasons, like the adult disease, 
traffic accident and aging, and the shortage of the 
physical therapist becomes a new social problem. Thus, 
it is required the rehabilitation support technology. 
Corresponding to the patients with various paralysis 
symptoms, it is necessary for the rehabilitation 
equipment to support the multiple degree of freedom 
movement[2] [3].  

We note the Stewart type parallel mechanism and 
consider applying it to the rehabilitation equipment for 
the wrist or hand paralysis. This mechanism achieves 
six degree of freedom motion and has two 
characteristics that are high power and high rigidity. 
Therefore, it is useful for the wrist or hand rehabilitation 
equipment. The multiple motion of this mechanism can 
be achieved by the coordinated telescopic motion of six 
actuated cylinders. The power source of the cylinder is 
hydraulic pressure, pneumatic or servomotor. We 
choose the pneumatic cylinder since this actuator has a 
flexible characteristics due to the compaction property 
of the air and therefore it actualizes friendly and soft 
rehabilitation aid for the patients. 

In this paper, it is presented the development of the 
force feedback system which generates the feedback 
force through the pneumatic parallel mechanism. This 
system will be a base technology of the rehabilitation 

equipment for the wrist or hand paralysis. The 
pneumatic parallel mechanism is designed by 3DCAD 
and made a prototype model.  Control of the thrust 
force of each pneumatic cylinder is actualized by PWM 
control for the solenoid valve. The PIC is used to the 
controller for the PWM control. When the pneumatic 
actuator is controlled, it must be considered the 
influence on the compressibility of air. For this problem, 
the control characteristics are guaranteed by the effect 
of the accumulator.  

This paper consists of six sections. This section is 
introduction. Next section shows the configuration of 
the force feedback system. In 3rd section, the design of 
the parallel mechanism and the developed prototype 
model are presented.  

The detail of force control of the pneumatic cylinder 
is denoted in section 4. In section 5, the result of the 
force control experiment for unit cylinder is presented. 
And then, for the parallel mechanism which has the six 
cylinders, the experimental results for vertical direction 
motion are presented 
 

Ⅱ. SYSTEM CONFIGURATION 

Figure 1 shows the configuration of the force 
feedback system. It mainly consists of the pneumatic 
parallel mechanism and the personal computer. As 
shown in Fig.2, there is a gripper on the platform of the 
pneumatic parallel mechanism and it can be moved in 6-
DOF direction by hand. Each cylinders of the parallel 
mechanism has a position detector detects the cylinder 
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length. The PC calculates the attitude of the parallel 
mechanism by solving the direct kinematics of the 
parallel mechanism with the data of each cylinder 
length. With the calculation result, the PC draws a 
simple moving object which shows the harmonic 
motion with the parallel mechanism in the virtual 
working space on the display.  
 

 
 
 
 
 
 
 
Fig.1. Configuration of force feedback system 
 
 
 
 
 
 
 
 
Fig.2: Pneumatic parallel mechanism with gripper on 

the platform 
 
When the moving object in the virtual space 

contacts some kind of obstacle as shown in Fig.3, PC 
calculates the virtual reaction force and sends the 
control signals to the six PIC controllers, respectively. 
Each PIC controller controls two solenoid valves on one 
air cylinder of the parallel mechanism by PWM. The 
one solenoid valve is used for the pushing force of the 
cylinder and the other is for the pulling force. The 
resultant force of six cylinders is equivalent to the 
virtual reaction force. Then, the operator feels the 
reaction force generated in the virtual space at his hand. 

 
 
 
 
 
 
 
 

 
Fig.3: Contact the obstacle in a virtual space 

Ⅲ. PROTOTYPE MODEL OF PNEUMATIC 
PARALLEL MECHANISM 

In this section, a prototype model of the pneumatic 
parallel mechanism for the use of the force feedback 
system is presented. The left figure in Fig.4 is the 3D 
CAD design image of the prototype model. This 
mechanism has 6-DOF motion, namely, translational 
motion along x-axis (surge motion), y-axis (sway 
motion) and z-axis (heave motion), and rotational 
motion about x-axis (roll motion), y-axis (pitch motion) 
and z-axis (yaw motion). The right figure of Fig.4 is the 
overall view of the prototype model and Fig.5 is close 
up of one of the pneumatic cylinders. It has a position 
detector and two solenoid valves. The bottom end of 
cylinder is connected to the bottom base by a universal 
joint. The upper end of cylinder is connected to the 
platform by a spherical magnetic joint. The reason of 
using the magnetic joint for upper joint is that if 
unexpected huge force acts on gripper, the platform 
uncouples from the upper joints and therefore the 
destruction of the parallel mechanism is averted. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.4: CAD image and overall view of Prototype 
model 

 
 
 
 
 
 
 
 
 
 

 
 

Fig.5: Close up of the pneumatic cylinder 
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Ⅳ. FORCE CONTROL OF PNEUMATIC 
CYLINDERS 

The force control of each pneumatic cylinder of the 
prototype model is actualized by regulating the supplied 
airflow. The airflow is regulated by PWM control for 
the solenoid valve. As shown in Fig.6, the PWM (Pulse 
Width Modulation) is a modulation method that is 
tuning ON time for the pulse wave at a constant cycle 
by changing the modulation rate. Where, let τ  denotes 
the modulation rate, T denotes one constant cycle and 

onT  denotes ON time in T , τ  is described as 
onT
T

τ = . 

 
 
 
 
 
 
 

Fig.6: PWM wave and Duty rate 
 

By the PWM signal, opening-closing time of the 
solenoid valve is tuned, and thereby supplied airflow for 
pneumatic cylinder is regulated. Figure 7(a) and (b) 
show turn-on and off of three-way solenoid valve, 
respectively.  

 
 
 
 
 
 
 
 

Fig.7: Three way solenoid valve 
 
Figure 8 is the circuit of the force control of the 

pneumatic cylinders. The duty rate τ  decided by PC is 
converted to analog signal (voltage) through the DA 
convertor. The analog signal is input into PIC controller. 
The PIC generates PWM signal and sends it to two 
solenoid valves. The one valve is used for the pushing 
force of the cylinder and the other is for the pulling 
force. The relation between the average control pressure 
and the modulation rate τ  of PWM is written as  

2

2 2(1 )S
p p τ

τ τ
=

+ −
,               (1) 

where, sign sp  is supply pressure. From Eq. (1),  
thrust force F  of the cylinder is given by 

2

2 2(1 )S
F Ap τη

τ τ
=

+ −
            (2) 

where, A  is an area of the pushing side or pulling 
side of the cylinder, and η is a load factor. 
 

 
 
 
 
 
 
 
 
 
 
 

Fig.8: Control Circuit 
 

Ⅴ.EXPERIMENTAL RESULTS 

In this section, the experimental results of force 
control of the prototype of pneumatic parallel 
mechanism are presented. At first, the average control 
pressure for the change in the modulation rate τ of 
PWM is measured. Figure 9 is the overview of the 
experiment and Fig.10 shows the result where the 
supply pressure is adjusted to 0.15MPa and the pipe 
length between the solenoid valve and the manometer 
sets 50mm. 
 

 
 
 
 

 
Fig.9: Measurement of air pressure 

 
 
 
 
 
 
 
 
 

Fig.10: Pressure (pipe length 50mm) 
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It shows the difference between the measurements 
and predictions by Eq.(1). For the result, we try to 
improve the control performance by using the effect of 
the accumulator. Figure 11 is the result where the pipe 
length between the solenoid valve and the manometer 
set 500mm to increase the accumulator. As shown in 
Fig.11, the control performance is improved, and 
therefore it was known that when the volume between 
the solenoid valve and the cylinder is small, the 
compressibility of air influences the pressure 
characteristic. And it is understood that the force 
characteristic is depend on the capacity of the 
accumulator. 

 
 
 
 
 
 
 
 
 

Fig.11: Pressure (pipe length 500mm) 
 
Next, the experimental results of force control of the 

pneumatic mechanism are shown. Figure.12 is over 
view of the experiment. The force sensor (0～100N) 
consists of the strain gauge, and the force in z-direction 
is measured. The force generation of the parallel 
mechanism for z-direction is that the same modulation 
rate is given for solenoid valves of six cylinders. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig.12: Experiments with the parallel mechanism 

 
Figure 13 shows the results of experiment. Where 

the posture is adjusted to be neutral position (cylinder 
expansion and contraction 15mm) and the supply 

pressure is 0.15Mpa. The calculated value is summation 
of each thrust force of 6 cylinders in vertical direction 
obtained thrust from Eq.(2). The prediction agrees well 
with the measurements, and it is known that z-axis force 
control is possible. A force of approximate 60N is 
generated when the supply pressure is 0.15Mpa, and it 
is understood the enough force experienced by man is 
generated. 
 

 
 
 
 
 
 
 
 

 
 

Fig.13: Force control of parallel mechanism 
 

Ⅵ. CONCLUSION 

The prototype model of pneumatic parallel 
mechanism for use of the force feedback system has 
been developed, and the 6-DOF force control was 
achieved. The conclusion is shown below. 
(1) The compressibility of air can be compensated with 
accumulator, and the control characteristic of the thrust 
force of the cylinder has been improved. 
(2) The pneumatic 6-DOF parallel mechanism was 
developed. The push and pull force control in z-axis was 
evaluated by the experiment, and it was confirmed that 
the force control by the PWM control was possible. 
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Abstract : In this paper, we consider a robust control problem of a two link RR manipulator with uncertainty in
the joint angle which is caused by several factors. The first purpose is to derive an uncertain LTI system of a two
link RR manipulator which includes uncertainty in a rotational angle of each joint. The uncertainty is expressed in a
system structure matrix in an explicit form. For this uncertain system, we apply guaranteed cost control. At last, we
show the effectiveness of our method by a numerical example.
Keywords: Robust control, Guaranteed cost control, Structured uncertainty, Two link RR manipulator

I. Introduction

In practice, the effect of an uncertainty is a considerable
problem. Such an uncertainty is caused by a measurement
error, noise in the signal, secular distortion of the device,
etc. and makes degradation of the performance index. One
of an approach to deal with the influence of uncertainty is
to include these effects in the form of the LTI system by a
structured uncertainty. By using this uncertain system, it
is able to design the robust control system. S.S.Chang and
T.K.C.Peng proposed a new robust control method which
called the guaranteed cost control [1]. This method guar-
antees the existence of an upper bound of an uncertainty in
the performance index. Yamamoto et al. showed a devia-
tion method for the structured uncertainty that is caused by
the higher order terms of the Taylor series expansion [2].
N. Takahashi et al. showed a generalization of the guar-
anteed cost control problem [3]. Kono et al. extended this
problem to the case with cross-term in the performance in-
dex [4]. Sato et al. considered the object throwing motion
problem that by the manipulator with a passive revolute
joint [5]. Takahashi et al. extended the guaranteed cost
control problem to the case with an uncertainty in an out-
put matrix [6] and introduced an uncertainty in the angle
of a car inverted pendulum system [7]. In this paper, we
will introduce two uncertainties in a joint angle of the ma-
nipulator system and will apply the guaranteed cost con-
trol to our uncertain LTI system. Through the numerical
example, we will show the effectiveness of our method. In
section II, we will show the formulation of the uncertain
LTI system of a two link RR manipulator with a passive
revolute joint. And we will apply the guaranteed cost con-
trol to the uncertain LTI system to design a robust stable

system. In section III, we will give a numerical example
to show the effectiveness of our proposed method. At last,
we will give a conclusion in section IV.

II. Formulation of uncertain system

In this section, we will give a formulation of the uncertain
LTI system of a two link RR manipulator and apply the
guaranteed cost control to this uncertain system. The link
1 is connected to the base with a rotational joint 1 and the
link 2 is connected to another end point of the link 1 with
a rotational joint 2. Each joints and arms have physical
parameters illustrated in table 1.

Table.1: Parameters of the Manipulator
Parameters Meaning [unit]

θi Angle of the Joint [rad]
mi Mass of the Arm [kg]
Ii Inertia moment of the Arm [kg · m2]
li Length of the Arm [m]
lGi Distance from the joint to the center

of gravity of the Arm [m]
g Gravity [m/sec2]
τi Input torque to the joint [N· m]

It is well know that the equation of the motion of a two
link RR manipulator is expressed as following nonlinear
differential equation.

H(θ)θ̈ + h(θ, θ̇) + g(θ) = τ (1)

where

θ =
[

θ1

θ2

]
, τ =

[
τ1

τ2

]
(2)
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Inertia term H(θ) is

H(θ)

=
[

I1 + m1l
2
G1 + I2 + m2(l21 + l2G2 + 2l1lG2c2)
I2 + m2(l2G2 + l1lG2c2)

I2 + m2(l2G2 + l1lG2c2)
I2 + m2l

2
G2

]
(3)

Nonlinear term h(θ) is

h(θ, θ̇) =
[ −m2l1lG2(θ̇2

2 + θ̇1θ̇2)s2

−m2l1lG2θ̇1θ̇2s2

]
(4)

Gravity term g(θ) is

g(θ) =
[ −m1glG1s1 − m2g(l1s1 + lG2s12)

−m2glG2s12

]

=
[

g1(θ)
g2(θ)

]
(5)

where we denote sin(θ1 + θ2) = s12 and cos(θ1 +
θ2) = c12. If we assume that θ̇1 and θ̇2 takes very small
value, thus θ̇2

2, θ̇1θ̇2 → 0 and the nonlinear term becomes
h(θ, θ̇) = 0. From Eq. (1), we have

H(θ)θ̈ + g(θ) = τ (6)

By multiplying from the left by H(θ)−1, we get

θ̈ = −H(θ)−1g(θ) + H(θ)−1τ (7)

Here we define

H(θ) =
[

h11 h12

h12 h22

]

Then, we have

H(θ)−1 =
1

hD

[
h22 −h12

−h12 h11

]

hD = h11h22 − h2
12

and

θ̈(t) =
1

hD

[ −h22g1(θ) + h12g2(θ)
h12g1(θ) − h11g2(θ)

]

+
1

hD

[
h22 −h12

−h12 h11

] [
τ1

τ2

]
(8)

We consider that the rotational angle of joint 1 θ1(t) and
joint 2 θ2(t) include uncertainties Δθ1 and Δθ2, respec-
tively.

θ1(t) = θ∗1(t) + Δθ1 (9)

θ2(t) = θ∗2(t) + Δθ2 (10)

where θ∗1(t) and θ∗2(t) denote nominal angle of joints. Let
us assume that Δθ1 and Δθ2 are very small values, then

sin Δθ1 → 0
sin Δθ2 → 0
cosΔθ1 → Δc1

cosΔθ2 → Δc2

Thus, we have

sin(θ1(t)) = sin(θ∗1(t))Δc1 + cos(θ∗(t))
= Δc1 sin(θ∗1(t)) (11)

cos(θ1(t)) = cos(θ∗1(t))Δc1 − sin(θ∗1(t))
= Δc1 cos(θ∗1(t)) (12)

Next, we apply a same operation to θ2(t),

sin(θ2(t)) = Δc2 sin(θ∗2(t)) (13)

cos(θ2(t)) = Δc2 cos(θ∗2(t)) (14)

Moreover, about θ1(t) + θ2(t),

sin(θ1(t) + θ2(t))
= sin(θ1(t)) cos(θ2(t)) + cos(θ1(t)) sin(θ2(t))
= Δc1Δc2 sin(θ∗1(t)) cos(θ∗2(t))

+ Δc1Δc2 cos(θ∗1(t)) sin(θ∗2(t)) (15)

Taking a first-order of the Taylor expansion around
θ∗1(t) = 0 and θ∗2(t) = 0, we can approximate Eqs. (11)-
(15) as follows [7]

sin(θ1(t)) ≈ Δc1θ
∗
1(t)

cos(θ1(t)) ≈ Δc1

sin(θ2(t)) ≈ Δc2θ
∗
2(t)

cos(θ2(t)) ≈ Δc2

sin(θ1(t) + θ2(t)) ≈ Δc1Δc2(θ∗1(t) + θ∗2(t))

In vertue of the above results, the first row element of term
in the left-hand side of Eq. (8) becomes

−h22g1(θ) + h12g2(θ) = h̄11θ
∗
1 + h̄12θ

∗
2 (16)

where

h̄11 = Δc1g(h22(m1lG1 + m2l1)
+ Δc2m2lG2(h22 − h12)) (17)

h̄12 = Δc1Δc2m2glG2(h22 − h12) (18)

The second row element of term in the left-hand side of
Eq. (8) becomes

h12g1(θ) − h11g2(θ) = h̄21θ
∗
1 + h̄22θ

∗
2 (19)
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where

h̄21 = Δc1(−h12g(m1lG1 + m2l1) (20)

+ Δc2m2glG2(h11 − h12))
h̄22 = Δc1Δc2m2glG2(h11 − h12) (21)

h11, h12 and h22 are given as follows

h11 = I1 + m1l
2
G1

+ I2 + m2(l21 + l2G2 + Δc22l1lG2)
h12 = I2 + m2(l2G2 + Δc2l1lG2)
h22 = I2 + m2l

2
G2

Thus we can transform Eq. (8) to following form

θ̈(t) =
1

hD

[
h̄11 h̄12

h̄21 h̄22

]
θ(t)

+
1

hD

[
h22 −h12

−h12 h22

]
τ (22)

Let us define a state vector x(t) and an input vector u(t)
are

x(t) =

⎡
⎢⎢⎣

θ∗1(t)
θ̇∗1(t)
θ∗2(t)
θ̇∗2(t)

⎤
⎥⎥⎦ , u(t) =

[
u1(t)
u2(t)

]

Consequently, we obtain a following uncertain LTI sys-
tem.

ẋ(t) = A(ξ)x(t) + B(ζ)u(t) (23)

where, an input matrix A(ξ) and an output matrix B(ζ)
are

A(ξ) =

⎡
⎢⎢⎣

0 1 0 0
h̄11/hD 0 h̄12/hD 0

0 0 0 1
h̄21/hD 0 h̄22/hD 0

⎤
⎥⎥⎦

B(ζ) =

⎡
⎢⎢⎣

0 0
h22/hD −h12/hD

0 0
−h12/hD h22/hD

⎤
⎥⎥⎦

Here we consider that the system matrices are consisted
of deterministic elements A0, B0 and uncertain elements
ΔA, ΔB.

A(ξ) = A0 + ΔA (24)

B(ζ) = B0 + ΔB (25)

From A(ξ) and B(ζ), we can obtain deterministic ele-
ments A0 and B0 as (Δθ1, Δθ2) = (0, 0). A1 and B1 are
obtained in the condition of (Δθ1, Δθ2) = (max1, 0) and
A2 and B2 are obtained in the condition of (Δθ1, Δθ2) =
(0, max2). Where maxi is a maximum uncertainty of the

rotational angle in the joint i. The structured uncertain
elements ΔA and ΔB are

ΔA =
p∑

i=1

ξiAi, |ξi| ≤ 1

ΔB =
p∑

j=1

ζjBj , |ζj | ≤ 1

where p = 1, 2. ξi, ζj and Ai, Bj denote the scale and
structure of an uncertainty in the system, respectively.

For the uncertain LTI system (23), we apply the guar-
anteed cost control. The perfoemance index fuction to be
minimized is

J =
∫ ∞

0

(xT(t)Qx(t) + uT(t)Ru(t))dt (26)

The stoctastic algebraic Riccati equation based on the eu-
genvalue upper bound is

AT
0P + PA0 − PB0R

−1BT
0P + Q + UE = O (27)

Upper bound matrix UE is

UE(ΔA(ξ), ΔB(ζ), P, R)

=
p∑

i=1

Li|Λi|LT
i +

p∑
j=1

Mi|Γi|MT
i (28)

where | · | denotes the matrix which has absolute value of
each elements. Li, Mi, Λi and Γi are

LT
i (PAi + AT

i P )Li = Λi (29)

MT
i P (BiR

−1BT
0 + B0R

−1BT
i )PMi = Γi (30)

where Λi and Γi are diagonal matrices which have eigen-
values on the diagonal elements. Li and Mi are orthog-
onal matrices which constructed from the corresponding
orthogonal vectors. From the solution P of Eq. (27), we
obtain the feedback gain matrix F as

F = −R−1BT
0P (31)

The closed-loop system that the feedback gain is F to be
a robust stable system.

III. Numerical example

In this section, we will show the numerical example. Here
we consider that the joint 2 is passive, thus the input matrix
B(ζ) becomes

B(ζ) =

⎡
⎢⎢⎣

0
h22/hD

0
−h12/hD

⎤
⎥⎥⎦
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The weighting matrices are Q = diag(1, 1, 1, 1) and R =
1. The initial value is θ(0) = [ 0.1 0.0 − 0.05 0.0 ].
The uncertainty is Δθ1 = Δθ2 = 0.08. The values of the
physical paratemers are illustrated as in table 2.

Table 2: Parameters
parameter value parameter value

m1 1 m2 1
I1 0.03 I2 0.03
l1 0.3 l2 0.3
lG1 0.15 lG2 0.15
g 9.8

For this system, we design the closed-loop system by
using two method, linear quadratic regulator (LQR) and
guaranteed cost control (GCC). The simulation enviro-
ment is MATLAB and SIMULINK. The LQR problem is
solved by the lqr in the control system toolbox and the
GCC problem is solved by the Euler method algorithm of
our coded m-file. Figure 1 illustrates the trajectory of the
joints angle θ1 and θ2 of both simulation results.
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Fig.1 : Simulation Results

The solution of the algebraic Riccati equation PLQR and
feedback gain FLQR are (ordinary method)

PLQR =

⎡
⎢⎢⎣

309.6216 80.0140 250.8530 45.7467
80.0140 20.8360 65.4442 11.9295

250.8530 65.4442 210.2729 37.8890
45.7467 11.9295 37.8890 6.9139

⎤
⎥⎥⎦

and

FLQR = [−47.5721− 12.6897− 47.3509− 8.7623]

The eigenvalues of the closed-loop system are

(−23.0041,−2.8177,−4.3278± 0.7210i)

The solution of the SARE (27) PGCC and feedback gain
FGCC are (proposed method)

PGCC

=

⎡
⎢⎢⎣

384.4634 99.3605 304.8125 56.5752
99.3605 25.8774 79.3563 14.7504

304.8125 79.3563 250.4025 45.7241
56.5752 14.7504 45.7241 8.4955

⎤
⎥⎥⎦

and

FGCC = [−54.9208− 14.5893− 53.4964− 9.8803]

The eigenvalues of the closed-loop system are

(−23.6828,−2.8569,−4.8189± 0.1002i)

From the figure 1, we can recognize that our proposed
method have designed a robust stable system.

IV. Conclusion

In this paper, we showed the formulation of a uncertain
LTI system of a two link RR manipulator with uncertainty
in the rotational angle of joints. For this system, we ap-
plied the guaranteed cost control to obtain the robust sta-
ble system and showed that the simulational result. Future
study is to apply the observer to this system.
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Analysis of Manipulator in Consideration of Relative Motion 
between Tray and Object 
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Abstract: In this paper, equations of motion of a manipulator, whose mechanism has a tray installed by passive revolute 
joint, are derived in consideration of characteristics of driving source. Considering the relative motion between the tray and  
object, trajectories of velocity for saving energy are calculated by iterative dynamic programming. And, the dynamic 
characteristics of manipulator controlled based on the trajectory for saving energy are analyzed theoretically. 
 
Keywords: Manipulator, Trajectory, Dynamic Programming, DC Motor, Minimum Energy, Passive joint. 
 
 

1  Introduction 

For the purpose of enlarging the work space, it is 
necessary for studying the optimal control of the 
manipulator whose mechanism has a passive joint. In a 
previous report [1], a casting manipulator is introduced, 
and it has large work space compared with its simple 
mechanism. But, the consideration of energy 
consumption is not enough. In horizontal plane, 
obstacle avoidance motion planning for a three-axis 
planar manipulator with a passive joint is investigated 
[2]. But, energy consumption is not considered.  

In previous report by the authors [3][4]，trajectories 
for saving energy of manipulator, whose mechanism 
has two active joints, were easily calculated by 
iterative dynamic programming. And, dynamic 
characteristics of the system were analyzed.  

In this paper, equations of motion of a manipulator, 
whose mechanism has a passive revolute joint, are 
derived in consideration of the characteristics of DC 
servomotors, and a performance criterion for saving 
energy is defined in consideration of energy consumption 
of the driving source. When the manipulator is operated 
in a vertical plane, the system is highly non-linear due to 
gravity，and an analytical solution can not be found. Then, 
a numerical approach is necessary. Considering the 
relative motion between the tray and the object, the 
trajectories of velocity for energy saving are calculated by 
iterative dynamic programming. The dynamic 
characteristics of manipulator controlled based on above 
mentioned trajectory are analyzed theoretically and 
investigated experimentally. 

 

2  Modeling of manipulator with passive joint 

The dynamic equations of the manipulator with 
four degrees of freedom as shown in Figure 1, which 
is able to move in a vertical plane, are as follows. 
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Fig.1   Mechanism of manipulator 
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And, the relation between φ�  and 4θ�  is 

4 4 .φ θ= −� �
br r                       (2) 

(φ� ; rotational speed of the object )  
The kinetic energy of the mechanism is 
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and potential energy of the mechanism is 

12 1 13 12 14 123 15 234= + + +U a S a S a S a S  .          (4) 

The applied voltage of the servomotor is  

2 3 31 sign( )θ θ τ τ θ= + + +� �� �j j jj j j j j f j je b b b b  ,    (5) 

where 
2 31 ( / ) , ( / ) , / ,= + = =v j a j t j m j j a j t j m j a j t jjb k R D b R I b Rk k k  

a ji : electric current of the armature , 
a jR : resistance of armature , 

m jI : moment of inertia of armature,  
m jD : coefficient of viscous damping .  

Then, the electric current is   
( ) / .a j j j j a ji e k Rθ= − �

v                  (6) 
And, the consumed energy is  

3

1
)(

=

= ⋅∑ ∫ j a j
j

E dte i .                   (7) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

Fig.3  Mechanical energy of pendulum movement 

3  Simulation of the pendulum movement 

    Under the condition that joint 1 and 2 are fixed,  
simulations of the system are shown in Fig.2 and 3. 
 We shall take the parameters of the system as 

( ) ( )3 4 40.109, 0.122 kg , 0.075, 0.015 m .= = = =bm m r r  
And, initial conditions are ( )3 2θ π= −i , ( )4 5θ π= −i , 

3 4 0θ θ= =� �
i i . Figure 2 shows the motion of the 

system like a pendulum movement, and Figure 3 
shows the response about the conservation of 
mechanical energy of the pendulum movement. 

4  Simulation of the manipulator 

We shall take the parameters of the system as 
shown in Table 1.  

Figure 4 shows a flow chart for iterative dynamic 
programming method. In frame (A), the trajectory for 
saving energy is searched by dynamic programming [3]. 
In frame (B), the searching region is shifted to 

 Fig.2  Pendulum movement about the tray and the object 

(a)  Simulation of pendulum movement about the tray and the object  

(b) Experimental results of pendulum movement ( every 0.13 s ) 
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minimize the consumed energy, and width of the 
region is changed smaller.  

Figure 5 shows the trajectory for searching, 
and initial trajectory for searching is expressed as  
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The tray and the object are shown in Figure 6. 
Considering the relative motion between the tray and 
the object, the performance criterion is changed as  

( ){ }
3

4
0

1
( ) 2 .j j
T

a

j

E dte i θ λ
=

′ = ⋅ + −∑ ∫ k     (9) 

A response of the manipulator from the initial position 
1 2 3 1 2 3( / 4 , / 4 , 0, 0 , 0)θ π θ π θ θ θ θ= − = − = = = =� � �
i i i i i i  

to the release position 1( 1 3 3 6θ π=f , 2 7 36θ π= −f , 
3 7 24θ π= −f , 1 13.9 rad sθ =�

f , 2 1.1 rad s )θ = −�
f is 

shown in Figure 7, under the condition that working 
time 0.8 (s)ft = . In this case, joint 3 is passive, and 
joint 1, 2 are actuated. In order to prevent the object 
falling from the tray at turning point 2, and not to 
prevent the object releasing from the tray at point 3, 
the center of gravity of the tray is adjusted in 
consideration of the analysis about the relative motion 
between the object and the tray. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4  Flow chart for simulation 
 
 
 
 
 
 

Fig.5  Trajectory for searching 

Table 1  Parameters of the manipulator 

 
 
 
 
 
 
 
 
 
 

Fig.6  Tray and object 
 
 

 
 
 
 
 
 
 
 
 

Fig.7  Locus of the throwing motion 

5  Experimental results 
In this section, the results of fundamental experiment 

are shown to examine the effectiveness of modeling 
for the simulations. 

Figure 8(a) shows the experimental results of the 
manipulator in throwing motion, under the same 
condition as Fig.7. This apparatus is used in previous 
report by the authors [4]. A mechanism of manipulator is 
a closed type and a tray (link 3) is connected to link 2 by 
a passive revolute joint. Under the condition that the 
torque of joint 3 is zero, the angular acceleration of joint 
1 and 2 are given in iterative dynamic programming 

Parameter Value Parameter Value 
l1    (m) 0.080 IG1    (kgm2) 1.7×10-5

l2    (m) 0.115 IG2    (kgm2) 8.4×10-5

l3    (m) 0.015 IG3    (kgm2) 1.2×10-6

r1    (m) 0.044 IGb    (kgm2) 4.8×10-7

r2   (m) 0.078 kt1,kt2    (Nm/A)  0.046 
r3   (m) 0.028 kv1,kv2   (Vs/rad)  0.046 
r3’  (m) 0.000 Dm1,Dm2(Nms/rad) 7.9×10-5

r4   (m) 0.005 τf1, τf2   (Nm) 0.0013 
rb   (m) 0.010 Ra1, Ra2   (Ω)  3.5 

m1   (kg) 0.020 m3       (kg) 0.018 
m2   (kg) 0.047 m4       (kg) 0.012 

x

y

ObjectPassive joint

Tray

/ 2λ

3θ 4θ
/ 2λ
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method, and the acceleration of link 3 and torques of joint 
1, 2 are calculated simultaneously. The parameters of the 
system are shown in Table 1. The motors 1 and 2 
(rated 24 V, 60W) are on the frame, and sampling time 
of the control is 0.002 [s]. The feedback gain for 
angular displacement is 50[V/rad], and the feedback 
gain for angular velocity is 0.5[Vs/rad]. 

Figure 8(b) shows the theoretical results which is 
similar to the experimental one.  

Figure 9 (a) and (b) show the experimental 
response of angular velocity of the motor which are 
calculated by angular displacement measured by 
rotary encoder. And, Figure (c) shows the angular 
displacement of the tray.  From initial position to 
release position, the theoretical results (broken line) 
are similar to the experimental results (solid line). 
From these results, it is considered that modeling for 
simulation is effective. 

From experimental results, it is clear that the 
holding and releasing of the object are possible by 
analyzing the relative motion between the object and 
the tray. 

6  Conclusions 

The results obtained in this paper are summarized 
as follows.  
(1) It is considered that the holding and releasing of 

the object is possible by analyzing the relative 
motion between the object and the tray. 

(2) From experimental results, it is considered that 
modeling for simulation is effective. 
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Fig.9  Experimental results 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8 Throwing motion of the manipulator  

(a) Experimental results

(b) Theoretical results
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Abstract
A parallel Turing machine (PTM) proposed by Wie-

dermann is a set of identical usual sequential Turing
machines (STM ’s) cooperating on two common tapes
¡ storage tape and input tape. On the other hand,
due to the advances in many application areas such as
motion picture processing, computer animation, virtual
reality systems, and so forth, it has become increas-
ingly apparent that the study of four-dimensional pat-
tern has been of crucial importance. Thus, we think
that the study of four-dimensional automata as a com-
putational model of four-dimensional pattern process-
ing has also been meaningful. In this paper, we propose
a four-dimensional parallel Turing machine (4-PTM),
and investigate its some properties, based on hardware
complexity.

Key Words: computational complexity, four-
dimensional automaton, hardware-bounded computa-
tion, parallel Turing machine, space constructibility

1 Introduction

Informally, a parallel Turing machine (PTM) is a set
of identical sequential Turing machines (STM ’s) coop-
erating on two common tapes ¡ storage tape and input
tape [6]. Moreover, STM ’s which represent the indi-
vidual processors of the parallel computer can multiply
themselves in the course of computation. In [6] it is
shown, for example, that every PTM can be simulated
by an STM in polynomial time, and that the PTM
cannot be simulated by any sequential Turing machine
in linear space.

In [1,2], two- or three-dimensional version of PTM
was investigated. On the other hand, due to the ad-
vances in many application areas such as motion pic-
ture processing, computer animation, and so forth, it
has become increasingly apparent that the study of
four-dimensional pattern processing has been of cru-
cial importance. Thus, we think that the study of

four-dimensional automata as a computational model
of four-dimensional pattern processing has also been
meaningful. During the past about seven years, au-
tomata on a four-dimensional tape have been proposed
and several properties of such automata have been ob-
tained . In this paper, we propose a four-dimensional
parallel Turing machine (4-PTM), and investigate its
some properties. Especially, we deal with a hardware-
bounded 4-PTM , a variant of the 4-PTM , which each
side-length of each input tape is equivalent.

2 Preliminaries

Definition 2.1. Let Σ be a finite set of symbols, a
four-dimensional tape over Σ is a four-dimensional rect-
angular array of elements of Σ. The set of all four-
dimensional tapes over Σ is denoted by Σ(4). Given a
tape x ∈ Σ(4), for each integer j (1 ≤ j ≤ 4), we let lj(x)
be the length of x along the jth axis. The set of all x ∈
Σ(4) with l1(x) = n1,l2(x) = n2,l3(x)=n3 and l4(x)=n4

is denoted by Σ(n1,n2,n3,n4). When 1 ≤ ij ≤ lj(x) for
each j (1 ≤ j ≤ 4), let x(i1, i2, i3, i4) denote the sym-
bol in x with coordinates (i1, i2, i3, i4). Furthermore,
we define

x[(i1, i2, i3, i4),(i′1, i
′
2, i

′
3, i

′
4)],

only when 1 ≤ ij ≤ i′j ≤ lj(x) for each integer j (1 ≤
j ≤ 4), as the four-dimensional input tape y satisfying
the following conditions:

(1) for each j (1 ≤ j ≤ 4), lj(y) = i′j ¡ ij + 1;
(2) for each r1, r2, r3, r4 (1 ≤ r1 ≤ l1(y),

1 ≤ r2 ≤ l2(y), 1 ≤ r3 ≤ l3(y), 1 ≤ r4 ≤
l4(y)), y (r1,r2,r3,r4) = x (r1+i1-1, r2+i2-1, r3+i3-
1, r4+i4-1). (We call x[(i1, i2, i3, i4),(i′1, i

′
2, i

′
3, i

′
4)] the

[(i1, i2, i3, i4),(i′1,i
′
2, i

′
3, i

′
4)]-segment of x.)

Definition 2.2. Four-dimensional parallel Turing ma-
chine (denoted by 4-PTM) is a 10-tuple M = (Q, E,
U , qs, q0, Σ, Γ, F , δn, δf ), where

(1) Q = E ∪ U ∪ fq0g is a finite set of states;
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(2) E is a finite set of nondeterministic states;
(3) U is a finite set of fork states;
(4) qs is the quiescent state;
(5) q0 ∈ Q - fqsg is the initial state;
(6) Σ is a finite input alphabet (# /∈ Σ is the bound-

ary symbol);
(7) Γ is a finite storage tape alphabet containing the

special blank symbol B;
(8) F µ Q ¡fqsg is the set of accepting states;
(9) δn : E £ (Σ ∪ f# g) £ Γ →

2(Q¡{qs})×(Γ¡{B})×Din×Ds (where Din = feast, west,
south, north, up, down, future, past, no moveg and
Ds = fleft, right, no moveg) is a next nondeterministic
move function; and

(10) δf : U£ (Σ∪f# g) £ Γ →∪1≤k≤∞ ((Q¡fqsg)£
(Γ ¡ fBg) £ Din £ Ds) is a next fork more function
with the restriction that for each q ∈ U , each a ∈ Σ ∪
f# g, and each A ∈ Γ, if δ(q, a,A) = ((p1, c1, d11, d21),
(p2, c2, d12, d22), . . ., (pk, ck, d1k, d2k)), then c1 = c2 =
. . . = ck.

As shown in Figure.1, M has a read-only four-
dimensional rectangular input tape with boundary sym-
bols “#’s”, and one semi-infinite storage tape (extended
to the right), initially filled with the blank symbols. Fur-
thermore, M has infinite processors, P1, P2, . . ., each of
which has its input head and storage-tape head. M
starts in the situation that (1) the processors P1 is in
the initial state q0 with its input head on the upper
northwestmost corner of the first cube of the input tape
and with its storage-tape head on the leftmost cell of
the storage tape, and (2) each of other processors is in
the quiescent state qs with its input head on the upper
northwestmost corner of the first cube of the input tape
and with its storage-tape head on the leftmost cell of
the storage tape.

Seven-way four-dimensional parallel Turing machine
(denoted by SV 4-PTM) is a 3-PTM , input heads of
whose processors cannot move in the past direction. In
this paper, we are concerned with three-dimensional
parallel Turing machines, which each side-length of
each input tape is equivalent. Let L : N → N and
H : N → N be functions. A 4-PTM (SV 4-PTM) M is
called L(n) space-bounded if for any n ¸ 1 and for any
input tape x with l1(x) = l2(x) = l3(x) = l4(x) = n, M
on x uses at most L(n) cells of the storage tape, and M
is H(n) hardware-bounded if for any n ¸ 1 and for any
input tape x with l1(x) = l2(x) = l3(x) = l4(x) = n,
M on x activates at most H(n) processors. We use the
following notations:

· D4-PTM(L(n),H(n)): the class of sets of four-

s

s

four-dimensional 

input tape

thee-dimensional 

rectangular array

storage tape

storage-tape heads

processors

input  heads

Figure 1: Three-dimensional parallel Turing machine.

dimensional tapes accepted by L(n) space-bounded and
H(n) hardware-bounded deterministic 4-PTM ’s.

· N4-PTM(L(n),H(n)): the class of sets of four-
dimensional tapes accepted by L(n) space-bounded and
H(n) hardware-bounded nondeterministic 4-PTM ’s.

· DSV 4-PTM(L(n),H(n)): the class of sets of four-
dimensional tapes accepted by L(n) space-bounded and
H(n) hardware-bounded deterministic SV 4-PTM ’s.

· NSV 4-PTM(L(n),H(n)): the class of sets of four-
dimensional tapes accepted by L(n) space-bounded
and H(n) hardware-bounded nondeterministic SV 4-
PTM ’s.

3 Main Results

This section mainly investigates accepting powers of
SV 4-PTM ’s, based on hardware complexity.

A function L : N → N is fully space constructible by
a k head one-dimensional deterministic Turing machine
if there is a k head one-dimensional deterministic Turing
machine [5] M such that for any n ¸ 1 and any input
word x of length n, M on x marks off exactly L(n) cells
of the storage tape and halts. (In this case, we say that
M constructs the function L.)

Theorem 3.1. Let H : N → N be a function which
satisfies the following (1), (2), and (3), where k ¸ 1 is
an integer :
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(1) H is fully space constructible by a k head one-
dimensional deterministic Truing machine;

(2) ∃n0 ∈ N, ∀n ¸ n0 [H(n) ¸ k];
(3)

(
H(n)

2

) ≤ n
2 (n ≤ 2).

Furthermore, let H ′ : N → N and L : N → N be
functions which satisfy the following (4) and (5):

(4) ∃n0 ∈ N, ∀n ¸ n0 [
(
H′(n)

2

) ≤ (
H(n)

2

)
];

(5) max f H ′(n)2
(
H(n)

2

)
log n,

H ′(n)2
(
H(n)

2

)
log L(n),

L(n)H ′(n)
(
H(n)

2

) g = o(n).
Then,
DSV 4-PTM(H(n),H(n)) ¡ NSV 4-PTM(L(n),

H ′(n)) 6= φ.

Proof: Let T (H) be the following set depending on the
function H in the theorem:
T (H) = f x ∈ f0, 1g(4) | ∃n ¸ 2

(
H(n)

2

)
[l1(x)=l2(x)

=l3(x)=l4(x)=n & ∀i(1 ≤ i ≤ (
H(n)

2

)
) [the ith cube of

x is identical with the (2
(
H(n)

2

)
+1¡i)th cube of x]] g.

To prove the theorem, we show that T (H) ∈ DSV 4-
PTM (H(n),H(n)) ¡ NSV 4-PTM (L(n),H(n)).
T (H) is accepted by an H(n) space-bounded and H(n)
hardware-bounded DSV 4-PTM M which acts as fol-
lows. Suppose that an input tape x with l1(x) = l2(x) =
l3(x) = l4(x) = n is presented to M . Let M1 be a
k head one-dimensional deterministic Turing machine
which constructs the function H. By simulating the ac-
tion of M1 on the first cube of x, the first k processors
P1, P2, . . . , Pk of M mark off exactly H(n) cells of the
storage tape.

After this, each processor Pi(2 ≤ i ≤ k) positions
its storage-tape head on the ith cell (from the left) of
the storage tape, and processor P activates processors
Pk+1, Pk+2, . . . , PH(n) in such a way that for each j
(k + 1 ≤ j ≤ H(n)), the storage-tape head of Pj is
positioned on the jth cell (from the left) of the stor-
age tape. Then P1 positions the input head at the
northwestmost corner of the (2

(
H(n)

2

)
+ 2 ¡ H(n))th

cube of x, which for each i (2 ≤ i ≤ H(n)), Pi po-
sitions the input head on the northwestmost corner of
the (H(n) ¡ i + 1)th cube of x. And P1 systemati-
cally traverses the (2

(
H(n)

2

)
+2¡H(n))th cube, . . ., the

2
(
H(n)

2

)
th cube (from the first plane to the last plane

in each cube, from the first column to the last column
in each plane, and from the first row to the last row
in each column), and compares these cubes with the
(H(n)¡1)th cubes, . . . , the first cubes, respectively, by
using the information from P2, P3, . . . , PH(n).

These input heads are then positioned at the north-
westmost end of the H(n)th cube of x. The same pro-

cedure is used inductively to verify that H(n)th cube
through the (2

(
H(n)

2

)
+ 1 ¡H(n))th cube has a desired

form.
Next, we show that T (H) /∈ NSV 4-PTM (L(n),

H ′(n)). Suppose to the contrary that there is anNSV 4-
PTM (L(n),H ′(n)) M ′ accepting T (H). Let s and t be
the numbers of states of the finite control of each pro-
cessor and storage tape symbols of M ′, respectively. For
large n ¸ 2

(
H(n)

2

)
, let

V (n) = f x ∈ f0, 1g(4) | l1(x) = l2(x) = l3(x) =
l4(x) = n & ∀i (1 ≤ i ≤ (

H(n)
2

)
) [the ith cube of x

is identical with the (2
(
H(n)

2

)
+ 1 ¡ i)th plane of x] &

[(1, 1, 1, 2
(
H(n)

2

)
+ 1), (n, n, n, n)] ∈ f0g(4) g.

Below, we consider the computation of M ′ on input
tapes in V (n). Clearly, each tape x in V (n) is in T (H),
and so x is accepted by M ′.

A configuration of M ′ is an infinite-tuple (α,
((h1, k1, j1, i1), q1, r1), ((h2, k2, j2, i2), q2, r2), ...,
((hm, km, jm, im), qm, rm), . . . ) where α is the non-
blank contents of the storage tape of M ′, and for each
m ¸ 1, (hm, km, jm, im), qm and rm are the input
head position, the state of the finite control and the
position of storage-tape head of the mth processor
of M ′, respectively. The type of a configuration
C=(α, ((h1, k1, j1, i1), q1, r1), ((h2, k2, j2, i2), q2, r2), ...,
((hm, km, jm, im), qm, rm), . . . ), denoted by Type(C),
is an infinite-tuple ([i1], ..., [im], . . .), where for each
m ¸ 1,

[im] = f im if im ≤ (
H(n)

2

)
2
(
H(n)

2

)
otherwise.

Let c1(x), c2(x), ..., clx(x) be the sequence of config-
urations of M ′ during an (arbitrary selected) accepting
computation of M ′ on a tape x in V (n). Here lx is the
length of this computation. Let d1(x), d2(x), . . . , dl′x(x)
be the subsequence obtained by selecting c1(x) and
all subsequent ci(x)’s such that Type(ci(x)) 6=
Type(ci+1(x)). We call d1(x), d2(x), . . . , dl′x(x) the pat-
tern of x. Let p(n) be the number of possible pattern of
M ′ on x in V (n). Since L′

x ≤ H ′(n)(2
(
H(n)

2

)¡ 1) + 1 ≡
Q(x) (note that M ′ uses at most H ′(n) processors when
it reads tapes in V (n)), we get the following inequality:
p(x) ≤ ((s(n + 1)(n + 1)(n + 1)(n +

1)L(n))H
′(m)tL(n)

)Q(n).
Now we classify the tapes in V (n) according to their

patterns. There must exist a pattern d̂1, d̂2, . . . , d̂l which
corresponds to a set S(n) of at least 2n×n×n×(H(n)

2 ) /
p(n) tapes in V (n). Since

(
H′(n)

2

) ≤ (
H(n)

2

)
(from con-

dition (4) in the theorem), the same observation as in
the proof of Theorem 3 in [3] reveals that for any com-
putation of M ′ on an x ∈ V (n), there exists an index i
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such that the ith cube of x and the (2
(
H(n)

2

)
+ 1 ¡ i)th

cube of x are never being read simultaneously.
Let i0 be such a value for the pattern d̂1, d̂2, . . . , d̂l.

we now define a binary relation E on tapes in S(n) as
follows: For each u and v in S(n), let

uEv ⇔ ∀i(/∈ fi0, i0, i0, 2
(
H(n)

2

)
+ 1 ¡ i0) [ith cubes of

u and v are identical].
Obviously the relation E is an equivalence relation,

and there are q(n) = 2n
3((H(n)

2 )¡1) E-equivalence classes
of tapes in S(n). From condition (5) in the theorem, we
can easily show that |S(n)| > q(n) for large n. There-
fore, there exist two different tapes in S(n) which belong
to the same equivalence class. Let x and y be such two
different tapes in S(n). And let z be the tape obtained
from x by replacing the (2

(
H(n)

2

)
+ 1 ¡ i0)th cube with

the (2
(
H(n)

2

)
+ 1 ¡ i0)th cube of y. By an argument

similar to that in the proof of theorem 1 in [7], it can
be shown that there is an accepting computation of M ′

on z. Consequently, z must be accepted by M ′. This
contradicts the fact z is not in T (H). ¤

We consider the following functions:

· log(1)n = f 0 (n = 0)
dlogne (n ¸ 1),

and for each r ¸ 1,
· log(r+1)n = log(1)(log(r)n).

It is shown in [4] that the function log(k)n (k ¸ 1) are
fully space-constructible by three head one-dimensional
deterministic Turing machines. A similar result is pro-
vided about the four dimensions. From this fact and
Theorem 3.1, we have:

Corollary 3.1. For each k ¸ 3,
DSV 4-PTM (log(k)n, log(k)n) ¡ NSV 4-PTM

(log(k)n, log(k+1)n) 6= φ.

Corollary 3.2. For each X ∈ fD,Ng and each k ¸ 3,
XSV 4-PTM (log(k)n, log(k+1)n) µ XSV 4-PTM

(log(k)n, log(k)n).

Letting H(n) = k+ 1 (where k is a positive integer),
H ′(n) = k, and L(n) = o(n) in Theorem 3.1, we have :
DSV 4-PTM (k+ 1, k+ 1) ¡ NSV 4-PTM (0(n), k)

6= φ.

From this and from the obvious fact that

DSV 4-PTM (k+1, k+1) = DSV 4-PTM(1, k+1),

we have the following corollary.

Corollary 3.3. For any integer k ¸ 1,
DSV 4-PTM (1, k+1) ¡ NSV 4-PTM (o(n), k) 6= φ.

4 Conclusion

This paper investigated fundamental properties
of four-dimensional parallel Turing machines with
bounded number of processors. We conclude the pa-
per by giving several open problems.

(1) What is a relationship between the accepting
powers of SV 4-PTM ’s and 4-PTM ’s?

(2) What is a hierarchy of the accepting powers of
SV 4-PTM ’s, based on the hardware complexity de-
pending on the side-length of input tapes?
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Abstract

Informally, a parallel Turing machine (PTM) pro-
posed by Wiedermann is a set of identical usual se-
quential Turing machines (STM ’s) cooperating on two
common tapes − storage tape and input tape. More-
over, STM ’s which represent the individual proces-
sors of the parallel computer can multiply themselves
in the course of computation. On the other hand,
during the past about seven years, automata on a
four-dimensional tape have been proposed as compu-
tational models of four-dimensional pattern processing
and several properties of such automata have been ob-
tained. In [1], we proposed a four-dimensional parallel
Turing machine (4-PTM), and dealt with a hardware-
bounded 4-PTM , which each side-length of each input
tape is equivalent. We believe that this machine is
useful in measuring the parallel computational com-
plexity of three-dimensional images. In this paper, we
continue the study of 3-PTM , which each side-length
of each input tape is equivalent, and investigate some
accepting powers of it.

Key Words: computational complexity, four-
dimensional automaton, hardware-bounded computa-
tion, nondeterminism, parallel Turing machine

1 Introduction

A parallel Turing machine (PTM) is a set of iden-
tical sequential Turing machines (STM ’s) cooperating
on two common tapes − storage tape and input tape
[8]. Moreover, STM ’s which represent the individual
processors of the parallel computer can multiply them-
selves in the course of computation. In [8] it is shown,
for example, that every PTM can be simulated by an
STM in polynomial time, and that the PTM cannot
be simulated by any sequential Turing machine in lin-
ear space.

In [2,4,6,7], two- or three-dimensional version of

PTM was investigated. On the other hand, due to
the advances in many application areas such as mov-
ing image processing, computer animation, and so on,
it has become increasingly apparent that the study of
four-dimensional pattern processing has been of cru-
cial importance. Thus, we think that the study of
four-dimensional automata as a computational model
of four-dimensional pattern processing has also been
meaningful. From this viewpoint, we first introduced
four-dimensional automata [3,5]. In [1], we proposed
a four-dimensional parallel Turing machine (4-PTM),
and investigated its some properties. Especially, we
dealt with a hardware-bounded 4-PTM , a variant of
the 4-PTM , which each side-length of each input tape
is equivalent. The hardware-bounded 4-PTM is a 4-
PTM , the number of whose processors is bounded by
a constant or variable depending on the size of inputs.
The investigation of hardware-bounded 4-PTM ’s is
more useful than that of 4-PTM ’s from the practi-
cal point of view. In this paper, we continue the study
of 4-PTM [1], and investigate some accepting powers
of its parallel computational model, which each side-
length of each input tape is equivalent.

2 Preliminaries

Definition 2.1. Let Σ be a finite set of symbols,
a four-dimensional tape over Σ is a four-dimensional
rectangular array of elements of Σ. The set of all four-
dimensional tapes over Σ is denoted by Σ(4). Given a
tape x ∈ Σ(4), for each integer j (1 ≤ j ≤ 4), we let
lj(x) be the length of x along the jth axis. The set
of all x ∈ Σ(4) with l1(x) = n1, l2(x) = n2, l3(x)=n3

and l4(x)=n4 is denoted by Σ(n1;n2;n3;n4). When 1 ≤
ij ≤ lj(x) for each j (1 ≤ j ≤ 4), let x(i1, i2, i3, i4)
denote the symbol in x with coordinates (i1, i2, i3, i4).
Furthermore, we define

x[(i1, i2, i3, i4),(i′1, i
′
2, i

′
3, i

′
4)],
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only when 1 ≤ ij ≤ i′j ≤ lj(x) for each integer
j (1 ≤ j ≤ 4), as the four-dimensional input tape y
satisfying the following conditions:
(1) for each j (1 ≤ j ≤ 4), lj(y) = i′j − ij + 1;
(2) for each r1, r2, r3, r4 (1 ≤ r1 ≤ l1(y), 1 ≤

r2 ≤ l2(y), 1 ≤ r3 ≤ l3(y), 1 ≤ r4 ≤ l4(y)),
y (r1,r2,r3,r4) = x (r1+i1-1, r2+i2-1, r3+i3-1,
r4+i4-1). (We call x[(i1, i2, i3, i4),(i′1, i

′
2, i

′
3, i

′
4)]

the [(i1, i2, i3, i4),(i′1,i
′
2, i

′
3, i

′
4)]-segment of x.)

Definition 2.2. Four-dimensional parallel Turing
machine (denoted by 4-PTM) is a 10-tuple M = (Q,
E, U , qs, q0, Σ, Γ, F , δn, δf ), where
(1) Q = E ∪ U ∪ {q0} is a finite set of states;
(2) E is a finite set of nondeterministic states;
(3) U is a finite set of fork states;
(4) qs is the quiescent state;
(5) q0 ∈ Q - {qs} is the initial state;
(6) Σ is a finite input alphabet (# /∈ Σ is the boundary

symbol);
(7) Γ is a finite storage tape alphabet containing the

special blank symbol B;
(8) F ⊆ Q −{qs} is the set of accepting states;
(9) δn : E × (Σ ∪ {# }) × Γ →

2(Q−{qs})×(Γ−{B})×Din×Ds (where Din = {east,
west, south, north, up, down, future, past, no
move} and Ds = {left, right, no move}) is a next
nondeterministic more function; and

(10) δf : U× (Σ ∪ {# }) × Γ → ∪1≤k≤∞ ((Q −
{qs}) × (Γ − {B}) × Din × Ds) is a next fork
more function with the restriction that for each
q ∈ U , each a ∈ Σ ∪ {# }, and each A ∈ Γ, if
δ(q, a, A) = ((p1, c1, d11, d21), (p2, c2, d12, d22), . . .,
(pk, ck, d1k, d2k)), then c1 = c2 = . . . = ck.

As shown in Figure 1, M has a read-only four-
dimensional rectangular input tape with boundary
symbols “#’s”, and one semi-infinite storage tape (ex-
tended to the right), initially filled with the blank
symbols. Furthermore, M has infinite processors,
P1, P2, . . ., each of which has its input head and
storage-tape head. M starts in the situation that (1)
the processors P1 is in the initial state q0 with its input
head on the upper northwestmost corner of the first
cube of the input tape and with its storage-tape head
on the leftmost cell of the storage tape, and (2) each
of other processors is in the quiescent state qs with its
input head on the upper northwestmost corner of the
first cube of the input tape and with its storage-tape
head on the leftmost cell of the storage tape.

Seven-way four-dimensional parallel Turing ma-
chine (denoted by SV 4-PTM) is a 4-PTM , input
heads of whose processors cannot move in the past

Figure 1: Four-dimensional parallel Turing machine.

direction. In this paper, we are concerned with three-
dimensional parallel Turing machines, which each side-
length of each input tape is equivalent. Let L : N → N
and H : N → N be functions. A 4-PTM (SV 4-PTM)
M is called L(n) space-bounded if for any n ≥ 1 and for
any input tape x with l1(x) = l2(x) = l3(x) = l4(x) =
n, M on x uses at most L(n) cells of the storage tape,
and M is H(n) hardware-bounded if for any n ≥ 1 and
for any input tape x with l1(x) = l2(x) = l3(x) =
l4(x) = n, M on x activates at most H(n) processors.
We use the following notations:

• D4-PTM(L(n),H(n)): the class of sets of cubic
tapes accepted by L(n) space-bounded and H(n)
hardware-bounded deterministic 4-PTM ’s

• N4-PTM(L(n),H(n)): the class of sets of cubic
tapes accepted by L(n) space-bounded and H(n)
hardware-bounded nondeterministic 4-PTM ’s

• DSV 4-PTM(L(n), H(n)): the class of sets of
cubic tapes accepted by L(n) space-bounded
and H(n) hardware-bounded deterministic SV 4-
PTM ’s

• NSV 4-PTM(L(n),H(n)): the class of sets of cu-
bic tapes accepted by L(n) space-bounded and
H(n) hardware-bounded nondeterministic SV 4-
PTM ’s
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3 Seven-Way versus Eight-Way

This section investigates a relationship between the
accepting powers of SV 4-PTM ’s and 4-PTM ’s.

Theorem 3.1. Let H : N → N be a function such
that

(
H(n)

2

)
< n

2 (n ≥ 2). Furthermore, Let L : N → N
and H’ : N → N be functions such that

(1) ∃n0 ∈ N, ∀n ≥ n0 [
(
H′(n)

2

) ≤ (
H(n)

2

)
], and

(2) max { H ′(n)2
(
H(n)

2

)
log n,

H ′(n)2
(
H(n)

2

)
log L(n),

L(n)H ′(n)
(
H(n)

2

) } = o(n).
Then,
D4-PTM(1,2) − NSV 4-PTM(L(n),H ′(n)) ̸= ϕ.

Proof: Let T1 = {x ∈ {0, 1, 2}(4)|∃n ≥ 3[l1(x) =
l2(x) = l3(x) = l4(x) = n & there exists an odd num-
ber i (3 ≤ i ≤ n) such that
(i) x[(1, 1, 1, 1), (n, n, n, i− 1)] ∈ {0, 1}(4),
(ii) x[(1, 1, 1, i), (n, n, n, n)] ∈ {2}(4), and
(iii)∀j(1 ≤ j ≤ i − 1) [the jth cube of x is identical
with the (i-j)th cube of x]]}.

It is easily seen that T1 ∈ D4-PTM(1,2). On
the other hand, by using the idea as in the proof of
Theorem 3.1 in [1], we can show that T1 /∈ NSV 4-
PTM(L(n),H ′(n)) for any L(n) and any H ′(n) in the
theorem. The proof is obtained by replacing V (n) (in
the proof of Theorem 3.1 in [1]) with T1(n), where for
large n ≥ 2

(
H(n)

2

)
+ 1, let

T1(n) = {x ∈ {0, 1, 2}(4)|
l1(x) = l2(x) = l3(x) = l4(x) = n &

x[(1, 1, 1, 1), (n, n, n, 2
(
H(n)

2

)
)] ∈ {0, 1}(4)&

x[(1, 1, 1, 2
(
H(n)

2

)
+ 1), (n, n, n, n)] ∈ {2}(4)&

∀i(1 ≤ i ≤ (
H(n)

2

)
)[the ith cube of x is

identical with the (2
(
H(n)

2

)
+ 1 − i)th cube of x]}.

¤

Corollary 3.1. For any integer k ≥ 1,

D4-PTM(1,2) − NSV 4-PTM(o(n), k) ̸= ϕ.

Letting H(n) = ⌈n 1
4 ⌉, L(n) = 1, and H ′(n) = ⌈n 1

5 ⌉
(⌈r⌉ means the smallest integer greater than or equal
to r.) in Theorem 3.1, we also have

Corollary 3.2.

D4-PTM(1,2) − NSV 4-PTM(1, ⌈n 1
5 ⌉) ̸= ϕ.

4 Determinism versus Nondetermin-
ism

This section investigates a relationship between the
accepting powers of deterministic and nondeterminis-
tic seven-way 4-PTM ’s.

Theorem 4.1. Let H,L, and H ′ be functions de-
scribed in Theorem 3.1. Then,

NSV 4-PTM(1,2)−DSV 4-PTM(L(n),H ′(n)) ̸= ϕ.

Proof: Let T2 = {x ∈ {0, 1, 2}(4)|∃n = 2m + 1 ≥
3[l1(x) = l2(x) = l3(x) = l4(x) = n & (there exists an
integer i (3 ≤ i ≤ n) such that
(i) x[(1, 1, 1, i), (n, n, n, n)] ∈ {2}(4),
(ii) ∀j(1 ≤ j ≤ i− 1) [wj = x[(1, 1, 1, j), (m,n, n, j)] ∈
{0, 1}(4) & x[(m+1, 1, 1, j), (m+1, n, n, j)] ∈ {2}(4) &
w′
j=x[(m+ 2, 1, 1, j), (n, n, n, j)] ∈ {0, 1}(4)],

(iii) ∃k,∃l (1 ≤ k < l ≤ i − 1) [wk =
x[(1, 1, 1, k), (m,n, n, k)] ∈ {0, 1}(4) &
x[(m+ 1, 1, 1, k), (m+ 1, n, n, k)] ∈ {2}(4) &
w′
k=x[(m+ 2, 1, 1, k), (n, n, n, k)] ∈ {0, 1}(4) &

wl=x[(1, 1, 1, l), (m,n, n, l)] ∈ {0, 1}(4) &
x[(m+ 1, 1, 1, l), (m+ 1, n, n, l)] ∈ {2}(4) &
w′
l = x[(m+ 2, 1, 1, l), (n, n, n, l)] ∈ {0, 1}(4) &

wk = wl & w′
k ̸= w′

l])]}.
That is, each cube consists of a tag field wj and a

value filed w′
j . A tape x is in T2 iff there is a pair of

cubes (of x) with the same tag field but different value
fields and the bottom cubes of x consist of 2’s. Clearly
T2 ∈ NSV 4-PTM(1,2).

We below show that T2 /∈ DSV 4-
PTM(L(n),H ′(n)). We just present the main
idea here and leave the details to the reader, as they
are quite similar to those of the proof of Theorem 3.1
in [1]. For each integer n = 2m+ 1 ≥ 2

(
H(n)

2

)
+ 1, let

T2(n) = {x ∈ T2|l1(x)=l2(x)=l3(x)=l4(x)=n &
∀j(1 ≤ j ≤ 2

(
H(n)

2

)
)[(wj consists of the former

continuous a 1’s and the latter continuous m(2m +
1)(2m+ 1)−a 0’s by scanning wj systematically from
the first plane to the (2m+ 1)th plane in wj , from the
first column to the (2m+ 1)th column in a plane and
from the first row to the mth row in a column) (a =
min{j, 2

(
H(n)

2

)
+1−j}) and w′

j={0, 1}m(2m+1)(2m+1)]
& x[(1,1,1,2

(
H(n)

2

)
+1),(n, n, n, n)] ∈ {2}(4) }.

As in the proof of Theorem 3.1 in [1], there can be
constructed a tape in T2(n) which M will reject, using
the fact that there are many words having this tag
structure such that the jth cube and the (2

(
H(n)

2

)
+

1 − j)th cube are identical for 1 ≤ j ≤ (
H(n)

2

)
(and

thus not in T2). ¤
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Letting H(n)=⌈n 1
4 ⌉, L(n)=1, and H ′(n)=⌈n 1

5 ⌉ in
Theorem 4.1, we have

Corollary4.1

NSV 4-PTM(1,2) − DSV 4-PTM(1, ⌈n 1
5 ⌉) ̸= ϕ.

5 Conclusion

This paper investigated some accepting powers of
four-dimensional parallel Turing machines, which each
side-length of each input tape is equivalent. We con-
clude the paper by giving some open problems.

(1) What is a hierarchy of the accepting powers of 4-
PTM ’s or SV 4-PTM ’s, based on the hardware
complexity depending on the input length?

(2) What is a relationship between the accepting
powers of deterministic and nondeterministic 4-
PTM ’s with bounded hardware?

(3) For any k ≥ 1,

D4-PTM(1, k + 1)−N4-PTM(o(logn), k) ̸= ϕ?
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Abstract
This paper proposes a method for adapting robot’s

perception on fuzzy linguistic information by evaluat-
ing vocal cues. Robot’s perception on fuzzy linguistic
information such as “very little” depends on the en-
vironmental arrangement and the user’s expectations.
Therefore robot’s perception on the corresponding en-
vironment is modified by acquiring user’s perception
through vocal cues. Fuzzy linguistic information re-
lated to primitive movements are evaluated by a be-
havior evaluation network (BEN). Vocal cue evalua-
tion system (VCES) is utilized to evaluate the vocal
cues for modifying the BEN. The proposed system is
implemented by a PA-10 robot manipulator.

1 Introduction

Voice communication is a better option among the
other alternatives for human-robot interaction. Abil-
ity of the robot companion to understand the un-
certain information is crucial for effective human-
robot interaction. A successful human-friendly robot
equipped with human-like voice communication capa-
bilities will be able to help disabled people, to as-
sist the aged people, to help in complex tasks such
as surgery, etc. [1].

In Pulasinghe et al. [2], robot control by using
information-rich voice commands such as “move a
very little forward” has been studied. Generally, the
voice commands, which include fuzzy linguistic infor-
mation are referred as fuzzy voice commands (FVCs)
[3]. The quantitative assessment for such informa-
tion depends on the environmental conditions and the

user’s expectations. The main limitation of the above-
mentioned methods is that the system of understand-
ing and quantifying the fuzzy linguistic information in
voice commands is predetermined. Normally, humans
possess a natural ability of adapting to other humans
and artifacts. The mutual adaptation is important in
acquiring the information that included in the voice
commands in human-human communications [4].

Therefore this paper proposes a method for inter-
preting fuzzy linguistic information by adapting the
robot’s perception based on user’s perception on cor-
responding environment. Here, the user’s perception
is acquired based on vocal cues. The system overview
is discussed in section 2. Next section 3 discusses the
adaptation process of the robot’s perception based on
vocal cues. Finally, summary is presented.

2 System Overview

We have proposed a method to understand FVCs
by evaluating fuzzy linguistic information based on
user’s guidance. Functional overview of the proposed
method is shown in Fig. 1. Vocal cues and FVCs are
fed into the VCES and the BEN respectively. Here,
end-effector movements of a manipulator are consid-
ered as the primitive behaviors for the proposed sys-
tem. The BEN is utilized to evaluate the primitive
behaviors and implemented by using a fuzzy-neural
network. The VCES is introduced to evaluate the vo-
cal cues. If the user command is a vocal cue, the BEN
is adapted based on the assessment of the movement
error e. If the user command is an FVC, the cor-
responding primitive behavior is activated and fuzzy
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Figure 1: Functional overview of the proposed system.

linguistic information is evaluated by the BEN. In ad-
dition, the user’s willingness to change the robot’s per-
ception is identified as a parameter that is capable of
improving the adaptation process by acquiring the in-
formation related to repetition of vocal cues. After the
adaptation phase, the system can be used to navigate
the tip of the robot manipulator by using FVCs.

3 Adaptation of Robot Perception

A quantitative assessment for a fuzzy linguistic
term such as “ little” highly depends on the environ-
mental conditions. Therefore, it is proposed to acquire
the user’s desire through vocal cues for adapting the
robot’s perception toward the user’s perception.

3.1 Behavior Evaluation Network

Fuzzy implications in FVCs are interpreted by the
BEN. The corresponding primitive movement is iden-
tified based on the action and the action modifica-
tion phrases. Fuzzy linguistic terms are evaluated and
quantified based on the previous output of the corre-
sponding action. The proposed structure is shown in
Fig. 2. The available actions are grouped into three
action groups by considering the similarity of move-
ments and shown in Table 1. Separate behavior eval-
uation sections are proposed for each action group in
the BEN [5].

Layer A transmits the user commands directly to
the next layer. Layer B acts as an action selection
layer. Layer C consists of two types of nodes; one is
a command node to pass the fuzzy predicate included
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Figure 2: Fuzzy-neural network for the BEN.

Table 1: Fuzzy voice motion commands
Action groups Actions Modification

G1 Move forward
Move backward very little

G2 Move left little
Move right (medium)

G3 Move up far
Move down

in the user command and the other is a node to ac-
quire the previous value of the corresponding action.
Layer D acts as the fuzzification layer of the fuzzy-
neural network. Layer F links the fuzzy antecedent
part to the consequent part. Any node tof kth action
represents a triangular membership function with cen-
ter akt ∈ [(akt )L, (akt )H ] and width bkt ∈ [(bkt )L, (bkt )H ]
where t = 1, ..., T . The nodes in the final layer gen-
erate the output and act as the defuzzification layer.
Then the output can be formulated based on the sum-
product composition for Mamdani fuzzy system [6]:

Ak =
∑T
t=1 u

k
t a
k
t b
k
t∑T

t=1 u
k
t b
k
t

(1)

The initial membership functions for the previous
movement and the new movement are defined by as-
suming the uniform distribution over the universe of
discourse. Here, the membership function for the pre-
vious distance and the new distance are used to ini-
tialize the corresponding parameters of the layer D
and layer G respectively. The connection weights of
the layer G are adjusted by applying the backproper-
gation algorithm in the training phase based on the
movement error.
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3.2 Vocal Cue Evaluation System

The VCES is introduced to evaluate the vocal cues
for assessing the movement error e. A vocal cue in-
cludes user’s directives to modify the robot behaviors.
VCES is realized by using a fuzzy inference system.
The fuzzy linguistic information in the vocal cue is
interpreted by assuming that the behavior change de-
pends on the robot movement observed by the user.
Therefore, the observed robot movement and the vo-
cal cue are considered as the inputs of the fuzzy infer-
ence system. The evaluated error is the output. The
user feedback consists of a set of command components
(i.e. “Too Large,” “Slightly Large,” “Good,” “Slightly
Small,” and “Too Small”) that are considered as sin-
gleton membership functions.

3.3 Adaptation of Behavior Evaluation
Network

The BEN is adapted toward the environmental con-
ditions based on the user’s guidance. In the training
phase, the BEN is adapted based on the movement
error that is calculated by the VCES. The training
process is continued by considering a selected set of
tasks until the user feels a satisfactory level of robot’s
movements. Satisfactory level of the user toward the
robot’s movements for kth action group ξk ∈ [0, 1] is
defined by

ξk =
Nk
G

Nk
T

(2)

where, Nk
G is the number of user feedback “Good”

in robot’s movements of action group k from number
of total vocal cues Nk

T , which is from recent previous
movements.

User’s willingness to change the robot’s perception
is identified as a parameter that can extract the user’s
motivation to change an assessment for a particular
fuzzy linguistic term by considering a series of vocal
cues. Therefore the user’s willingness to change the
robot’s perception for ath fuzzy predicate in kth action
group is defined by

ωka = (1 − ξk)
Nk

T∑
m=1

βm (3)

Here, the component for user’s willingness to change
the robot’s perception from the vocal cue related to
mth previous movement is βm.

Aadaptation of the BEN is implemented by training
the parameters of the membership functions for new
distance corresponding to the parameters of the layer

G. The membership parameter training corresponding
to the network weight training for the tth node and its
neighboring nodes of kth action at the (`+ 1)th time
step are given by

akt (`+ 1) =




akt (`) + ηek1u
k
t if akt (`+ 1)

∈ [(akt )L, (a
k
t )H ]

akt (`) otherwise
(4)

bkt (`+ 1) =




bkt (`) + ηek2u
k
t if bkt (`+ 1)

∈ [(bkt )L, (b
k
t )H ]

bkt (`) otherwise
(5)

here, η represents the learning rate. ek1 and ek2 are
modified values of movement error e, which is decided
by the VCES based on the vocal cues and calculated
by

eki = δi(1 + |ωka |)fke, i = 1, 2 (6)

δ1 and δ2, where 0 < δ1, δ2 ≤ 5, are defined to match
the corresponding ranges. ωka is the user’s willingness
to change the robot’s perception for ath fuzzy predi-
cate in kth action group. The excitatory function fk
for kth action group is defined accordingly.

4 Summary

A set of tasks, which consists of sequences of prim-
itive movements were used in the adaptation phase.
The proposed system was implemented based on 7-
DOF PA-10 robot manipulator. The end-effector
movements of the robot manipulator were used as
the primitive behaviors. The parameters related to
the adaptation of the BEN were chosen as η = 0.1,
δ1 = 1.5, and δ2 = 4.5 experimentally.

The adaptation process was continued until the user
satisfied with the robot’s movements. The user’s sat-
isfaction was identified based on a satisfactory limit of
90% (i.e. for all ξk = 0.9 where k = 1, 2, 3). Variation
of the satisfactory levels of action group G2 by consid-
ering the user’s willingness to change the robot’s be-
havior and without considering it are shown in Fig. 3.
The final set of parameters for the membership func-
tions of new distance are shown in Table 2. The uni-
verse of discourse of the membership functions for pre-
vious distance is also adjusted accordingly.

According to the results, the manipulator move-
ments for the user commands containing fuzzy lin-
guistic terms “very little” and “ little” were reduced
in all the action groups. The evaluated values of
the user commands containing fuzzy linguistic terms
“medium” and “far” were increased in the movements
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Table 2: The final set of parameters for membership functions of new distance after the adaptation

Action Parameters of the membership function for new distance [mm]
group V V S V S S B V B V V B F V F V V F

a1 a2 a3 a4 a5 a6 a7 a8 a9

(Initial) 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00 25.00
G1 16.88 28.34 34.07 47.08 71.11 84.32 87.21 82.67 39.70
G2 19.06 36.05 37.03 48.41 68.67 97.33 130.14 115.12 73.16
G3 17.08 33.12 29.25 23.26 25.66 35.08 41.49 45.81 23.97

b1 b2 b3 b4 b5 b6 b7 b8 b9

(Initial) 0.00 25.00 50.00 75.00 100.00 125.00 150.00 175.00 200.00
G1 0.00 11.41 25.36 70.62 132.42 177.99 208.07 227.01 247.86
G2 0.00 11.23 29.80 72.61 128.76 197.49 272.46 308.52 349.25
G3 0.00 10.81 19.37 34.88 62.99 101.62 135.74 156.92 179.72

0 10 20 30 40 50 60
0

0.2

0.4

0.6

0.8

1

2ξSatisfactory level 

Number of movements related to G2

Figure 3: Variation of satisfactory level with number of
movements for action group G2. The Variation with-
out considering the user’s willingness and with con-
sidering the user’s willingness are represented by blue
continuous line and Red dotted line respectively.

of action group G1 and G2 and reduced in the move-
ments of action group G3. This particular result im-
plies that the robot movements for FVCs were per-
formed as expected by the user according to the con-
textual information. The user’s capability of using
voice commands including fuzzy linguistic information
for coarse and fine movements is also enhanced. The
number of voice commands required to complete a par-
ticular task was reduced. In addition, the possibility
of occurring overshoots also minimized. Finally, the
adaptation of the system based on the environment
improved the overall usability of the system.
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Abstract
In this paper, a new desktop orthogonal-type robot,

which has abilities of compliant motion and stick-slip
motion, is presented for lapping small metallic molds
with curved surface. The robot consists of three single-
axis devices with a high position resolution of 1 µm.
A thin wood stick tool is attached to the tip of the
z-axis. The tool tip has a small ball-end shape. In or-
der to improve the lapping performance, a small stick-
slip motion control is considered in the control system.
The small stick-slip motion is orthogonally generated
to the direction of the tool’s moving direction. The ef-
fectiveness of the stick-slip motion control is examined
through an actual lapping test of an LED lens mold
with a diameter of 4 mm.

1 Introduction

In manufacturing process of small lens molds such
as an LED lens and pickup lens, 3D CAD/CAM sys-
tems and NC machining centers are used generally,
and these advanced systems have rationalized the de-
sign and manufacturing process. However, the finish-
ing process called the lapping after machining process
has been hardly automated yet, because an LED lens
mold has plural small concave areas to be finished.
That means the target mold is not axis-symmetric. Al-
most conventional effective polishing systems can deal
with axis-symmetric workpieces but cannot be applied
to such an LED lens mold. In other words, no effective
finishing systems have been successfully developed for
axis-asymmetric LED lens molds. For example, Tsai
et al. developed a mold polishing robot [1] and its
path planning technique [2], however, the applicabil-
ity to small axis-asymmetric LED lens molds was not
described. Also, we could not find out other previous
literature concerning the finishing of axis-asymmetric
LED lens molds. Actually, axis-asymmetric LED lens
molds are manually finished by skilled workers in al-
most all cases.

In this paper, a new desktop orthogonal-type robot,
which has abilities of compliant motion and stick-slip
motion, is first presented for lapping small metallic
molds with curved surface. The robot consists of three
single-axis devices with a high position resolution of
1 µm. A thin wood stick tool is attached to the tip

of the z-axis. The tool tip has a small ball-end shape.
The control system is composed of a force feedback
loop, position feedback loop and position feedforward
loop. The force feedback loop controls the polishing
force consisting of tool contact force and kinetic fric-
tion forces. The position feedback loop controls the
position in pick feed direction, e.g., z-direction. The
position feedforward loop leads the tool tip along a de-
sired trajectory called cutter location data (CL data).
The CL data are generated from the main-processor
of a CAM system. The proposed robot has realized
a compliant motion required for the surface following
control along a spiral path.

In order to improve the finishing performance,
a small stick-slip motion control strategy is further
added to the control system. The small stick-slip mo-
tion is orthogonally generated to the direction of the
tool’s moving direction. Generally, the stick-slip mo-
tion is an undesirable phenomenon and should be elim-
inated in precision machineries [3, 4]. However, the
proposed robot employs a small stick-slip motion to
improve the lapping quality. The effectiveness of the
robot with the ability of stick-slip motion is exam-
ined through an actual lapping test of an LED lens
mold with a diameter of 4 mm. It is expected due to
the abilities of compliant motion and stick-slip motion
that the undesirable small cusps can be uniformly re-
moved and the robot has an effectiveness to achieve a
higher quality surface like a mirror finishing.

2 Desktop Orthogonal-Type Robot

Figure 1 shows the developed desktop orthogonal-
type robot consisting of three single-axis devices with
position resolution of 1 µm. The size is 850 × 645 ×
700 mm. The single-axis device is a position control
robot ISPA with high-precision resolution provided by
IAI Corp., which is composed of a base, linear guide,
ball-screw, AC servo motor. The effective strokes in
x-, y- and z-directions are 400, 300 and 100 mm, re-
spectively. The tool axis is designed to be parallel to
z-axis of the robot. A wood stick tool is fixed to the
tip through a 3-DOF compact force sensor. To regu-
late the rotation, a servo spindle is located parallel to
the tool axis. The position resolution and force resolu-
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Ball-end wood stick tool
1 mm

Figure 1: Proposed desktop orthogonal-type robot
with compliance control capability.
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Figure 2: Position/force controller with stick-slip mo-
tion control method.

tion, and effective stiffness at the tool tip were exam-
ined through a simple contact experiment, so that the
force resolution of 0.178 N was obtained due to the
position resolution of 1 µm. Therefore, the effective
stiffness can be estimated about 178 N/mm.

3 Basic Position/Force Control

The basic lapping strategy is conducted along a con-
tinuous spiral path while performing a stable polishing
force [5]. In this section, the control system is briefly
explained. The tool tip is controlled by the trans-
lational velocity Wv(k) = [Wvx(k) Wvy(k) Wvz(k)]T

given by

Wv(k) = Wvt(k) + Wvn(k) + Wvp(k) (1)

where k denotes the discrete time; superscript W de-
notes the work coordinate system. Note that the con-
trol system easily realized 1 msec sampling time by us-
ing the Windows multimedia timer. It is assumed that
the polishing force is the resultant force of the contact
force and kinetic friction forces, and is obtained as the
resultant force of x-, y- and z-directional force sen-
sor measurements. Figure 2 shows the proposed po-
sition/force controller with the stick-slip motion con-
trol. First of all, Wvt(k) is the manipulated variable
generated from the feedforward control law based on
cutter location data called the CL data. Wvt(k) is the
tangential velocity and written by

4 m m

Figure 3: Spiral path generated by using the main-
processor of the CAM, which is used for the desired
trajectory of the wood stick tool.

Wvt(k) = vtangent(k)
Wt(k)∥∥Wt(k)

∥∥ (2)

where vtangent(k) is a velocity scalar. Wt(k) is the tan-
gential vector calculated by the CL data. Also, Wvn(k)
is the manipulated variable generated from the force
feedback control law. Wvn(k) is the normal velocity
and written by

Wvn(k) = vnormal(k)Wod(k) (3)

where Wod(k) is the normalized normal direction vec-
tor calculated by using the CL data. The scalar
vnormal(k) representing the normal velocity is the out-
put of the impedance model following force control
law [5] given by

vnormal(k) = vnormal(k − 1)e−
Bd
Md

∆t

+
(
e
− Bd

Md
∆t − 1

)Kf

Bd
Ef (k) (4)

where Kf is the force feedback gain, and impedance
parametersMd andBd are the desired mass and damp-
ing coefficients, respectively. ∆t is the sampling time.
Also, Ef (k) is the error between the desired polishing
force Fd and norm of force SF (k) ∈ ℜ3 measured by
the force sensor, which is written by

Ef (k) = Fd − ∥SF (k)∥ (5)

where superscript S represents the sensor coordinate
system. Further, Wvp(k) is the manipulated variable
yielded by a position feedback control law given by

Wvp(k) = Sp

{
KpEp(k) + Ki

k∑
n=1

Ep(n)
}

(6)

where the switch matrix Sp = diag(Sx, Sy, Sz) makes
the weak coupling control to the force control active or
inactive in each direction; Ep(k) = Wxd(k)−Wx(k) is
the position error. The desired position Wxd(k) is cal-
culated by using CL data. Kp = diag(Kpx,Kpy,Kpz)
and Ki = diag(Kix,Kiy,Kiz) are proportional and
integral gains for position feedback control. Due to
the weak coupling control, it is simultaneously real-
ized that stable polishing force control and profiling
control along a spiral path.

Next, the proposed system is applied to the finish-
ing of an LED lens mold. Figure 3 shows the spiral
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Figure 4: Lapping scene by using the proposed robot,
in which a special oil including diamond lapping paste
is poured.

Before lapping After lapping

Figure 5: Finished surface before and after the lapping
process.

path generated from the main-processor of the CAM,
which is used in the lapping experiment. The spiral
path has position and orientation components. Fig-
ure 4 shows the lapping scene of the LED lens mold,
where a special oil including the diamond lapping
paste is poured. In this case, a small ball-end tool
lathed from a wood stick is used, whose tip diame-
ter is 1 mm. Figure 5 shows large scale photos of the
surfaces before and after the lapping process. It is ob-
served that the undesirable cusps still remain on the
surface of concaved area.

4 Stick-Slip Motion Control

In this section, the effectiveness of the tool’s stick-
slip motion is evaluated to improve the surface qual-
ity. Generally, the stick-slip motion is an undesir-
able phenomenon and should be eliminated in var-
ious precise machine tools. However, the proposed
orthogonal-type robot employs a small stick-slip mo-
tion not only to improve the finishing quality but
also to skillfully emphasize the polishing energy. Fig-
ure 6 shows a simple image of the stick-slip motion
seen like small vibrations. The stick-slip motion is
given along curved surface and also to orthogonal
directions of tool’s profiling velocity Wvt(k). Here,
how to generate small stick-slip motion vectors is ex-
plained in detail by using Fig. 7. In Fig. 7, point
O is the origin in work coordinate system, where the
tool tip initially contacts the workpiece. Point P is
the current contact point. Wx(k) is the position vec-
tor given by Wx(k) = [Wx(k) Wy(k) Wz(k)]T viewed
from O; Wod is the normalized normal vector at the

Curved path

Straight path

Normal motion Stick-slip motion

Figure 6: Image of the small stick-slip motion.
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Figure 7: Calculation of stick-slip motion vector

point P given by Wod = [Wodx(k) Wody(k) Wodz(k)];
Wt(k) = [Wtx(k) Wty(k) Wtz(k)]T is the tangential vec-
tor at the point P. Here, it is assumed that Wvv(k) =
[Wvvx(k) Wvvy(k) Wvvz(k)]T is a small stick-slip vector
to be calculated.

In this example, the tool approaches to the work-
piece with a low speed and follow the spiral path after
contacting the point O. Because Wvv(k) is perpendic-
ular to Wod(k), the following relation is obtained.

Wvvx(k) Wodx(k) + Wvvy(k) Wody(k)
+Wvvz(k) Wodz(k) = 0 (7)

Also, Wvv(k) and Wt(k) are orthogonal each other, so
that

Wvvx(k) Wtx(k) + Wvvy(k) Wty(k)
+Wvvz(k) Wtz(k) = 0 (8)

Further, Wvv(k) is located in a plane which includes
both Wod(k) and Wx(k), so that the components of
Wvv(k) are represented by

Wvvx(k) = i Wodx(k) + j Wx(k) (9)

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 932



Wvvy(k) = i Wody(k) + j Wy(k) (10)
Wvvz(k) = i Wodz(k) + j Wz(k) (11)

where i and j are real numbers. By solving the Eqs.
(7), (8), (9), (10) and (11), Wvvx(k), Wvvy(k) and
Wvvz(k) can be obtained. Here, however, a simpler
calculation is considered. First of all, substituting
Eqs. (9), (10) and (11) into Eq. (7) and consider-
ing ∥Wod(k)∥=1 lead to

i = −j{Wodx(k) Wx(k) + Wody(k) Wy(k)
+Wodz(k) Wz(k)} (12)

Accordingly, by giving Eq. (12) into Eqs. (9), (10)
and (11), the following equations are obtained.

Wvvx(k) = j{Wx(k) − (Wodx(k) Wx(k)
+Wody(k) Wy(k) + Wodz(k) Wz(k)) Wodx(k)} (13)

Wvvy(k) = j{Wy(k) − (Wodx(k) Wx(k)
+Wody(k) Wy(k) + Wodz(k) Wz(k)) Wody(k)} (14)

Wvvz(k) = j{Wz(k) − (Wodx(k) Wx(k)
+Wody(k) Wy(k) + Wodz(k) Wz(k)) Wodz(k)} (15)

Because both Wod(k) and Wx(k) are known, Wvv(k)
can be normalized as vv(k)/∥vv(k)∥. Further, by us-
ing a scalar Kv and a sign SIGN(k), the stick-slip mo-
tion vector is finally obtained as

Wṽv(k) = SIGN(k) Kv
vv(k)

∥vv(k)∥ (16)

where SIGN(k) is given by

SIGN(k) =
{

1 if k = odd number
−1 otherwise (17)

Wṽv(k) is a velocity vector to yield another polishing
energy, and which is given to the tool alternatively
changing the direction every sampling period. The
stick-slip motion control is simply added as shown in
Fig. 2. As can be seen from Eqs. (2) and (3), the
directions of Wvt(k) and Wvn(k) are the same ones
of Wt(k) and Wod(k), respectively. Also, Wvp(k) is
generated in the direction of z-axis called the spiral
direction.

Next, the effectiveness of the stick-slip motion con-
trol is examined through a same lapping experiment
conducted in the previous section. Figure 8 shows the
large scale photo of the LED lens mold after the lap-
ping process by using the proposed stick-slip motion
control. It is observed that the undesirable remained
cusps can be removed uniformly. It has been confirmed
from the result that the proposed finishing strategy by
using the stick-slip motion control has a significant ef-
fectiveness to achieve a higher quality surface.

5 Conclusions

The final goal of this study is the development of a
novel orthogonal-type robot with compliance control-
lability that can be applied to from the cusp mark re-
moving process to the finishing process for mirror-like

Without Stick-slip motion With Stick-slip motion

Figure 8: Large scale photos without and with by us-
ing the proposed stick-slip motion.

surface of LED lens molds. In this paper, a desktop
orthogonal-type robot was first designed by combin-
ing three single-axis devices. The position resolution
and force resolution, and effective stiffness are 1 µm,
0.178 N and 178 N/mm, respectively. Next, a basic po-
sition/force controller with compliance controllability
was proposed for the lapping task of LED lens molds,
in which position control, force control or their weak
coupling control can be selected independently. Fur-
ther, a stick-slip motion control for a wood stick tool
was developed to finely improve the finishing quality.
The proposed desktop orthogonal-type robot using the
stick-slip motion control was applied to a lapping ex-
periment of an LED lens mold, so that the high per-
formance and promise were successfully confirmed. In
future work, we plan to consider other potential appli-
cations using the robot.

References

[1] M. J. Tsai, J. L. Chang and J. F. Haung, “Devel-
opment of an Automatic Mold Polishing System,
” Procs. of 2003 IEEE Int. Conf.on Robotics &
Automation, pp. 3517–3522, Taipei, Taiwan, 2003.

[2] M. J. Tsai, J. J. Fang and J. L. Chang, “Robotic
Path Planning for an Automatic Mold Polishing
System, International Journal of Robotics and Au-
tomation, vol. 19, no. 2, pp. 81–89, 2004.

[3] O. Bilkay and O. Anlagan, “Computer Simulation
of Stick-Slip Motion in Machine Tool Slideways,”
Tribology International, vol. 37, no. 4, pp. 347–351,
2004.

[4] X. Mei, M. Tsutsumi, T. Tao and N. Sun, “Study
on the Compensation of Error by Stick-Slip for
High-Precision Table,” International Journal of
Machine tools & Manufacture, vol. 44, no. 5, pp.
503–510, 2004.

[5] F. Nagata, T. Hase, Z. Haga, M. Omoto and
K. Watanabe, “CAD/CAM-Based Position/Force
Controller for a Mold Polishing Robot,” Mecha-
tronics, vol. 17, no. 4–5, pp. 207–216, 2007.

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 933



Modeling an Autonomous Underwater Vehicle with Four-Thrusters

Zainah Md. Zain, Keigo Watanabe, Tomomi Danjo, Kiyotaka Izumi†, and Isaku Nagai

Division of Industrial Innovation Sciences,
Graduate School of Natural Science and Technology, Okayama University

3-1-1 Tsushima-naka, Kita-ku, Okayama 700-8530, Japan
Tel & Fax: +81-86-251-8064

E-mail: zainah@usm.sys.okayama-u.ac.jp, {watanabe, in}@sys.okayama-u.ac.jp
† Department of Advanced Systems Control Engineering,

Graduate School of Science and Engineering, Saga University
1-Honjomachi, Saga 840-8502, Japan

Tel: +81-952-28-8696, Fax: +81-952-28-8587
E-mail: izumi@me.saga-u.ac.jp

Abstract: In order to reduce the drag forces against a stream for an X4-autonomous underwater vehicle (AUV), a
new type of hull shape is considered with an ellipsoid body. The associated dynamical model is derived by using a
Lagrangian mechanics, as well as taking account of the effect of added mass and inertia.

Keywords: AUV, underactuated control system, nonholonomic systems, kinematic model, dynamical model.

I. INTRODUCTION

Generally, underwater vehicles can be divided into
three, namely, manned submersibles, remotely operated
vehicles (ROVs) and autonomous underwater vehicles
(AUVs). The latter two are mostly utilized in the oil
and gas industries, and for scientific and military ap-
plications. AUVs have great importance in underwater
tasks due to its ability to navigate in abyssal zones
without necessitating a tether that limits the range and
maneuverability of the vehicle. Note however that their
autonomy property directly affects the design of control
system. That is, it requires advanced controllers and
specific control schemes for achieving given tasks.

Most of AUVs have six degrees-of-freedom (DOFs) in
motion. The vehicle of interest here falls into the class
of underactuated AUVs because it has fewer actuators
than the DOFs in motion. Many control systems for
underwater vehicles have been designed up to now [1],
[2] under the restrictions of cost, weight and complexity,
keeping some reliability advantages. The vehicle is also
a nonlinear system: all equations of motion of the system
include highly coupled terms. Some equations of the
motion of the system appear as a second-order non-
holonomic constraints, and they cannot be integrated to
obtain the position. Therefore, such underwater vehicles
pertain to nonholonomic systems. Control of nonholo-
nomic systems poses a difficult problem requiring a
special control approach depending on the nature of the
mechanical system, as stated in Arslan et al. [3].

An X4-AUV with a spherical hull shape was studied
by Okamura [4], in which it makes only use of four
thrusters to control the vehicle without using any steering
rudders, falls into the class of underactuated AUVs and
has nonholonomic features. The consideration of non-
holomic systems is an interesting study from a theoretical
standpoint because, as pointed out in the earlier works

of Brockett, they cannot be asymptotically stabilized to a
fixed point in the configuration space using continuously
differentiable, time-invariant and state feedback control
laws. In this paper, to overcome the demerit that in the
former X4-AUV studied in [4] the drag forces against
a stream are relatively higher than other AUVs, a new
type of hull shape is proposed for the X4-AUV with
an ellipsoid body that mostly closes to a streamlined
shape and has the durability over pressure like a sphere.
The ideal streamlined hull shape is known to minimize
the drag forces acting on the hull while the X4-AUV
is cruising. The corresponding X4-AUV kinematic and
dynamic models are also presented here. When the X4-
AUV moves underwater, additional forces and moment
coefficients are added to account for the effective mass
of the fluid that surrounds the robot, which causes an
excessive acceleration of the robot, compared to the case
where there is no any added mass and moment of inertia.

II. MODEL OVERVIEW
1. Former X4-AUV

The X4-AUV with a spherical hull shape is our former
type of AUV. It has four thrusters to control the position
and attitude changes in the motion [4]. It is categorized
in underactuated AUVs and also has nonholonomic fea-
tures. As shown in Fig. 1, the arrows around the thrusters
indicate the rotational direction of the thrusters. The
rotational angles consist of roll, pitch and yaw angles
commonly used in guidance and navigation.

2. Proposed X4-AUV
The proposed X4-AUV is shown in Fig. 2. Previous

work on X4-AUV suggests some limitations on the shape
of the vehicle due to the hydrodynamics. A well thought
out hull design for an AUV can improve the perfor-
mances and efficiency of the vehicle. The body length
will generally decrease the pressure drag by making the
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Fig. 1. Conventional X4-AUV

body more slender. A general ratio for an ellipsoid is
length over diameter, lE/dE . This is the slenderness
ratio of the body, whose values are in the range between
five and ten. A typical value for ellipsoids is five. The
induced lift on the ellipsoids having high slenderness
ratios (lE/dE ≥5) is about 90 percent of the induced
lift on the infinite cylinder, as reported by Zlotnick and
Samuel [5]. In the design of a new X4-AUV, the goal was
to make vehicle slenderness with a ratio of 5. Therefore,
parameters r1, r2 and r3 that are the lengths of the semi
axes of the ellipsoidal vehicle are reduced to r2= 5r and
r2 = r3 = r.

d r1dE
r2

1

2r3

lE

Fig. 2. Coordinate systems

III. MODEL DERIVATION
1. Definition of Coordinate Systems

In order to describe the motion of the underwater
vehicle, a special reference frame must be established.
There have two coordinate systems: i.e., inertial coor-
dinate system (or fixed coordinate system) and motion
coordinate system (or body-fixed coordinate system).
The coordinate frame {E} is composed of the orthogonal
axes {Ex, Ey, Ez} and is called as an inertial frame. This
frame is commonly placed at a fixed place on Earth.
The axes Ex and Ey form a horizontal plane and Ez has
the direction of the gravity field. The body fixed frame
{B} is composed of the orthogonal axes {X, Y, Z} and
attached to the vehicle. The body axes, two of which
coincide with principle axes of inertia of the vehicles,
are defined in Fossen [6] as follows:

X is the longitudinal axis (directed from aft to fore)

Y is the transverse axis (directed to starboard)
Z is the normal axis (directed from top to bottom)

Figure 3 shows the coordinate systems of AUV, which
consist of a right-hand inertial frame {E} in which the
downward vertical direction is to be positive and right-
hand body frame {B}.

xE

yE

zE

{ }E

X

Y

Z

{ }B
θ

φ

ψ

ξ

Fig. 3. Frames of X4-AUV

Letting ξ = [x y z]T denote the mass center of the
body in the inertial frame, defining the rotational angles
of X-, Y- and Z-axis as η = [φ θ ψ]T , the rotational
matrix R from the body frame {B} to the inertial frame
{E} can be reduced to:

R =

⎡
⎣ cθcψ sφsθcψ − cφsψ cφsθcψ + sφsψ

cθsψ sφsθsψ + cφcψ cφsθsψ − sφcψ
−sθ sφcθ cφcθ

⎤
⎦
(1)

where cα denotes cosα and sα is sin α.

2. Mass and Inertia Matrix

A phenomenon that affects underwater vehicles is
added mass. When a body moves underwater, the im-
mediate surrounding fluid is accelerated along with the
body. This affects the dynamics of the vehicle in such a
way that the force required to accelerate in the water can
be modeled as an added mass. Added mass is a fairly
significant effect and is related to the mass and inertial
values of the vehicle. M is a mass matrix of the body,
J is an inertia matrix of the body, mb is a mass of the
vehicle, Jb is an inertia matrix of the vehicle and I is a
3 × 3 identity matrix. From the characteristics of added
mass, M and J can be written as

M = diag(m1, m2, m3) = mbI + Mf (2)
J = diag(Ix, Iy , Iz) = Jb + Jf (3)

Here, the added mass matrix Mf and the added inertia
matrix Jf are defined by

Mf = diag(Ā, B̄, C̄) (4)
Jf = diag(P̄ , Q̄, R̄) (5)
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The added mass and inertia can be determined by the
following relations [8].

Ā =
α

2 − α
ρV

B̄ =
β

2 − β
ρV (6)

C̄ =
γ

2 − γ
ρV

P̄ =
1
5

(r2
2 − r2

3)(γ − β)
2(r2

2 − r2
3) + (r2

2 + r2
3)(β − γ)

ρV

Q̄ =
1
5

(r2
3 − r2

1)(α − γ)
2(r2

3 − r2
1) + (r2

3 + r2
1)(γ − α)

ρV (7)

R̄ =
1
5

(r2
1 − r2

2)(β − α)
2(r2

1 − r2
2) + (r2

1 + r2
2)(α − β)

ρV

where ri (i = 1, 2, 3) is a semi axis of the ellipsoid body
along each axis, V = (4/3)πr1r2r3 is a volume of the
vehicle and ρ is a density of the fluid. Additionally, the
α, β and γ are defined by

α = r1r2r3

∫ ∞

0

dλ

(r2
1 + λ)Δ

(8)

β = r1r2r3

∫ ∞

0

dλ

(r2
2 + λ)Δ

(9)

γ = r1r2r3

∫ ∞

0

dλ

(r2
3 + λ)Δ

(10)

Δ =
√

(r2
1 + λ)(r2

2 + λ)(r2
3 + λ) (11)

where λ is the eccentricity of the Y-Z axis cutting plane
for the ellipsoid body, in which the formula is given in
[7]. From equations (4)–(11), the components of Mf and
Jf are reduced to

Ā ≈ 0.0591ρV = 3.94πr3

B̄ = C̄ ≈ 0.894ρV = 5.96πr3

P̄ = 0

Q̄ = R̄ ≈ 3.640ρV = 24.3πr3

3. Dynamic Model
This section describes the dynamic model of the X4-

AUV depicted in Fig. 2 by using a Lagrangian method.
Assume that the body remains in a neutral buoyancy state
at which the gravity and the buoyancy are balanced. We
can first obtain the following kinetic energy formula,

T = Ttrans + Trot (12)

where Ttrans and Trot are the translational kinetic energy
and the rotational kinetic energy, which are given by

Ttrans =
1
2
ξ̇

T
M ξ̇ (13)

Trot =
1
2
η̇T J η̇ (14)

so that the kinetic energy can be rewritten in terms of
M and J such that

T =
1
2
ξ̇

T
M ξ̇ +

1
2
η̇T J η̇ (15)

From the assumption of the balance between buoyancy
and the gravity, the potential energy, U is reduced to

U = 0 (16)

Taking a generalized coordinate as q = [ξT ηT ]T , the
Lagrangian L satisfies the following equations:

L = T − U (17)
d

dt

(
∂L

∂q̇

)
− ∂L

∂q
= F (18)

From equations (15) and (16), it follows that

L =
1
2
(ξ̇T Mξ̇ + η̇T Jη̇) (19)

Noting the representation of Lagrangian in (19), each
derivative (or partial derivative) in (18) can be reduced
to

∂L

∂q̇
= M ξ̇ + J η̇ (20)

d

dt

(
∂L

∂q̇

)
=

[
M ξ̈

J η̈ + J̇ η̇

]
(21)

∂L

∂q
=

1
2

[
0

∂
∂η (η̇J η̇)

]
(22)

The equations of motion of X4-AUV due to Lagrangian
mechanics become[

M ξ̇

J η̇ + J̇ η̇

]
−

[
0

1
2

∂
∂η (η̇J η̇)

]
= F (23)

where the generalized force F is given by

F =
[

Fξ

τ

]
(24)

τ =
[
τφ τθ τψ

]T (25)

Here, Fξ and τ are the translational force and the
rotational torque for the AUV.

Letting u1 be an input to control X-directional trans-
lational motion for the AUV and fi be a thrust generated
by each thruster. Then, u1 is defined by

u1 = f1 + f2 + f3 + f4 (26)

Introducing the unit vector eX for the X-direction at the
body frame, the corresponding translational force Fξ is
reduced to

Fξ = ReXu1

=

⎡
⎣ cos θ cosψ

cos θ sin ψ
− sin θ

⎤
⎦ [f1 + f2 + f3 + f ] (27)

Defining the torque generated by each motor as τMi, the
moment around each axis at the body frame is given by

τφ =
4∑

i=1

τMi (28)

τθ = (f1 − f3)l (29)
τψ = (f2 − f4)l (30)
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where l denotes the distance between the center of
gravity of the body and each thruster. The equations of
motion are divided into the translational motion and the
rotational motion, respectively,

M ξ̈ = Fξ

=

⎡
⎣ cos θ cosψ

cos θ sin ψ
− sin θ

⎤
⎦ [f1 + f2 + f3 + f ] (31)

J η̈ + (J̇ η̇ − 1
2

∂

∂η
(η̇T J η̇) = τ

=

⎡
⎢⎢⎣

4∑
i=1

τMi

(f1 − f3)l
(f2 − f4)l

⎤
⎥⎥⎦ (32)

Here, the second term of left-hand side in the equation of
rotational motion (32) is related to the Coriolis term in
general equations of motion, and equal to the following
equation that represents the Coriolis torque and the gyro
torque:

ω × Jω +
4∑

i=1

Jt(ω × eX)ωi (33)

where ω = [φ̇ θ̇ ψ̇]T , Jt is a moment of inertia for
the thruster, ωi is a rotational speed for the thruster i.
Since ω× is a skew symmetric matrix, it follows that

ω × Jω =

⎡
⎣−θ̇ψ̇(Iy − Iz)
−θ̇ψ̇(Iz − Ix)
−θ̇ψ̇(Ix − Iy)

⎤
⎦ (34)

ω × eX =

⎡
⎣ 0

ψ̇

−θ̇

⎤
⎦ (35)

From the above results, equation (32) can be rewritten
as

J η̈ +

⎡
⎣−θ̇ψ̇(Iy − Iz)
−θ̇ψ̇(Iz − Ix)
−θ̇ψ̇(Ix − Iy)

⎤
⎦

+ Jt

⎡
⎣ 0

ψ̇

−θ̇

⎤
⎦ [ω2 + ω4 − ω1 − ω3]

=

⎡
⎢⎢⎣

4∑
i=1

τMi

(f1 − f3)l
(f2 − f4)l

⎤
⎥⎥⎦ (36)

Thus, the final dynamical model for the X4-AUV can be
summarized by

m1ẍ = cos θ cosψ u1 (37)
m2ÿ = cos θ sin ψ u1 (38)
m3z̈ = − sin θ u1 (39)

Ixφ̈ = θ̇ψ̇(Iy − Iz) + u2 (40)

Iy θ̈ = φ̇ψ̇(Iz − Ix) − Jtψ̇Ω + lu3 (41)

Izψ̈ = φ̇θ̇(Ix − Iy) − Jtθ̇Ω + lu4 (42)

Here, the values of m1, m2, m3, Ix, Iy , and Iz are
defined as in Section 3.2. u1, u2, u3, and u4 are the
control inputs for the translational (X-axis) motion, the
roll (φ-axis) motion, pitch (θ-axis) motion, and yaw (ψ-
axis) motion, respectively. Additionally, letting b be a
thruster factor, d be a drag factor such as τMi = dω2

i , it
is found that Ω, u1, u2, u3, and u4 are described by

Ω = ω2 + ω4 − ω1 − ω3

u1 = f1 + f2 + f3 + f4

= b(ω2
1 + ω2

2 + ω2
3 + ω2

4)

u2 = d(−ω2
2 − ω2

4 + ω2
1 + ω3

3)
u3 = f1 − f3 = b(ω2

1 − ω2
3)

u4 = f2 − f4 = b(ω2
2 − ω2

4)

IV. CONCLUSION
In this paper, for an autonomous underwater vehicle

(AUV), called “X4-AUV,” a new type of hull shape has
been proposed to reduce the drag forces against a stream.
After taking account of added mass and inertia for this
new type of hull shape considered here, the equations
of motion for the X4-AUV were derived by using a
Lagrangian mechanics. For the future work, any time-
varying or switching control approach should be applied
to the present X4-AUV to realize an underactuated
control system.
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Abstract: The unscented transformation is known as a technique to firstly generate a set of 2n + 1 sigma points and
their weights, and secondly to propagate each sigma point value through a nonlinear function, where n denotes the
dimension of the random state variable. Note however that there are two cases in a discrete-time filtering problem:
one is the case where such a transformation is applied two times to the nonlinear model function and the nonlinear
measurement function separately by using different mean and covariance, whereas the other is the case where such a
transformation is basically applied to the nonlinear model function and the same sigma point values are only propagated
to the nonlinear measurement function. So, we here examine the performance difference between them in a particular
estimation problem. In addition, it is sometimes to encounter the case where for an unscented Kalman filter, the
original state is augmented with other system and measurement noises simultaneously as if the original state and
measurement noises are included in nonlinear functions, even though they are actually to be additive to each model
function. Therefore, we further check how much the performance improvement or degradation is, compared to the case
where there is no inconsistency in the model assumptions.

Keywords: Nonlinear system, Unscented transformation, Sigma point.

I. INTRODUCTION

The nonlinear filtering problem has been extensively
studied and various methods are provided in litera-
ture. Among them, the most useful ones are the Ex-
tended Kalman Filter (EKF), the Ensemble Kalman
Filter (EnKF), the Unscented Kalman Filter (UKF), and
the Particle Filter (PF). Historically, the EKF is still the
most widely adopted approach to solve the nonlinear
estimation problem. It is based on the assumption that the
nonlinear system dynamics can be accurately modeled by
a first-order Taylor series expansion as shown by van de
Merwe [1]. The EnKF introduced by Evensen [2] is a
reduced rank filter which propagates the states through
nonlinearity and updates a relatively small ensemble of
samples from which an assumed Gaussian distribution
captures the main characteristics in the uncertainty. The
PF also uses a sampling approach to estimate the higher
order moments of the posterior probability distribution
by propagating and updating a number of particles, but
without assuming Gaussian statistics as explained by
Arulampalam et al. [3]. The UKF, which is a derivative-
free alternative to EKF, overcomes the differentiation
problem by using a deterministic sampling approach
demonstrated by Julier and Uhlmann [4] and Wan and
van der Merwe [5].

The state distribution is represented using a minimal

set of carefully chosen sample points, called sigma
points. This technique is used to linearize a nonlinear
function of a random variable through a linear regression
between n points drawn from the prior distribution of the
random variable. Since we are considering the spread of
the random variable during linearization, the technique
tends to be more accurate than Taylor series linearization
used in the EKF, particularly in the presence of strong
nonlinearities as proved by van de Merwe [1]. The 2n+1
sigma points, are chosen based on a square-root decom-
position of the prior covariance, where n is the state
dimension. These sigma points are propagated through
the true nonlinear function, without approximation, and
then a weighted mean and covariance is taken. This
approach results in approximations that are accurate to
the third order (Taylor series expansion) for Gaussian
inputs for all nonlinearities. For non-Gaussian inputs,
approximations are accurate to at least the second-order
as mentioned by Julier and Uhlmann [4], whereas the
linearization approach of the EKF results only in first
order accuracy.

However, there are two cases in a discrete-time filter-
ing problem: one is the case where such a transformation
is applied two times to the nonlinear model function
and the nonlinear measurement function separately by
using different mean and covariance, whereas the other
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is the case where such a transformation is basically
applied to the nonlinear model function and the same
sigma point values are only propagated to the nonlinear
measurement function. This paper examines the perfor-
mance difference between them in a particular estimation
problem. In addition, it is sometimes to encounter the
case where for an unscented Kalman filter, the original
state is augmented with other system and measurement
noises simultaneously as if the original state and mea-
surement noises are included in nonlinear functions, even
though they are actually to be additive to each model
function. Therefore, we further check how much the
performance improvement or degradation is, compared
to the case where there is no inconsistency in the model
assumptions.

The structure of this paper as follows: In Section II we
describe the problem statement for applying a difference
set of sigma points of Kalman Filter to propagate non-
linear model function and update nonlinear measurement
function. An example is presented in Section III, in
which the effect of a different set of sigma points
applied to nonlinear model and measurement functions
is discussed. The paper is concluded in Section IV.

II. UNSCENTED KALMAN FILTER
The basic framework for the UKF involves the esti-

mation of the state for discrete-time nonlinear dynamic
system:

xk+1 = f (xk, uk) + wk (1)

yk = h (xk, uk) + vk (2)

where xk represents the n-dimensional unobserved state
of the system, uk is a known exogenous input, and yk

is the m-dimensional observed measurement signal. The
system noise is represented by wk and the observation
noise is given by vk, where these noises are uncorrelated
each other, but with their covariances Qk and Rk,
respectively. The standard UKF implementation uses the
following weight definitions of {w(i)}, where w

(m)
0 =

λ
λ+n , w

(c)
0 = w

(m)
0 + (1 − α2 + β) and w

(c)
i = w

(m)
i =

1
2(n+λ) . λ = α2 + (n + κ) − n and γ =

√
n + λ are

scaling factors. The constant α determines the spread
of the sigma points around its mean and is usually set
ranging from 10−4 ≤ α ≤ 1. κ is a secondary scaling
parameter (set to 0 for state estimation). The β is used
to incorporate prior knowledge of the distribution of xk

and β = 2 for Gaussian distributions.
We now evaluate this nonlinear system using two

different approaches of transformation of sigma point.
In the first case, the transformation of sigma points is
applied two times to the nonlinear model function and
the nonlinear measurement function separately by using
different mean and covariance, whereas the other is the
case where such a transformation is basically applied to
the nonlinear model function and the same sigma point
values are only propagated to the nonlinear measurement
function. In addition, we investigate the case where
for an unscented Kalman filter, the original state is

augmented with other system and measurement noises
simultaneously as if the original state and measurement
noises are included in nonlinear functions, even though
they are actually to be additive to each model function.

1. Two times transformation of sigma points
In this case, generated sigma points are propagated

two times through a nonlinear model function as well
as nonlinear measurement function, respectively. The
algorithm for this case can be summarized as Table 1.

Table I. UKF algorithm with two-times transformation
of sigma points

χk−1 = [x̂k−1 · · · x̂k−1] + γ[0
√

Pxk−1 −
√

Pxk−1 ]
(3)

χ∗
i,k = f(χi,k−1, uk−1) (4)

x̂−
k =

2n∑
i=0

w
(m)
i χ∗

i,k (5)

P−
xk

= Qk−1 +
2n∑
i=0

w
(c)
i (χ∗

i,k − x̂−
k )(χ∗

i,k − x̂−
k )T (6)

χ−
k = [x̂−

k · · · x̂−
k ] + γ[0

√
P−

xk −
√

P−
xk ] (7)

Yi,k = h(χ−
i,k, uk) (8)

ŷ−
k =

2n∑
i=0

w
(m)
i Yi,k (9)

Pŷk
= Rk +

2n∑
i=0

w
(c)
i (Yi,k − ŷ−

k )(Yi,k − ŷ−
k )T (10)

Pxkyk
=

2n∑
i=0

w
(c)
i (χ−

i,k − x̂−
k )(Yi,k − ŷ−

k )T (11)

Kk = Pxkyk
P−1

ŷk
(12)

x̂k = x̂−
k + Kk(yk − ŷ−

k ) (13)

Pxk
= P−

xk
− KkPŷk

KT
k (14)

2. Single transformation of sigma points
In this case, generated same sigma points are prop-

agated through a nonlinear model function as well as
nonlinear measurement function [8]. The algorithm of
this case can be described as Table 2.

Table 2. UKF algorithm with single transformation of
sigma points

χk−1 = [x̂k−1 · · · x̂k−1] + γ[0
√

Pxk−1 −
√

Pxk−1 ]
(15)

χi,k = f(χi,k−1, uk−1) (16)

x̂−
k =

2n∑
i=0

w
(m)
i χi,k (17)
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P−
xk

= Qk−1 +
2n∑
i=0

w
(c)
i (χi,k − x̂−

k )(χi,k − x̂−
k )T (18)

Yi,k = h(χi,k, uk) (19)

ŷ−
k =

2n∑
i=0

w
(m)
i Yi,k (20)

Pŷk
= Rk +

2n∑
i=0

w
(c)
i (Yi,k − ŷ−

k )(Yi,k − ŷ−
k )T (21)

Pxkyk
=

2n∑
i=0

w
(c)
i (χi,k − x̂−

k )(Yi,k − ŷ−
k )T (22)

Kk = Pxkyk
P−1

ŷk
(23)

x̂k = x̂−
k + Kk(yk − ŷ−

k ) (24)

Pxk
= P−

xk
− KkPŷk

KT
k (25)

3. State augmented case
In this section, we investigate the effect when the

original state is augmented with other system and mea-
surement noises simultaneously [9] as if the original
state and measurement noises are included in nonlinear
functions, even though they are actually to be additive
to each model function. Note however that a single set
of generated sigma points are used to evaluate the result.
The algorithm can be summarized as in Table 3.

Table 3. UKF algorithm with an augmented state
vector

xa
k =

[
xT

k wT
k vT

k

]T
, P a

xk
= diag (Pxk

, Qk, Rk)
(26)

χa
k−1 = [x̂a

k−1 · · · x̂a
k−1] + γ[0

√
P a

xk−1
−

√
P a

xk−1
]

(27)
χx

i,k = f(χx
i,k−1, uk−1) + χw

i,k−1 (28)

x̂−
k =

2L∑
i=0

w
(m)
i χx

i,k (29)

P−
xk

=
2L∑
i=0

w
(c)
i (χx

i,k − x̂−
k )(χx

i,k − x̂−
k )T (30)

Yi,k = h(χx
i,k, uk) + χv

i,k−1 (31)

ŷ−
k =

2L∑
i=0

w
(m)
i Yi,k (32)

Pŷk
=

2L∑
i=0

w
(c)
i (Yi,k − ŷ−

k )(Yi,k − ŷ−
k )T (33)

Pxkyk
=

2L∑
i=0

w
(c)
i (χx

i,k − x̂−
k )(Yi,k − ŷ−

k )T (34)

Kk = Pxkyk
P−1

ŷk
(35)

x̂k = x̂−
k + Kk(yk − ŷ−

k ) (36)

Pxk
= P−

xk
− KkPŷk

KT
k (37)

Note here that L denotes 2n + m, χx
i,k−1, χw

i,k−1,
and χv

i,k−1 denote the i-th column of χx
k−1, χw

k−1,
and χv

k−1 which are also the components of χa
k−1 =

[(χx
k−1)

T (χw
k−1)

T (χv
k−1)

T ]T . Note also that n in
the weights appearing in the former algorithms should
be replaced by L for the present algorithm.

III. AN EXAMPLE APPLICATION
In this section we consider the problem that a vehicle

enters the atmosphere at high altitude and at a very high
speed. The position of the body is to be tracked by
a radar which accurately measures range and bearing.
This type of problem has been identified by Mehra [10],
Austin and Leondes [11] and Athans et al. [12] as being
particularly stressful for filters and trackers because of
the strong nonlinearities exhibited by the forces which
act on the vehicle. There are three types of forces which
act: i.e., (1) the most dominant is aerodynamic drag,
which is a function of vehicle speed and has a substantial
nonlinear variation in altitude; (2) gravity force which
accelerates the vehicle towards the centre of the earth;
and (3) random buffeting force terms. The effect of these
forces gives a trajectory of the form that initially the
trajectory is almost ballistic but as the density of the
atmosphere increases, drag effects become important and
the vehicle rapidly decelerates until its motion is almost
vertical. The tracking problem is made more difficult by
the fact that the drag properties of the vehicle might be
only very crudely known.

This tracking system should be able to track an object
which experiences a set of complicated, highly nonlinear
forces. These depend on the current position and velocity
of the vehicle as well as on certain characteristics which
are not known precisely. The filter’s state space consists
of the position of the body (x1 and x2), its velocity (x3

and x4) and a parameter of its aerodynamic properties
(x5). The vehicle state dynamics are

ẋ2(k) = x4(k)
ẋ2(k) = x4(k)

ẋ3(k) = D(k)x3(k) + G(k)x1(k) + v1(k)
ẋ4(k) = D(k)x4(k) + G(k)x2(k) + v2(k)

ẋ5(k) = x3(k)

(38)

where D(k) is the drag-related force term, G(k) is
the gravity-related force term and v(k) are the pro-
cess noise terms. Defining R(k) =

√
x2

1(k) + x2
2(k)

as the distance from the center of the Earth and
V (k) =

√
x2

3(k) + x2
4(k) as absolute vehicle speed

then the drag and gravitational terms are D(k) =
−β(k) exp

{
R0−R(k)

H0

}
V (k), G(k) = −G m0

r3(k) and
β(k) = β0 exp x5(k).

For this example, the parameter values are β0 =
−0.59783, H0 = 13.406, Gm0 = 3.9860 × 105 and
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R0 = 6374 and reflect typical environmental and ve-
hicle characteristics. The parameterization of the ballis-
tic coefficient, β(k), reflects the uncertainty in vehicle
characteristics. β0 is the ballistic coefficient of a typical
vehicle and it is scaled by exp x5(k) to ensure that its
value is always positive. This is vital for filter stability.
The motion of the vehicle is measured by a radar which
is located at (xr, yr). It is able to measure range r and
bearing θ at a frequency of 10Hz, where

rr(k) =
√

(x1(k) − xr)2 + (x2(k) − yr)2 + w1(k)
(39)

θ(k) = tan−1

[
x2(k) − yr

x1(k) − xr

]
+ w2(k) (40)

w1(k)and w2(k) are zero mean uncorrelated noise pro-
cesses with variances of 1 m and 17 mrad respectively.
The high update rate and extreme accuracy of the sensor
means that a large quantity of extremely high quality
data is available for the filter. The true initial conditions
for the vehicle are

x (0) =

⎛
⎜⎜⎜⎜⎝

6500.4
349.14
−1.8093
−6.7967
0.6932

⎞
⎟⎟⎟⎟⎠ ,

P (0) = diag(10−6, 10−6, 10−6, 10−6, 0)

In other words, the vehicle’s coefficient is twice the
nominal coefficient.

The vehicle is buffeted by random accelerations,

Q (k) = diag(2.4046 × 10−5, 2.4046× 10−5, 0)

The initial conditions assumed by the filter are,

x (0) =

⎛
⎜⎜⎜⎜⎝

6500.4
349.14
−1.8093
−6.7967

0

⎞
⎟⎟⎟⎟⎠ ,

P (0) = diag(10−6, 10−6, 10−6, 10−6, 1)

The filter uses the nominal initial condition and, to
offset for the uncertainty, the variance on this initial
estimate is 1. Both filters were implemented in discrete
time and observations were taken at a frequency of
10 Hz, but the integration step was set to be 50 ms which
meant that two predictions were made per update.

IV. CONCLUSION
In this paper, we have examined three cases related

to sigma points of unscented transformation of non-
linear model and measurement functions. In the first
case, the sigma points are applied two times to the
nonlinear model and measurement functions separately
by using different mean and covariance. In the second
case, the transformation is once applied to the nonlinear

model function and the same sigma point values are
only propagated to the nonlinear measurement function.
Lastly, the performance of an unscented Kalman filter
was further evaluated for the case where the original state
is augmented with other system and measurement noises
simultaneously as if the original state and measurement
noises are included in nonlinear functions, even though
they are actually to be additive to each model function.
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Abstract: Multi-robot systems are expected to improve the ability of processing tasks, a work efficiency, and an
extendability of a robot system by cooperating each other. However, using multiple robots complicates its control
system. As one of the associated problems, robot movements are picked up. Since a robot formation is useful to
transfer multiple robots to their destinations effectively, many studies have been performed. This paper describes a
method, which is called “IET method,” for forming a formation with multiple robots. The method can specify the
position of each robot in a group and change the shape of a formation. Note that each robot is assumed to have
different ability and identified each other. Alternatively, the method needs a system that obtains the ID and relative
position of the robots. We describe how to construct the measurement system using wireless communication and
ultrasonic sound, and evaluate it through some simulation experiments.

Keywords: Multi-robot system, Formation, Robot identification, Measurement of relative position.

I. INTRODUCTION

Multi-robot systems are expected to improve the abil-
ity of processing tasks, a work efficiency, and an ex-
tendability of a robot system by cooperating each other.
Note however that using multiple robots complicates
its control system. When transferring multiple robots
simultaneously, it is difficult to move them to their
destination smoothly due to the fact that any robot is
an obstacle for other robots, and vice versa. Since a
robot formation is useful to transfer multiple robots to
their destinations effectively, many studies have been
performed up to now.

In [1], the size of virtual robots that has not been con-
sidered yet is reflected on simulations, and the line and
circle formations are formed while avoiding obstacles. In
[2], line, polygon and circle formations are realized in
simulations by adjusting its own position, while referring
to the positions of the furthest robot and closest robot.
The reference [3] aims to use robots as macrosensors, in
which the distributed in a space by using the concept of
a virtual spring mesh. In these research, since similar or
homogeneous robots have the same ability in function,
it is not concerned that any robots go anywhere in the
formation. It should be noted, however, that in multi-
robot systems, robots that have different ability in func-
tion should cooperate to accomplish some complicated
tasks each other. In such a case, it is necessary to deploy
the robots at each desired position where their ability
is demonstrated enough. For example, a robot that has
the ability to recognize the environment or to remove
obstacles should be placed at the most outer part of the
swarm.

There are some studies for using heterogeneous
robots. Jakob and Maja [4] propose a method for forming
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Fig. 1. A formation with a specified position

a formation with some identified robots. Its key idea is to
set that every robot in the group positions itself relative
to a designated neighbor robot (i.e., its friend). In their
paper, the time required for forming a desired formation
or changing a formation to another one was evaluated
through several experiments with some real robots. Balch
and Arkin [5] propose a method for forming “line,” “col-
umn,” “diamond,” and “wedge.” However, it is behavior-
based control, so the reconfiguration of parameter values
needs to decide own behaviors. Therefore, it is not easy
to change any current robot formation to other one.

In this paper, we propose a formation method for
a multi-robot system, which can specify the position
of each robot in a group and can change easily the
shape of a formation. Note however that each robot
is assumed to have different ability each other, and
the developed method is here called “IET (Imaginary
Equilateral Triangle) method.”

Alternatively, the method needs a system that obtain
the ID and relative position of robots. We describe here
how to construct the measurement system using wireless
communication and ultrasonic sound, and evaluate it
through some simulation experiments.
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Fig. 2. Apexes for forming an IET

II. FORMING OF A FORMATION
WITH IET METHOD

First, assume that the shape of formation is composed
of a combination of some equilateral triangles (Fig. 1).
According to this assumption, robots can form several
formations by changing the combination of the triangles.
Especially, it is easy to add or exclude a robot to
the existing formation of robots. In order to realize a
formation, it is essential to form an equilateral triangle
with three robots. Therefore, we propose an IET method
to form an equilateral triangle with robots.

1. IET Method

Consider the case where there exist three robots as
shown in Fig. 2. If Robot 2 and Robot 3 do not move
anymore, then Robot 1 has to move to P1 or P2 to form
an equilateral triangle. Here, the points P1 and P2 are
the apexes of equilateral triangles whose base is just
to be BC (or CB). As a triangle BCP1 or BCP2, an
equilateral triangle imagined by using the position of
other two robots is called IET.

Since there are two possible IETs for one base, a rule
for determining one candidate is set as follows:

• Two reference robots and the associated order are
given to every robot.

• An IET fabricates the triangle clockwise according
to the reference order of robots.

If Robot 1 is given Robot 2→ Robot 3 as the reference
robots, the destination of Robot 1 is just P1, whereas
Robot 3→ Robot 2 are given, the destination is reduced
to P2.

For a case where all the robots move, the fundamental
view is the same as the former case. When the initial
distribution of three robots is shown as Fig. 3(a), every
robot images each IET at each initial position (Fig. 3(b))
and moves toward to the apex of each IET (Fig. 3(c)).
Fig. 3(d) shows the state of three robots after consuming
a few steps from Fig. 3(c). It can be expected that the
group form of three robots approaches an equilateral
triangle by spending more time steps. Thus, three robots
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Fig. 3. Formation of an equilateral triangle

can form an equilateral triangle formation by respectively
moving toward the apex of an IET.

When forming a formation by multiple robots, each
robot forms an equilateral triangle with given reference
robots to form a desired formation by setting reference
robots suitably as shown in Fig. 4. Fig. 5 shows a
simulation result.

III. OBTAINING ID AND POSITIONS

The IET method needs a system which can obtain the
ID and relative positions of robots in a team to realize a
formation by using real robots. Thus, we propose a sys-
tem with wireless communication and ultrasonic sound.
As shown in Fig. 6, three ultrasonic sensors are equipped
to a measuring robot (Robot 1), whereas a ultrasonic
transmitter is equipped to other robots (Robot 2, Robot
3). Note that every robot has a wireless communication
ability. The positions of ultrasonic sensors are apexes of
an equilateral triangle whose centroid matches the center
point of the robot. As an example of detecting the ID
and position of a robot, we describe a situation where
Robot 2 is the object to be measured.

1) Request of measurements
Robot 2 sends own ID to other members by wire-
less communication (broadcast). This sending is a
cue to begin the measurement of relative position
of the robot. Until the measurement is completed,

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 943



Fig. 4. Hexagonal formation

Fig. 5. Simulation of forming the shape of a hexagon

other robots can’t send both wireless signal and
ultrasonic sound.

2) Transmitting an ultrasonic sound
Robot 2 transmits an ultrasonic sound omnidirec-
tionally, simultaneously with the transmission of
own ID.

3) Receiving the wireless signal and ultrasonic sound
Assuming that the wireless signal can approxi-
mately arrive at robot 1 with 0 [s], the distance
between the sensor and the Robot 2 can be cal-
culated with a counted time, which is the time
until the ultrasonic sound arrives after receiving
the wireless signal (Fig. 7).

4) Estimation of relative position
The relative position of Robot 2 (x2, y2) is esti-
mated by figuring out the coordinate point where
three circles whose radius is the distance to Robot
2 cross.

IV. SIMULATION EXPERIMENTS
In this section, we evaluate the accuracy of estimation

of a relative position of a robot through two simulation
experiments. Fig. 9 shows the experimental environment.
Robot 1 is a measuring robot, and the origin of the
coordinate is defined as the center of Robot 1, where
the x-directional coordinate is just to be a line con-
nected with the origin and Sensor 1. Although Robot

Fig. 6. System of measuring a robot’s ID and its relative position

Fig. 7. Receiving an ultrasonic wave and calculating distances
between sensors and robot 2

1 estimates the position of Robot 2 (x2, y2) based on
the distance between sensors and Robot 2, the measured
value includes noise up to± 1 [%]. The accuracy of
estimation is evaluated for cases where the distance
between sensors,L, or the distance between robots,D,
changes independently.

Additionally, the sound speed is 340 [m/s], and stan-
dard deviations are calculated with 100 times of mea-
surement result per one plotting.

1. Experiment 1: Distance between sensors

In this experiment, the impact of the distance between
sensors,L, on the estimation accuracy is evaluated when
L changes from 0.1 [m] to 0.5 [m]. Here, the position of
Robot 2 is (x2, y2) = (3.0 [m], 3.0 [m]): in other words,
L = 4.243 [m] andθ = 45 [deg]. Fig. 10 shows a result
of the simulation experiment. The result indicates a great
impact of the distance between sensors on the estimation
accuracy.

2. Experiment 2: Distance between robots

In this experiment, the impact of the distance between
robots,D, on the estimation accuracy is evaluated, when
D changes from 1.0 [m] to 10.0 [m], under the fixed
values ofL = 0.3 [m] and θ = 45 [deg]. Fig. 11 is the
result of the simulation experiment. The standard devi-
ation increases exponentially with the distance between
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Fig. 8. Estimation of the position of robot 2

Fig. 9. Symbol of simulation parameters

robots. Although the accuracy of ultrasonic sensors is
±1, the accuracy of the proposed estimation method is
inferior to is when a certain boundary is crossed, and
it is not reliable if the distance exceeds the boundary
extremely. The result shows that the system can ensure
the accuracy equivalent to ultrasonic sensors (± 1 [%])
up to about 5 [m] range, where the distance between
sensorsL = 0.3 [m].

V. CONSIDERATION
Although a longer distance between sensors allow us

to obtain more accurate estimation of relative position,
the size of the system is about 0.3 [m] from the view-
points of the robot size to be fabricated. Thus, from the
result of experiment 2, the system needs the estimation
distance up to 5 [mm] to ensure the accuracy equivalent
to ultrasonic sensors (± 1 [%]). However, instead of
using reflected ultrasonic sound, a sound transmitted
from the object robot is measured directly. It is expected
to obtain the better accuracy of measuring distance than
any general measurement system with ultrasonic sound.
Since the accuracy of measuring distance gives a big
impact to the estimation accuracy of relative position of

Fig. 10. Relationship between an estimation accuracy and a distance
between sensors

Fig. 11. Relationship between an estimation accuracy and a distance
between two robots

the robot, an improvement of the accuracy of measuring
distance may give us a better estimation result.

VI. CONCLUSIONS
In this paper, we have explained the IET method and

proposed the system which can obtain ID and a relative
position of a robot simultaneously. The proposal system
was tested in simulation experiments which examine the
impacts of the distance between sensors or robots on the
estimation accuracy. In the future, we need to construct
and test the system in a real experiment.
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Abstract: Two prototypes of variable stiffness joint drive module imitating a human joint structure are presented in this 
paper. A human joint is driven by a pair of flexor and extensor muscles that work antagonistically. The stiffness of the 
joint is adjusted by their co-contraction. Such a structure was given to the joint drive module so that it could achieve a 
variable stiffness property. The joint is driven by two wires with nonlinear springs. Thanks to the nonlinearity of the 
springs, the stiffness of the joint can be adjustable by quasi-co-contraction of the wires. With the first prototype, the 
stiffness adjustability of the joint was empirically confirmed. Regarding joint angle control, a three-layered PID control 
algorithm was implemented in the second prototype, and it was verified that the control algorithm worked properly. 
 
Keywords: Variable Stiffness, Antagonistic Wire-Driven Mechanism, Joint Angle Control. 

 
 

I. INTRODUCTION 

Most robotic joints are usually driven by electric 
motors through gear trains. Since typical electric motors 
have high speed and low torque characteristics that are 
inappropriate for robotic systems, gear trains with high 
reduction ratio are used as a driving torque transmission 
mechanism. The gear trains convert the undesirable 
characteristics into the appropriate ones for robotic 
systems, low speed and high torque. In addition, robotic 
joints with higher gear ratio are stiffer, and it was 
common knowledge that stiffer joints were 
indispensable for precise position control. However, 
Pratt et al. have suggested that actuators with elasticity 
provide a lot of benefits for robots executing natural 
tasks because animals use elasticity for a variety of 
purposes [1]. 

For instance, human beings change stiffness of their 
joints depending on a given task, unlike traditional 
robotic joints. They can easily do a task involving an 
impulsive force, in which robots with gear trains are 
weak, by adjusting the stiffness of their joints. 

A human joint is basically driven by a pair of flexor 
and extensor muscles. These muscles are also called 
agonist and antagonist respectively. The drive 
mechanism of a human joint is briefly explained as 
follows. The difference of tensional forces of the agonist 
and antagonist works as a driving torque to rotate a joint. 
When both of the muscles generate a larger tensional 
force, which is called co-contraction, the stiffness of the 
joint comes to be higher. 

A robot will be able to obtain human-like motions if 
it has variable stiffness joints, and the soft and refined 
human-like motions will probably broaden the range of 
application of the robot. In addition, since upcoming 
robots are expected to work in a living environment 
together with people, the high stiffness of the joints is 
an issue to resolve in terms of safety, and the variable 
stiffness joints could be one of the possible solutions. 

In order to provide the human-like characteristic for 
robots, we have developed a joint drive module 
imitating the human joint structure. In the drive module, 
a joint is antagonistically driven by two wires, and each 
of the wires is taken up by an electric motor. The wire is 
connected to the electric motor through a nonlinear 
spring. The stiffness of the nonlinear spring depends on 
the change in length of the spring. Utilizing the 
nonlinearity, the developed joint drive module realizes 
variable stiffness of the joint like a human joint. 

In this paper, two prototypes of variable stiffness 
joint drive module that we developed are presented and 
some experimental results are shown. Using the first 
prototype, the variable stiffness characteristic was 
confirmed. The second prototype was used to verify that 
a joint angle control algorithm worked properly. 

 

II. VARIABLE STIFFNESS JOINT DRIVE 
MODULE 

This section outlines the variable stiffness joint drive 
module that we are developing, and describes nonlinear 
springs, which is a key component of the module. 
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Fig. 1 shows a concept diagram of the variable 
stiffness joint drive module. The joint is antagonistically 
driven by two wires, which works like agonist and 
antagonist. There is a wire take-up mechanism including 
two electric motors in the module box. The electric 
motors reel in and out the wires that are connected to 
the joint through nonlinear springs.  

 
Fig.1. Concept Diagram of Variable Stiffness Joint 

Drive Module 
 

The nonlinear springs give a desired characteristic, 
variable stiffness joint, to the joint drive module. 
Hooke’s law does not work for nonlinear springs. The 
more a nonlinear spring stretches, the higher its stiffness 
goes. Utilizing this characteristic of nonlinear springs, 
you can change the stiffness of the joint. For instance, if 
both of the motors reel in the two wires extremely, the 
stiffness of the joint will be high because of the tightly 
stretched nonlinear springs. 

For nonlinear springs, several kinds of nonlinear 
springs have been proposed. Bigge et al., for example, 
have designed an electric actuator called a 
programmable spring that can emulate complex 
multimodal spring damping systems [2]. Shirai et al. 
have devised a nonlinear spring called Stiffness 
Adjustable Tendon (SAT) [3]. We have chosen the SAT 
for our joint drive module because of its simple 
structure. Moreover, necessary materials for the SAT, 
silicon rods and woven sleeves, are ease of availability. 
Therefore, you can make the SAT quickly and easily. 
Fig. 2 shows the SAT we made. 
 

III. FIRST PROTOTYPE 

We have developed two prototypes of the variable 
stiffness joint drive module. This section describes the 
first prototype shown in Fig. 3. 

Fig. 4 shows the block diagram of the first prototype. 
As stated in the previous section, the two wires to rotate 
the joint are reeled in and out by the wire take-up 
mechanism. The two electric motors in the wire take-up 

mechanism are powered by the driver board (RoboPlus 
HIBIKINO). The microcontroller unit (MCU) (Atmel, 
AVR, ATmega168) counts pulses from the optical 
encoder that measures the angle of the joint. The driver 
board and the microcontroller communicate with a PC 
via RS-232C serial communication. An operator of the 
first prototype module gets the value of the joint angle 
and sends a command to the driver board through a user 
interface program running on the PC. 
 

 
Fig.2. Stiffness Adjustable Tendon (SAT) [3] 

 

 
Fig.3. First Prototype of Variable Stiffness Joint    

Drive Module 
 

 
Fig.4. Block Diagram of First Prototype 

 
Fig. 5 shows the wire take-up mechanism. Just as 

the name suggests, this mechanism takes up the two 
wires to rotate the joint and/or to change the stiffness. 
The wire is wound onto a bobbin driven by the electric 
motor through a worm gear train. The worm gear train 
prevents the wire from loosening abruptly when turning 
the power of the motors off. The gear ratio is 4080. 

SAT 

driver
board 

module
box 

wire 

optical
encoder arm 
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Fig.5. Wire Take-up Mechanism 

 
The driver board has four motor drivers 

communicating each other with Inter-Integrated Circuit 
(I2C) protocol, and exchange data with the PC via RS-
232C serial communication. Because a joint drive 
module needs to exchange data with other ones as they 
work together in a robotic system, the communication 
system is suitable for the joint drive module, but the 
motor drivers have a problem that their maximum 
output current capacity is not enough. Due to the 
problem, we had to choose small electric motors 
(Maxon, RE13, 1.5W) with an optical encoder for the 
wire take-up mechanism of the first prototype. 
Consequently, the motion rate of the first prototype is 
very slow. 

However, with the first prototype, we could carry 
out experiments to confirm the adjustability of the joint 
stiffness. In the experiments, the tip of the arm of the 
first prototype was pulled by an external force until the 
angle of the joint reaches a specified angle, and the 
amount of the external force was measured by a digital 
push pull force gauge. 

Fig. 6 shows the experimental results. The x-axis 
indicates a displacement of the joint angle, and the y-
axis indicates an external joint torque calculated from 
the measured amount of the external force and the 
length of the arm. In the legend of the graph, the symbol 
'L' and 'R' indicate the initial length of the two SATs. 
According to the characteristic of the SAT, it turns 
stiffer as it is stretched more. The slope of the plots in 
the graph expresses the stiffness of the joint. From the 
experimental results, it was confirmed that the stiffness 
of the joint was adjustable by changing the length of the 
SATs in the first prototype of the variable stiffness joint 
drive module. 
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Fig.6. Joint Stiffness of First Prototype 

 

IV. SECOND PROTOTYPE 

As we developed the second prototype shown in Fig. 
7, some changes in the electric motors, the motor 
drivers as well as the mechanical structure have been 
accomplished. To speed up the motion rate of the joint, 
more powerful electric motors (Maxon, RE25 GB, 
20W) and motor drivers (DimensionEngineering, 
SyRen 25A regenerative motor driver) with higher 
output current capacity were adopted. 
 

 
Fig.7. Second Prototype of Variable Stiffness Joint 

Drive Module 
 

Fig. 8 shows the block diagram of the second 
prototype. The MCU (Renesas Technology, SH7145F) 
counts pulses from the optical encoders of the electric 
motors and the joint, and calculates commands to the 
motor drivers for joint angle control. The MCU counts 
the encoder pulses every 15.6 μs, and the sampling 
period for control is 20 ms. 

arm 
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Fig.8. Block Diagram of Second Prototype 

 
As for joint angle control method, we tentatively 

implemented a three-layered PID control algorithm. The 
rate and angle of rotation of the electric motors in the 
take-up mechanism are controlled in two lower control 
layers, and the highest control layer works for 
positioning the joint angle. Fig. 9, Fig. 10, and Fig. 11 
show the result of a control experiment. 

Concerning the joint angle control, the experimental 
results showed that the joint angle control worked 
properly; however, it has a problem that the highest 
control layer relating to positioning the joint angle 
spoils the intrinsic stiffness of the nonlinear springs. It is 
preferable that angle control and stiffness control are 
separable, but the feedback loop for the joint angle 
control strongly influences the stiffness of the joint.  
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Fig.9. Joint Angle Control Result 
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Fig.10. Motor Rotation Rate Control Result 
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Fig.11. Motor Rotation Angle Control Result 

 
For a human elbow joint, Kistemaker et al. have 

focused on the equilibrium point (EP) theory and 
addressed the similar issue about stiffness [4]. They 
have investigated an open-loop EP, which is achieved 
without the aid of feedback. Therefore, we will tackle 
our problem from their perspective. 

 

V. CONCLUSIONS 

Two prototypes of the variable stiffness joint drive 
module were presented in this paper. In the experiment 
with the first prototype, it was confirmed that the 
stiffness of the joint was adjustable by changing the 
length of the SATs. Moreover, the joint angle control 
was implemented in the second prototype, and it was 
verified that it worked properly. However, it was left as 
a future work to separate the intrinsic stiffness of the 
nonlinear spring from the reflexive stiffness that results 
from the joint angle feedback. 
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Development of an autonomous-drive personal robot 

“An object recognition system using image processing and an LRS” 
 

Yasushi Kibe      Eiji Hayashi                                                       
Department of Mechanical Information Science and Technology 

Faculty of Computer Science and Systems Engineering, Kyushu Institute of Technology 

680-4, Kawazu, Iizuka-City, Fukuoka Prefecture, Japan 

 

Abstract: We are developing an autonomous personal robot able to perform practical tasks in a human environment 
based on information derived from camera images and an LRS (a laser range sensor). In the robot’s adjustment to a 
human environment, it is very important that it be able to identify objects. If an object cannot be identified, the 

robot cannot hold or transport the object. For this reason, we have developed an object recognition system that allows a 

robot to identify an object and acquire exact location information about the object. This object recognition system is 

composed of both an object recognition processing part and a location information acquisition processing part. At first, 
the object recognition processing part searches for the object based on the shape and color of the object, image 

information that the user specifies. Next, the location information about the searched object is acquired by the location 

information acquisition processing part, which comes from LRS. Here we explain the algorithm used to acquire the 

location information of an object. In addition, as an evaluation of our system, we describe the results of an experiment 

in which location information for an object is acquired. 

 

Keywords: Personal robot, monocular camera, Image processing, LRS, Object recognition 

 

1. Introduction 
In the near future, autonomous self-driving robots 

are expected to provide various services in human living 

environments. For this to occur, the robots will need to 

gain a grasp of the drive environment. Therefore, 

systems to provide environmental recognition based on 

image information are being widely studied. However, it 

is very difficult to determine the exact position of an 

object from image information only. For that reason, we 

are developing an autonomous personal robot able to 

perform practical tasks in a human environment based 

on information derived from camera images and an LRS 

(a laser range sensor), which is used to acquire two-

dimensional distance information. 

This object recognition system is composed an 

object recognition processing part and a location 

information acquisition processing part, both of which 

are based on a sensor using a monocular camera and an 

LRS. An object is identified by using range information 
obtained from LRS in addition to the processing of the 

image information provided by the camera.  At first, 

the object recognition processing part searches for the 

object that a user specified in terms of its shape and 

color, characteristics based on image information from 

the monocular camera. Next, location information 

concerning the searched object is acquired by the 

location information acquisition processing part, which 

uses LRS. The range information which LRS obtains is 

converted from its irradiation point and measurement 

distance into three dimensional coordinates. However, 

the LRS measurement regarding the object position 

cannot be understood only from the data. Therefore, the 

measurement part of LRS is matched to the camera 

image, and whether it is correct data about the object’s 

position is then judged. In addition, this system acquires 

the location information from two places within the 

object area, thus preventing false detection. The robot 

can do a holding operation for the object according to 

this object location information. 

 

2. System for robot 
Our robot has a drive mechanism consisting of two 

front and two back wheels. The front wheels are 

attached to a motor that operates the wheels on either 

side independently, while the back wheels function as 

castor wheels. This method has the advantage of 

allowing a small turning radius. In addition, to acquire 

image information, a single CCD camera with 

approximately 300,000 pixels and an LRS, to acquire 

range information, are installed on the head of the robot 

and can be rotated to all sides by two motors. DC servo 

motors are used for the robot’s drive mechanism, and 

position and speed control are achieved by the control 

system of the drive mechanism. The robot also has two 

arms and hands equipped with sensors, which enable it 

to respond to the various demands of humans. Finally, 

an installed wireless LAN can provide remote control 

for humans. All devices are controlled by a PC, and lead 

batteries supply the robot’s electric power. 

 

 
Fig. 1 Our developed robot 
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3. Object-recognition system 
3.1 Outline of the system 

We developed an object-recognition system for 

robots that can acquire the object position with image 

information captured by a monocular CCD camera and 

range information obtained by LRS. This system can 

acquire the object position on the assumption, for 

example, that the object is put on a desk. The system 
then acquires the location information of the object by 

using LRS with the recognized object.  

 

3.2 Method for object-recognition 
In this section, we explain the method for object-

recognition. The flow for the object-recognition is 

shown in Fig. 2.  

 

 
START

Object recognition processing
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Matching the camera image
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Position detection 
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Fig. 2 System flow 

 

 

ⅠⅠⅠⅠ. Object recognition processing part 

This processing part can search for objects with 

image information captured by a monocular CCD 

camera. The system then searches for the object with the 

shape and color of the object registered by the database. 

This processing part notes the shape and color of the 

object and then step by step narrows down the objects. 

Fig. 3 shows an example of the results of the object-

recognition processing. 

 
Fig. 3 Object-recognition processing 

 

ⅡⅡⅡⅡ. Measurement of distance using an LRS 

LRS is a noncontact laser measurement system and 

is made by HOKUYO AUTOMATIC CO., Ltd., for use 

in this study. The maximum detection distance of this 

LRS is 4m. Moreover, a horizontal plane space is 

scanned by 270° at intervals of about 0.36° (360°/1024), 

and the distance and the direction of the detection body 

are detected. However, this LRS requires the time of 
100msec for a single scanning. Therefore, a reduction in 

the distance acquisition time was enabled by using LRS 

only for the material part recognized with the monocular 

camera in this study. Fig. 4 shows the externals of the 
LRS. 

 

 
Fig. 4 Scanning laser range sensor 

 

LRS acquires range information on the object 

recognized in the object recognition processing. LRS is 

fixed to the robot head, and moves with the camera. 
Fig. 5 shows the situation in which the range 

information is acquired. 

 

Recognized object

LRS

Robot

Desk

 
Fig. 5 Position information acquisition situation 
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ⅢⅢⅢⅢ. Three-dimensional coordinate transformation 

The range data of LRS is range information from the 

irradiation point to the measurement point of LRS. 

Therefore, this range data is converted into a three-

dimensional coordinate. This conversion is derived in 

the provided data on the distance data and the horizontal 

and perpendicular angles. 

 

ⅣⅣⅣⅣ. Matching the camera image 

The system successfully matched the LRS data to 

the camera image by integrating the camera image 

with the LRS data. First, a perspective projection face 

with the same aspect ratio as a camera image was set. 

The system converted the data into three-dimensional 

coordinates, as explained above. Then the system 

matched the perspective projection face with a camera 

image. Therefore, the LRS data was matched with the 

camera image. Fig. 6 shows an example of matching the 

LRS data to the camera image. 

 

 
Fig. 6 Matching the camera image 

 

ⅤⅤⅤⅤ. Position detection of recognition object 

Whether the LRS data describes the location 

information of the object is judged. This involves 

determining which position of the camera image, 

provides the measurement point for LRS to detect the 

object. It can be determined that the object can be 

measured if the object area recognized in the object 

recognition processing corresponds to the image 

coordinates of the LRS measurement point. This system 

acquires a three-dimensional coordinate in the vicinity 

of the center of the object as location information when 

the LRS measurement point is in the part that is in the 

below 60% of the object. However, when the LRS 

measurement point is not in this area, LRS must be 

inclined. The location information acquisition judgment 

is repeated with the distance information acquisition 

using LRS through a three-dimensional coordinate 

transformation and matching to the camera image. In 

addition, to prevent false detection and to provide good, 

accurate detection, data acquisition is done in two 

places in the area (the upper part and the lower part). 

Fig. 7 shows an example in which location information 

acquisition is done for the first time and where the 

measurement point of LRS changes the angle of 

depression of LRS because it cannot acquire the 

location information at the time of points A and B. In 

this case, however, the location information could be 

acquired at point C. Fig. 9 shows an example of an 

inclining LRS after Fig. 8 where the location 

information was acquired a second time at point D. 

A

B

C

 
Fig. 7 First location information acquisition 

 

A

B

C

D

 
Fig. 8 Second location information acquisition 

 

The location information in two places in the area 

(the upper part and the lower part) could be acquired in 

this processing. Fig. 9 shows an example where the LRS 

data of the image is acquired at two places. 

 

Recognition frame

Position acquirable frame

Center of  object

Position acquisition portion

 
Fig. 9 Object location information acquisition 

 

ⅥⅥⅥⅥ. Angle of depression calculation method 

The part where the system seeks to acquire location 

information of the object is at two places in the area (the 

upper part and the lower part). After the first location 

information is acquired in the upper part of the area, the 

angle of depression of LRS is calculated according to 

this information. If the distance of the object and the 

robot can be found, the angle of depression can be 

calculated from the image information by a geometrical 

calculation. 

 

ⅦⅦⅦⅦ. Display of location information 

When the location information of the recognition 

object in two places can be acquired through acquisition 

of the range data using LRS, the three-dimensional 

coordinate transformation, and the determination of 

matching between the camera image and the location 

information, final location information on the object is 

displayed in two places. Because it is preferable that the 

acquired positional data reflect the exact position of the 

object, a part in the center of the object in two places is 

acquired as object location information. The calculation 

of final location information for the object involves 

computing the average of the location information in 

two places for x and z coordinates. Y coordinates use 
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the first value acquired in the upper part of the object by 

LRS because the purpose of this system is to hold the 

object. A part near the center of the object was displayed 

as the y coordinate value. 

 

4. Experiment 
4.1 Method of experiment 

We performed the following experiment to evaluate 

the performance of this system in acquiring the location 

information of an object for which it searches by object 

recognition processing. Two kinds of objects were put 

on a desk, and the actual measurement value was 

compared with the acquisition value for various 

positions. As a result, an error caused by the acquisition 

of the location information was measured. The angle of 

depression of the camera was set at 10°. Figs. 10 and 11 

show the experimental environment when the object 

were a PET bottle and a can, respectively. The 

experimental location was a placement on the desk in 

the laboratory that has a single color. It was measured 

12 times in each measurement place. 

 

※ object

desk

500mm 700mm

0mm

-150mm +150mm

-200mm +200mm

Case1 Case3 Case5

Case2 Case4 Case6

Z

X

 
Fig. 10 Experiment environment of PET bottle 

 

 

※ object

desk

500mm 600mm

0mm

-150mm +150mm

-100mm +100mm
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Case3 Case5

Case2

Case4

Z

X

 
Fig. 11 Experiment environment of can 

 

 

4.2 Result of experiment 
Table 1 shows an average error and the maximum 

error by the actual measurement value and the 

acquisition value at each object position when the object 

is a PET bottle. Table 2 shows the same when the object 

is a can. 

 

Table 1 Location information of PET bottle 

X Y Z X Y Z

Case1 -200 793 700 1.583 (2.0) 0.583 (1.0) 0.583 (2.0)
Case2 -150 800 500 0.667 (2.0) 1.167 (2.0) 1.167 (2.0)

Case3 0 793 700 0.917 (2.0) 0.167 (1.0) 1.500 (3.0)
Case4 0 800 500 0.500 (3.0) 0.250 (1.0) 1.000 (3.0)

Case5 200 793 700 1.250 (2.0) 0.417 (1.0) 1.250 (2.0)

Case6 150 800 500 0.417 (1.0) 0.750 (2.0) 0.917 (3.0)

Actual measurement [mm] Average error (Maximum error) [mm]

 
 

Table 2 Location information of can 

X Y Z X Y Z

Case1 -100 742 600 1.250 (2.0) 0.417 (1.0) 0.750 (2.0)

Case2 100 742 600 0.917 (1.0) 0.750 (1.0) 1.250 (3.0)

Case3 -150 753 500 1.500 (3.0) 1.167 (2.0) 1.333 (3.0)

Case4 0 753 500 0.167 (1.0) 0.417 (1.0) 0.833 (2.0)

Case5 150 753 500 0.750 (2.0) 0.417 (1.0) 1.083 (2.0)

Actual measurement [mm] Average error (Maximum error) [mm]

 
 

For both objects, we could confirm that there was no 

problem in the accuracy of the acquired location 

information, even when the object was at each position. 

Moreover, the result of measurements for the two kinds 

of objects showed the maximum error of each 

coordinate was within 3mm, and the error of the 

distance to the object was less than 1% . It is thought 

that this result is sufficient considering that the holding 

operation of the object was done based on acquired 

information. 

 

5. Conclusions 
We proposed a system for acquiring exact location 

information of an object by using image processing and 

LRS. This object recognition system acquires the 

location information of a recognition object by 

integrating range data obtained by LRS and image 

processing results recognized by the shape and color of 

the object. In an assessment experiment with the system, 

the object location information with very good accuracy 

could be acquired even when the can or a small object 

was recognized by the object recognition processing. 

Our next subject of study will be the development of 

a program to acquire object location in formations other 

than those of a recognition object. The reason is that the 

final purpose of our robot development involves 

developing the best way for it to hold an object. 
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Abstract: Path planning has been studied focusing on finding the shortest paths or smallest movements. The previous 
methods, however, are not suitable for stable movements on real environments in which various dynamic obstacles 
exist. In this paper, we suggest a path planning algorithm that makes the movement of an autonomous robot easier in a 
dynamic environment. Our focus is based on finding optimal movements for mobile robot to keep going on a stable 
situation but not on finding shortest paths or smallest movements. The proposed algorithm is based on GA and uses k-
means cluster analysis algorithm to recognize the much more information of obstacles distribution in real-life space. 
Simulation results confirmed to have better performance and stability of the proposed algorithm. In order to validate 
our results, we compared with a previous algorithm based on grid maps-based algorithm for static obstacles and 
dynamic obstacles environment. 
 
Keywords: Path Planning, GA, Clustering and static/dynamic obstacles 

 
 

I. INTRODUCTION 

Path planning is a navigation problem that mobile 
robots should find optimal movements to reach the 
destination position from the start point. It has been one 
of the complex problems on NP-Complete or NP-Hard 
domains that must have been solved for autonomous 
robots. Many researchers have studied for decades to 
construct robots that are capable of moving around 
autonomously. 

Path planning is divided into the hierarchical maps-
based and the grid maps-based[1]. The hierarchical 
maps-based method has an advantage of faster path 
planning because robot has simplified map data 
structures and can easily understand them. Thereupon 
the robot can’t recognize the detailed information in 
working environments. On the other hand, the grid 
maps-based may have the detailed information with the 
grid resolution on entire map, however the problem is 
the usage of much operating memory. In this paper, we 
focused on the grid-maps based approach to represent 
much more information that is helpful to autonomous 
robots in a dynamic real environment. The method is 
based on such a A*[1], potential field[1] and the 
Genetic Algorithm(GA). 

Recently, many autonomous robot researches have 
approached on evolutionary computing by employing 
GA, ACS (Ant Colony System) to solve the heuristic 
optimal problem for path planning. The researches 

based on evolutionary computing have mainly used the 
GA[3][4][5][6].  

In [3], it was suggested that a path planning operated 
with the chromosome structure have sufficient 
information, such as movement direction and so on. 
Though, its drawback of static chromosome size is that 
it has not been applied in dynamic space information. In 
[5][6], authors suggested the knowledge-based path 
planning that the chromosome of path routes could be 
dynamically resizable and that could be operated with 
the modified GA operators with the additional operators 
for faster processing than traditional GA. There are no 
approaches for various dynamic obstacles. Also, there is 
limitation for the real-life space application. In other 
study [7][8], it was suggested that ACSs can be applied 
to find shortest paths using pheromone that ants lay on 
for moving paths. They also focused on finding shortest 
paths and with no consideration of dynamic obstacles 
like Fig. 1. 

 
As it was mentioned above, most of the researches 

still focused on finding shortest paths or smallest 

Fig.1. Motivation of this paper 
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movements as be shown in Fig. 1. Besides the previous 
methods may be limited for mobile robots to avoid the 
various dynamic obstacles and make a stable path route 
in real-life space. 

Clustering method is one of data-mining techniques. 
Clustering is a set of methodologies for automatic 
classification of samples into a number of groups using 
a measure of association, so that the samples in one 
group are similar and samples belonging to different 
groups are not similar. Owing to the features of 
clustering, if it is adopted into path planning, it can be 
utilized for recognizing a workspace of a mobile robot 
while it is operating. It also reduces searching space and 
is helpful to find out optimal paths with more detailed 
information[2]. 

We suggest a path planning algorithm that makes the 
movement of an autonomous robot easier in a dynamic 
environment. We focus on finding optimal movements 
for mobile robot to keep going, on a stable situation but 
not on finding shortest paths or smallest movements. 
The proposed algorithm is based on GA and uses k-
means of cluster analysis to recognize the much more 
information of obstacles distribution in real-life space. 
Simulation results confirmed to have better performance 
and stability of the proposed algorithm. The obtained 
results is validated and compared with previously 
proposed algorithms which are based on grid maps 
algorithm for static obstacles and dynamic obstacles 
environment.  

The rest of this paper is organized as follows: 
Section 2 describes an overview of k-means as one of 
clustering analysis and building clustered information, 
included into the chromosome structure, for the 
proposed algorithm. We explain the proposed path 
planning algorithm in Section 3. Section 4 presents the 
experimental results for static and dynamic environment 
that is similar to the layout of official room to show 
efficiency of the proposed algorithm.  Finally, section 
5 concludes the paper. 

 

II. MAP REPRESENTATION 

In this section, we describe the k-means as non-
hierarchical clustering one to make groups using 
similarity among scattered data. We also see how one 
can build grouping information, included into the 
chromosome structure, when computed into the level of 
GA processing. Subsection A briefly presents the k-

means algorithm. Subsection B presents how to build 
combined groups with the same similarity. 

 
A. k-means clustering 

k-means (MacQueen, 1967) is one of the simplest 
unsupervised learning algorithms that solve the well- 
known clustering problem. The procedure follows a 
simple and easy way to classify a given data set through 
a certain number of clusters (assume k clusters) fixed a 
priori. The main idea is to define k centroids, one for 
each cluster Error! Reference source not found.. As 
an example the basic algorithm is as follows: 

Set D = { (xi,yi) | xi ∈ N, yi ∈ N} 
Step 1) For k point, Select the initial centroid point(x,y) 
of Set D randomly and set a new group(k) where k is a 
random value. 
Step 2) For all unsigned point, calculate the distance 
between one point and all k’s centroid point and assign 
one point into the closest centroid group(any k). After 
assigned, recalculate the centroid point for any k . 
Step 3) Iterate the Step 2 until not assigned newly any 
one point into other groups 
 

B. Map representation using k-means 
Fig. 2 shows the map where a mobile robot moves 

around. As you see Fig. 2, we divide the map into the 
grid unit cells of X x Y matrix. Let C୶୷ be the set of the 
cells. Also C୶୷  includes various values such as the 
points of Cells, the center point of Cells, the obstacles-
occupied density of the grid unit and the mean density 
of the k centroid for the grid unit. The detailed attributes 
is shown in table I. Let C୶୷

ୢ  be the density of the grid 
cell and C

୩_ୡୣ୬୲୰୭୧ୢ_ୢ  be the mean density of the k 
centroid for the grid cell. Then we can describe these 
equations as below: 

 

C௫௬
ௗ ൌ

ሺthe bright colored pixelsሻ ݂ ݎܾ݁݉ݑܰ

ሺall of pixelsሻ ݂ ݎܾ݁݉ݑܰ
 

, where x and y is index value of cells. 

Fig.2. Grid-based representation for a work-space 
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C
_௧ௗ_ௗ

ൌ  
Sum of the density of all C௫௬

all  C௫௬ allocateed in ݇ centoridሻ ݂ ݐ݊ݑܥ 
 

, where k is a constant index of centroids. 
First, we calculate all C୶୷

ୢ  for each cell to represent 
a map using k-means algorithm and then C୩

୩_ୡୣ୬୲୰୭୧ୢ_ୢ 
is calculated by using k-means algorithm. The 
calculated clustering values hold on the constructed 
data structure until all path planning procedures have 
been completed. 

Fig. 3 shows the represented maps using k-means 
algorithm with the distance vector equation (1) which is 
modified from Euclidean distance.  

The Function is defined as 

D൫C, C൯ ൌ หC
ௗ െ C

ௗห 
ට൫ܥ,௫ െ ,௫൯ܥ  ൫ܥ,௬ െ ,௬൯ܥ

β
 

 -------- (1) 
where β is a constant to scale the distance value  down. 

 

III. Path Planning Algorithm 

A. Outline of whole processing procedure 

 
Fig.4. Whole scheme of the proposed algorithm 
The entire scheme of the proposed algorithm is 

given in Fig. 4. The distribution information of 
static/dynamic obstacles is constructed as the initial step. 
In the next step, some random populations are generated 
subsequently fitness procedure is processed using the 
equation to find the optimal paths. The equation is 
explained in subsection C. In the Selection Operation, 
we use the tournament method proposed in the previous 
studies. In the next step, The Crossover Operation is 

processed to make better population generations than 
the pre-generated. The Mutation Operation is achieved 
to explore the low-rate searching spaces. The Additional 
Operations, which are the Insertion and the Deletion, 
are processed to smooth the chromosome and to cut 
them into the cycled paths off. In the final step, the 
proposed algorithm substitutes the old generation 
populations with the new generations which is done by 
this paper’s GA. The scheme iterates until the best 
optimal paths are found out. 

 
B. Chromosome 

 
Fig.5. Chromosome structure 

As mentioned above, each chromosome consists of 
various fields like Fig. 5. The first’s cells mean a start 
location and the last’s cells mean a destination location. 
The remained cells are random location to explore the 
optimal paths. Each cell of a chromosome is composed 
by selection, mutation, insertion and deletion operation 
and it has the information of cell’s map point, density of 
static/dynamic obstacles of k-means index value and its 
mean density.  
  

C. Fitness Operation 
Fitness function which is defined in conventional 

GA is an important thing to find the best optimal path. 
In this paper, we made a fitness function as in the 
equation (2) in order to calculate cluster information to 
apply to GA. The fitness function is defined as 

ቌ ܥܨ

_௦

ୀଵ

ቍ ൈ ߙ   ,ܥሺܧ  ାଵሻܥ

_௦ିଵ

ୀ

 

ۏ
ێ
ێ
ۍ

  หܥ
_௦_ௗ െ ାଵܥ

_௦_ௗห  หܥ
ௗെܥାଵ

ௗ ห

_௦ିଵ

ୀ


ටሺܥ,௫

ௗ െ ାଵ,௫ܥ
ௗ ሻଶ  ሺܥ,௬

ௗ െ ାଵ,௬ܥ
ௗ ሻଶ

ߚ
    

ے
ۑ
ۑ
ې

 

       ------------ (2) 
Where ch_s is array size of the chromosome, 

k_mean_d is mean value of obstacles density’s 
distribution on a cluster, α is a constant value to scale 
fitness values up with infeasible paths, FC is the 

 

  
Count of centroids : 10 
Grid Width : 50 pixels 
Grid Height : 50 pixels 

Count of centroids : 10 
Grid Width : 50 pixels 
Grid Height : 50 pixels 

 
Grid Width : 50 pixels

Fig. 3. Examples of represented map using k-means 
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number  of infeasible paths, β is a constant to scale 
fitness values down. 

 

IV. Experimental Results 

To confirm the better performance and stability of 
the proposed algorithm, we compared with a previously 
studied methods based on grid maps-based algorithm 
for static obstacles as well as for dynamic obstacles 
environment. The algorithm has been developed using 
CxImage Open Library as the image processing tool and 
Visual Studio 2008 as the development toolkit on 
Windows system family. 

(a) Map resolution : 674x461x24b, Path finding result without 

dynamic obstacles 

(b) Map resolution : 674x461x24b, Path finding result with 

distributions of dynamic obstacles 

(c) The pink-colored point : start position and the violet-colored 

point : destination position 

Fig.6. Comparison of path planning results between non-
dynamic obstacles space and dynamic obstacles space 
Fig. 6 shows the comparative result when the 

proposed algorithm is processed with and without 
dynamic obstacles. The results demonstrate that the 
optimal and stable path can be achieved in the 
environment with various dynamic obstacles. Certainly, 
one can confirm that the proposed algorithm has better 
performance than the previous grid-based approach(A*) 
in the space with static obstacles as Fig.7 and Fig. 8 
show. 

 

Fig.7. Comparison of processing speed with A* 

 

Fig.8. Comparison of found shotest path with A* 

V. CONCLUSION 

As the result of simulation, the proposed algorithm 
produces to process the optimal path by the order of 
routes having much less obstacles distribution with the 
clustered information when is compared with the 
previous grid-based approach. 
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Abstract: Many studies have tried to develop more accurate and highly sophisticate vision-based navigation algorithm. 
Simple  and  efficient  navigation  has  been  considered  to  save  computation  time  and  spatial  memory.  Bio-inspired 
navigation methods follow the navigation model of insects or animals, and it is believed that their mechanism use the 
image matching between the home snapshot image and the current snapshot image to determine the homing direction 
without any other information. This kind of simple navigation approach can be applied to robotic navigation. In this 
paper, we show the potential of the image matching approach for homing navigation

Keywords: visual navigation, image matching, bio-inspired robotics

I. INTRODUCTION
Extensive  researches  have  been  conducted  on  visual 
navigation.  Many studies  have  tried  to  develop  more 
accurate and highly sophisticate vision-based navigation 
algorithm.  Yet  simple  and  efficient  algorithms  are 
required for real application of navigation. Bio-inspired 
approaches  to  model  animal  behaviours  are  plausible 
ideas to find efficient navigation methods. 

Many animals and insects are known to be able to return 
home  by  using  the  vision-based  navigation  system. 
Many  animals  including  gerbils,  hamsters,  rats  and 
pigeons use landmarks to find the location of their nest 
place. 

The honeybee is a representative insect to use landmark 
navigation.  Anderson  argued  that  honeybees  do  not 
recognize  the  entire  environment  in  great  details,  but 
use the configuration of surrounding objects roughly by 
dividing the visual environment into some sectors [1]. It 
means that honeybees show the visual environment as 
an  overall  configuration  of  landmarks.  Anderson 
suggested a distribution model based on the concept of 
sectors to support the real experiments of honeybees.

According  to  the  landmark  navigation  proposed  by 
Cartwright  and  Collett  [2],  honeybees  remember  a 
snapshot near the nest and compare the current image 
with the home snapshot. Comparing the two images, the 
insect decides the homeward direction at any spot and 
ultimately  approaches  home.  This  image  matching 
model  becomes  a  basis  of  many  insect  navigation 
algorithms afterwards.  Among them,  we focus  on the 
image matching algorithm established by Franz  et  al. 
[3].
They use the equidistance assumption that all landmarks 
are in the same distance and calculate the estimation of 
image  displacements  for  every  possible  movement 

(direction).  The  image  displacements  produce  a  new 
snapshot  image  from  the  current  image.  The  homing 
agent can choose the direction with the best matching 
score  between  the  home  snapshot  and  estimated 
snapshot. Franz et al. showed that the homing strategy is 
adequate for the robot navigation [3,4].

Standing  on  the  basis  of  snapshot  model,  we  have 
proposed  a  new  method  for  robotic  home  navigation 
which is named  Sector-based image matching method 
[5].  The method use the  estimation process  shown in 
Franz et al.’s approach with the equidistance assumption 
and  the  division  of  the  image  found  in  Anderson’s 
model.  The  landmark  position  and  the  number  of 
landmarks in a  given sector  can be considered as the 
image information and so pixel-by-pixel comparison in 
the  Franz  et  al.’s  approach  is  replaced  by  sector-by-
sector comparison. 

We  compared  the  performance  with  Franz's  image 
matching method. It has shown hat it is more efficient to 
return home in some regions than the image matching 
method in computer simulation. In this paper, we show 
experiments of a robotic navigation through the sector-
based matching method, and discussed the performance 
and application for a robot.

II. METHOD
1.  Pixel-based Image Matching

According  to  Franz  et  al.'s  method,  the  visual 
information  about  surroundings  is  represented  as  a 
binary  array  of  image.  The  binary  1  indicates  the 
existence of landmark in a specific angle and binary 0 
no landmark. We assume that the visual environment is 
taken  as  an  omnidirectional  camera  information.  A 
continuous part of binary values is a measure of the size 
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of the landmark.  Franz  et  al.  suggested an estimation 
process  for  the  next  moving  directions.  For  each 
directon, the information of surrounding landmarks can 
be  converted  to  a  new  array  of  binary  values  –  see 
Figure 1, if we know the location of landmarks. Here, 
they assume that all landmarks are in the same distance, 
which simplifies the calculation of the new image. 

Figure 1. Visual displacements with a landmark 
(reprinted from [6])

The estimation image for each moving direction forms a 
virtual  image  from  the  current  snapshot  image.  The 
image is  compared  with the  snapshot  image near  the 
nest.  The home snapshot is  also recorded as  a  binary 
array of image. Here, the dot product between the two 
images  to  be  compared produces  the image matching 
level. The higher level means closer to the nest. If  an 
agent  chooses  the  moving  direction  with  the  best 
matching level, it has more chance to approach home. 
Surprisingly, this simple mechanism works well for the 
environment with surrounding landmarks.

2. Sector-based Image Matching 

The concept of sector information is an index about how 
to recognize the visual environment. The whole image 
is divided into several sectors. For instance, if a robot 
recognizes the visual environment with five sectors, the 
range of each sector is 72 degrees of angular space in 
visual image. Each sector keeps the information of the 
landmarks which belong to the sector, for example, the 
number  of  landmarks  and  the  landmark  sizes.  Visual 
environment is not recorded as pixel information, but as 
sector information. 

The  sector-based  encoding  uses  two  components, 
occupancy and landmark size difference. The occupancy 
is to check whether at least one landmark exists in each 
sector  or  does  not.  If  a  landmark  is  in  a  sector,  the 
occupancy of the sector is set to 1 and otherwise, set to 

0.  The  landmark  size  difference  is  how  much  the 
apparent landmark sizes are different at the nest and at 
an  arbitrary  point.  It  is  equivalent  to  the  distance 
difference  of  landmarks.  The  robot  does  not  have  to 
know the accurate size of individual landmarks as long 
as it knows how much a sector is filled with landmarks. 
If  there  are  several  landmarks  in  a  sector,  then  the 
average  size  should  be  considered  by  checking  how 
many  landmarks  are  found  and  how  much  the 
landmarks fill the sector space.

Here, we also use the equidistance assumption that all 
landmarks have the same distances from each robot, the 
robot  can  easily  calculate  the  distance  from  the 
landmark according to its size.

The matching score is calculated with the two factors, 
the occupancy and landmark size difference between the 
two snapshot images. One image is from the nest place 
and the other is from the current robot position.

Matching score = occupancy * (1-α*size difference)

where  α is  the  scaling  factor  to  normalize  the  size 
difference  into  [0,1].  The  higher  matching  score 
indicates the more similar images.
 
Considering both the occupancy and the size difference 
in the matching score allows the robot to recognize its 
relative position with respect to its surroundings.

III. EXPERIMENTS

We  tested  the  sector-based  approach  with  simulation 
and robotic experiments. For a mobile robot, we used 
the Roomba cleaning robot and a laptop computer was 
mounted on the robot to control the motor actions. Also 
an omnidirectional camera (designed by Seunghun Baek 
in our lab) consisting of webcam and a metallic sphere 
was  stacked  on  the  top  of  the  robot  to  take 
omnidirectional snapshot images.   

We used red-colored cylindrical objects for landmarks. 
The  omnidirectional  image  is  converted  into  the 
panoramic  image  and  the  robotic  system  initially 
processes  to  find red-colored  landmarks  with  a  given 
color threshold, and the angular resolution is 1 degree 
and so the red-colored side is marked 1 in the binary 
array with a size of 360.

We pick up a set of test points in an arena and calculate 
the home vectors based on the sector-based approach. 
Without compass, the system needs to check all possible 
head  directions  as  well  as  the  moving  directions.  To 
reduce the time complexity, we use 72 head directions 
and  72  moving  directions.  The  number  of  moving 
directions is related to the angular resolution of possible 
movements for the best matching score. We assume that 
all landmarks are in the same distance of 100 cm. The 
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moving distance from the current position, the number 
of head directions, and the number of moving directions 
can vary.  Two different numbers of head directions, 6 
and 36 were tested. The moving distance is 10 cm, and 
72 moving directions. Here, we used four sectors for the 
whole  image.  The  result  is  shown  in  Figure  2.  The 
number of  head directions influences  the vector  map. 
More possible head directions have better performance 
for homing navigation.

(a)

(b)
Figure 2.  Vector map with sector-based approach (dot 
direction:  moving  direction  with  the  best  matching 
score)  (a)  6  head  directions  (b)  36  head  directions 
(center point (500,500): home) (reprinted from [7])

We  simulated  the  robot  trajectory  for  any  arbitrary 
position outside the landmarks and the robot can reach 
home  successfully  –  see  Figure  3.  The  pixel-based 
approach suggested by Franz et al. [3] shows that the 
agent can return home with high probability inside the 
landmarks, but it has difficulty in returning home inside 
the  landmarks.  In  contrast,  the  sector-based  approach 
shows effective homing navigation for any spot, if the 
rate of moving distance over the landmark distance is 
appropriately chosen.  

With  a  similar  environment,  we  tested  the  robotic 
navigation with sector-based approach. It shows similar 
performance  to  the  simulation.  Sometimes  noise 
influences  the  homing  direction,  but  generally  the 
homing  direction  is  very  close  to  that  in  simulation 
results. Figure 4 shows the robot can return home with 
the sector-based approach regardless of different home 
positions.

Figure 3. Trajectory map (reprinted from [8])

IV. DISCUSSION

The snapshot  image is  taken  with  an  omnidirectional 
camera  and  the  image  covers  landmarks  for  all  the 
directions.  The snapshot image is divided into several 
sectors.  Each  sector  checks the  landmark  information 
inside  the  zone.  We  investigate  several  variations  of 
sector-based  approaches  by  overlapping  the  sector 
zones, increasing the number of sectors, or changing the 
size of sectors. Especially overlapping the sectors with 
an appropriate number of sectors may be more robust in 
noisy environments.

In  this  paper,  we  show  that  the  sector-based  image 
matching approach is a simple and efficient algorithm 
for  a  robot's  navigation  system  based  on  visual 
landmarks. If the landmark navigation is combined with 
path integration mechanism, the agent can return home 
even for the area far from the nest. We can apply the 
path  integration  at  far  distance  and  use  the  image 
matching  method  at  close  distance.  The  sector-based 
algorithm  reduces  the  time  complexity  by  simple 
comparison of snapshot images, and also can efficiently 
find the way back home at a far distance or even under 
low resolutions  of  vision if  the  view of  landmarks is 
available. 
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(a)

(b)

Figure 4. Vector map with robotic test over two different 
home positions (a) home (500,500) (b) home (560, 580) 
(reprinted from [8])

V. CONCLUSION

The image matching process records the snapshot image 
near the nest place, and compares the current snapshot 
image with the nest snapshot. Each snapshot image is 
divided into several sectors, and each sector encodes the 
landmark occupancy and landmark size. Then a pair of 
snapshot  images  are  compared  each  other  sector  by 
sector.  This suggested approach is  more effective and 
efficient  than  the  pixel-by-pixel  image  matching 
method. With the approach, a mobile robot can return 
home  accurately  with  several  landmarks,  if  it 
remembers the snapshot image near the nest.
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Abstract: The aim of the present study is to describe the social interests and practical progress, which related with 
therapeutic services for the individuals, who are searching new challenges in life. In order to achieve this goal, the 
database from the national statistic institute was cited, especially in the field of social welfare related with children, 
adolescents and family life. In addition, some examples from DCU are presented for educating expertise in this field for 
reporting practical progress. The interests as well as the inquiries of demand due to therapeutic service are significantly 
increasing in last few years. This phenomenon is probably based on some factors such as family relation changes, 
increased portion of small families etc and unexpected social problems as a consequence. Among them the care of 
juvenile population in the unstable family relations should be treated with priority. Thus, the large number of expertise 
is necessary for counseling / making therapeutic service of such population. DCU tries to establish special program for 
educating expertise in the field of therapeutic services currently. For example, DCU provides Interdisciplinary approach, 
Transregional approach, and International collaboration etc in order to satisfy nationwide necessity of therapeutic 
service expertise education. Even though this program is not fully completed, the special program of DCU is a big 
positive example to fulfill social interests in terms of therapeutic services as well as Life Long & Higher Education. 
 
 
Keywords: art therapy,  online-based, therapeutic services, new challenges in life 

 
 

I. INTRODUCTION 

The online based whole life education system is 
becoming more meaningful especially in the time of 
information. Reeducating to adapt such social 
phenomenon seems to be necessary. 

Park (200) defined the 20 C as  social safety net era, 
whereas the 21 C is social risk management era. The 
target population in the era of social safety net is the 
small portion of whole population, who are coming 
from social weak class. However, the risk in 21C is 
valid for the whole population. Thus, risk management 
is necessary. For example, the job security is 
comparably weaker, the employees should train 
themselves for confronting / overcoming unexpected 
problems. Also, the  network of social risk 
management is necessary.   

One of best examples to avoid high risks from this 
viewpoint is the lifetime learning and most realizable 
tool for this is the e-learning. E-learning is not limited 
spatially or temporally, thus the sharing of information 
is possible (Park, 200) 

The lifetime learning is based on each individuals’ 
willingness to learn / self-directed learning capacity. 
This doesn’t mean alone the collecting / perceiving of 

existing knowledge, but this must be related with the 
capacity to create / treat new information. 

The e-learning based  lifetime learning includes 
such  factors, so that this should be one of 
representative tool for preparing newly coming 21C era 
of risk management network. The e-learning also 
provides lots of contents, which covers various 
expertise fields. 

The  social problems in 21 C is detailed and 
diverse. However, it is regarded that melting point of 
problems is lying in the family. The individual 
definition or understanding about family should be 
newly formulated.  

In order to solve these problems, individual based 
therapeutic service is recommended. To effectively 
provide this service, the understanding current social 
problems and predictions of future problems should be 
simultaneously done.  

For this purpose the database from the national 
statistic institute was cited, especially in the field of 
social welfare related with children, adolescents and 
family life. This might help to understand the newly 
coming social problems in 21 C. Thus, the necessity of 
therapeutic service is also emerging. In addition, some 
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examples from DCU are presented for educating 
expertise in this field 

 

II. Materials and Methods 

The increasing demand of therapeutic services 
Some subdivisions were done to effectively 

understand / organize the change of family relation for 
better therapeutic services to adolescents / children 
currently.  

1. The change of family relations 
2. The future of social welfare services 
3. Cases of special-care needed children and their 

social environment 
4. Details of juvenile counseling 
5. Types of inner family violence  
 

III. Results and Discussion 
 

Examples of specific programs for educating the 
expertise for therapeutic services at DCU  

 
Following examples are presented for educating 

expertise in the field of the therapeutic services at online 
education institute. These projects are undergoing at 
DCU currently. 

1. Interdisciplinary approach- Collaboration of 
departments such as playing, art, language therapy as 
well as social welfare, consulting psychology, special 
pedagogy. 

 2. Trans regional approach- Establishing domestic 
collaboration network due to practice and clinical aims 

3. International collaboration-Integrating close 
relationship with foreign institutes and universities  

4. The program consists of theoretical as well as 
practical, clinical lectures in the form of seminars and 
workshops. 

 

1.Interdisciplinary approach     
For educating expertise of therapeutic service it is 

important to consider how the similar disciplines are 
connected. Following examples demonstrate the 
detailed know-how of interdisplinary work due to e-
learning. 

 

Collaboration with many disciplines  
The collaboration of many departments is 

meaningful especially in the viewpoint of e-leaning’s 
self-directed education. Effective e-learning should 
therefore include effective curriculum to achieve 
effective learning results (Woo, 2006). DCU provide 

some remarkable examples, especially in credit 
acquisition.  

 
<Interdisplinary program due to credit sharing> 
1.Handout of certificate signed by university 

president after graduate from the major 
2Acquisition of certificate by achieving credits in 

non-majors. 
3.Expertise training by minors 
4.Certificate of non-major through double- major 

system 
 
Such open learning system is in line with the idea 

of the expertise of therapeutic service.  
 
< Interdisplinary program besides credit sharing > 
1.For sharing all expertise information  regular 

off-line meetings were planned. It should be done 
across all students and alumni. The information is 
for example job opportunity etc. 

2.The meeting is recorded as a movie clip and 
uploaded in the web in order to share this with 
member, who could not attend the meeting.. 
3.Seminars in form of tele-conference are also 
planned to expand the  chance to have a direct 
contact with the teaching personnel.  
4. The professional experience is shared with the 
students by the alumni. 
 

2. Trans regional approach  
 
For educating therapeutic services expertise the 

relationship with other local organization is necessary.  
The sister institutes with DCU can obtain 

following benefits. 
 1Facilitated scholarship if the  members of 

institute want to enter DCU 
     2.Obtaining students personnel in form of 
vo1untarily participation 

3.Supporting many kinds of collaboration 
4. Obtaining professional advice 
 

3. International collaboration  
 
In form of developmental aid, the countries, which 

have already good e-learning system, should have good 
relations with the developmental countries. This e-
learning sharing started from 1980s. But the ingredients 
of this sharing are changed. The e-learning university 
system was worldwide challenge projects, therefore 
there are institutes, which successfully achieved such 
jobs and also institutes, which did not reach that goal.. 
The most remarkable difference between success and 
failure is lying on the sharing of on-line and off-line 
systems. The successful institutes are for example, open 
university in England, University of Phenix and nova 
southerwestern university in US. The examples of 
success story is presented next. 
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<Off-line relations> 
MOU in form of sister institutes or inviting 

distinguished scholars were main stream for this 
purpose  

1.Evidence-based Therapy for 
Children·Adolescents with EBD, March 2009 

2. Developmental aid 
  
<Distance learning/ on-line relations> 
Supervision service for clinical work by university 

or departments 
1. Supervision of students abroad 
Distance learning clinical supversion 
2. Collaboration with distinguished scholar groups.  
On-line communication is very advantageous, 

since this method allows sharing information, planning 
new research works with foreign partners without time 
delay etc. 

  
USA and Australia, for example, have already e-

learning program worldwide due to intensive 
development of number of contents. This is also valid 
for therapeutic service. They provide not only therapy 
program by e-learning, but also examples of experience 
of professionals by doing on-line seminars and so on. 
One can obtain on-line lecture related with the 
appliance of US doctoral licence or German engineering 
seminar. On the basis of high quality and time /space 
limit free accessibility of these on-line lectures, the 
number of persons, who are willing to visit the lecture 
are continuously increasing despite the high costs.  

 

4. Education program  
 
A main purpose of on-line university is to support / 

provide the method, which can facilitate the self-
directed education to the lecture attendees. Differently 
to the off-line, real lecture, the  program of on-line 
lecture should be more compact, i.e. lots of animation 
presentation during the lecture.  

The big challenge of on-line lecture is the keeping 
attention during the seminar of participants. The 
program should help the participants to concentrate 
lecture. Simply speaking, the lecture must be interesting. 

 Csikszentmihaly(1990)  suggest nine 
components of such concentration  / attention during 
on-line lecture. 

.  
1.Controlling the lecture difficulty and the  
level of participants’ knowledge  
2.Should show clear goals 
3.Clear Feedback 
4.Perception and doing must be non-separated 
5.Concentration on current work 
6. Feeling of possibility that one can control 
his environment and himself during lecture 
7.Should not be conscious to themselves 

8.Time flow should be differently perceived 
9. One must be capable of enjoying such flows 
. 

The experience of such concentration has positive 
influence on self-estimation, learning time, and success 
rate of learning achievement (Csikszentmihaly, 1993, 
Hektner, 1996). Therefore, self-directed learning based 
e-learning program must include some components. 
Even though there are many research works for 
increasing the effectiveness of learning currently, the 
program for educating therapeutic service expertise 
should be differently approached.  Following 
suggestions will be presented for making better on-line 
lecture program in terms of therapeutic service. 

In terms of searching effective model of education 
related with the development of self-directed learning, 
the concentration to the lecture is not only important for 
understanding the ingredients, but also meaningful for 
the participants, because this is one of key components 
by doing therapeutic service. US reports from clinical 
psychology society (1947) indicate following 15 
characters of therapy expertise. 

1.Capablity as a therapist  
2.Creativity and rich resources  
3.Curiosity  
4.Interest to human beings  
5.Intuition to themselves   
6.Sensitivity to complex motivation  
7.Patience  
8.Ability to have good relations with other social 
partner  
9.Continuity and hardness to the pressure  
10.Responsibility  
11..wit  
12.Ability for self-control  
13.Clear view to ethical apects  
14diverse cultural backgrounds  
15.Understanding clinical psychology  

 
The commonality between the experience of 

concentration and ability as a therapist is healthy self-
estimation. The experience of concentration affects 
positively to the self-estimation, because healthy self-
estimation is very important to become a good therapist. 
In addition, the joy of concentration  makes the  
learning interesting. The wit rich therapist can enjoy his 
therapy time with the patients. The patients are in most 
cases lack of self-value-estimation and therefore it is 
very important for them to increase such feelings. The 
therapist should respect himself for doing this job.  

Increasing this feeling by doing feedback in e-
learning system based on artificial intelligence from the 
patients / clients is the main purpose of the therapy. 
Such system called as Carnegie Learning (2005) is 
widely used in US; approx. 150,000 middle school boys 
and girls use this system. This type of on-level-
upgraded e-learning system can be exported to other 
countries.  
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The on-line university does not have such AI based 
tutor system yet, they are trying to develop similar 
system by doing LMS and LCMS. DCU also has special 
program for this. The lecture consists of theory, practice, 
clinical work, and supervision, which related with the 
credit acquisition. The self study consists of seminar, 
workshop and case study etc. 

.  
1.Course with the credit acquisition 
 
This course consists of theory, practice, clinical 

work, and supervision. Theoretical work is available in 
100% on-line. Clinical work is based on the application 
after completing video lecture. After learning some 
cases through videos some practices should be done. 
This includes self-report and reports about other persons. 
Voluntarily work in any social welfare organization 
should help such learning. Overall, the clinical work 
includes meta-cognition, controlling motivation and 
behavior. 

The student should be able to setup goals and plan 
whole procedure. The lecture of planning, controlling 
includes such facts (Chung, 2008). The student can with 
the help of LMS service can control his own plan, 
learning progress in weekly base. In addition, he can 
also successfully achieve the lectures.   

Other important fact, the feedback between student 
and  teacher can be easily done by using LMS system. 
The web-blogs includes Q&A etc and this will help 
simultaneous interaction for both parties.  

The student can ask help to his teaching personnel 
actively and this of course includes progress 
controlling. . 

This might be helpful for the future job opportunity 
for the students.  

The supervision service also aimed to educate good 
therapeutic service expertise. Supervision can be 
accompanied with advice of the field experts.  

 
2.Self study (non-credit) 
Semianar 
Workshop 
Case study 
Voluntary work 
 
Non credit self study provides free to the students 

and alumni. This study includes identical ingredients to 
credit one and this is available for both on and off  line. 
The students in DCU are distributed all country area 
even abroad, thus the regular seminars, Seminar, 
workshop, case study, voluntary work are organized by 
the university administration. 

 

IV.Conclusions 
The present work demonstrates the growing social 

interest in terms of online therapeutic service in Korea. 
The existing literature data and governmental statistics 
were cited as a social /environmental background. DCU 

as one of the online education organization is now 
trying to setup special program for educating expertise 
of therapeutic service.  
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Abstract: In this era, the GHG(Green House Gas) is regarded as a very important issue of world wide economics. After 
declaring United Nations Framework Convention on Climate Change, world wide economy environment needs GHG 
Reduction, changes accelerative by Emission Trading System, and etc. After 2012 when Kyoto Protocol is Finished, 
New System is established by international agreement. And no matter what the system is, The range of countries have a 
duty for reducing GHG will be widened gradually. Therefore, the effort for reducing GHG must be necessary and we 
have to prepare for new trade barrier called the environment regulation for GHG . This paper shows the design of GHG 
Reduction Control System based on smart metering that can reduce GHG in the manner of dynamic management and 
planning for the progress of production. Also, we propose the simulation environment that can verify and validate the 
required functionalities of GHG Reduction Control System

Keywords: Greenhouse Gas. Reduction.

I. INTRODUCTION

  Kyoto protocol is a main motive which created and 
developed the present carbon market by Kyoto
mechanism, and etc. However, Kyoto protocol is 
finished by 2012. so, the appearance of carbon market 
to come changes by the result of international 
negotiation. 

According to fourth  Assesement Report IPCC 
presents in 2007, the emission of whole world’s GHG is 
49 billion tons that increase about 20 billion tons more 
than 1997’s 28.7 billion tons. Also, the level of GHG in 
earth’s atmosphere is estimated about 455 ppm in 2005. 
and the carbon dioxide’s level of it is about 379 ppm 
that increase about 100 ppm more than 280 ppm in 1750 
before industrialization. If we want to stabilize the level 
of carbon dioxide at this level, we have to reduce 
emission of carbon dioxide about 50~85% as of 2000.

As we can see fourth Assesement Report of IPCC and 
etc for emission of carbon dioxide. In ‘Post 2012’
system, in order to reduce the damage of climate change 
by global warming, the reducing goal of Advanced 
countries include USA must be strengthen more and 
developing coutries’ reducing effort for GHG also must 
be added According to Human Development Report 
which UNDP presents in 2007, in order to prevent the 
average temperature of earth from growing 2℃, the 
level of carbon dioxide in atmosphere must be stabilized 
at 450 ppm following of IPCC’s fourth Assesement 

Report, for this, we have to reduce the emission of 
GHG 50% as of 1990 till 2050. Therefore, the report is 
pointing to need not only the effort of advanced 
countries but also the effort of developing countries’.

The specific form of carbon market is decided by the 
end of 2009 which ongoing international negotiation for 
‘Post 2012’ is finished. Depending on the outcome of 
negotiations, carbon market will have two situations. 
The first is made international agreement which Annex I 
countries includes USA agrees the reduce of respectable 
scale. The second is not made an international
agreement. so, the reducing goal of each countries is 
decided by depending on their situation. In any situation, 
carbon market will be widened, and it is inevitable 
assignment that reduce GHG

This paper shows the design of GHG Reduction 
Control System based on smart metering that can reduce 
GHG in the manner of dynamic management and 
planning for the progress of production because of 
corresponding to international flow. Also, we propose 
the simulation environment that can verify and validate 
the required functionalities of GHG Reduction Control 
System

II. Simulation Environment
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  GHG Reduction Control System proposed and 
designed in this paper is in Carbon Management System 
based on Smart Metering which Daedeok Innopolis is a 
supervisor of project. The outlines of Carbon 
Management System based on Smart Metering is shown 
as [Fig 1].

Fig 1. outline diagram of Carbon Management 
System based on Smart Metering

Carbon Management System based on Smart 
Metering is divided into two, measurement and analysis 
system based on Smart Metering and GHG Reduction 
Control System. Measurement and analysis system 
based on Smart Metering receives the consumption of 
electronic power which is measured by process via 
Zigbee interface, analyzes carbon footprint, and 
transmits analysis information of carbon footprint to 
GHG Reduction Control System. GHG Reduction 
Control System receives analysis information of carbon 
footprint, establishes statistics information, visualizes it, 
and presents interfaces that can let operators make a 
plan for reducing GHG.

  Carbon Management System based on Smart 
Metering chose one facility and will have an test after 
implementation is finished. So, Before Testing, in order 
to verify and validate the required functionalities of 
GHG Reduction Control System, simulation 
environment that simulate Carbon Management System 
based on Smart Metering is established. Organization of 
simulation environment is show as [Fig 2].

Fig 2. Organization diagram of simulation 
environment

Simulation environment is made up of three boards for 
communicating and three notebooks based Windows 
platform. Three boards and one notebook takes a role as 
measurement and analysis system, one notebook takes a 
role as GHG Reduction Control System, and last one 
takes a role as a Carbon Labeling Authentication 
System. Carbon Labeling Authentication System 
receives carbon labeling information from GHG 
Reduction System. 
  Two boards simulate smart meter of electronic power 
and transmit information of electronic power’s 
consumption via Zigbee interface. One board takes a 
role as Zigbee gateway, receives the information, and 
transmits to notebook which generates carbon footprint 
information via RS232. Carbon footprint information is 
transmitted to notebook which takes a role as GHG 
Reduction Control System. The notebook generates 
carbon labeling information from analysis information
of carbon footprint and transmits to notebook which 
takes a role as Carbon Labeling Authentication System.

III. GHG Reduction Control System

GHG Reduction Control System takes two primary 
roles. The first is exchanging the information with 
measurement and analysis system, generating carbon 
labeling authentication information and transmitting it 
to Carbon Labeling Authentication System. The second 
is establishing statistics information, visualizing it, and 
making a plan for reducing GHG. The outline of 
functionalities is shown as [Fig 3]

Fig 3. Outline diagram of GHG Reduction Control 
System
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  All the systems in Carbon Management System based 
on Smart Metering share the necessary information by 
Common database. All the system have their own 
databases, but they read the information to need, and 
write the information to be transmitted

1. Information managing

This functionality is Managing Information which 
will be transmitted to and received from. Information 
doesn’t means only carbon footprint information, 
carbon labeling information, and GHG Inventory but 
also equipment, process, and product information. So, 
let GHG Reduction Control System have a scalability 
that can manage a number of equipment.

2. Managing and Planning

GHG Reduction Control System presents 
visualization of statistics information for GHG. Also, let 
operator can establish the plan of reducing GHG and 
progress by them.

3. Carbon Labeling Authentication Information

  Carbon Labeling is the system that labels product
with the emission of GHG which adds the emission
whole level of product from raw material, to discard. 
Carbon Management System based on Smart Metering 
only measure electronic power. So, GHG Reduction 
Control System reads the necessary information from 
GHG Inventory except receiving from measurement and 
analysis system, and generates carbon labeling 
authentication information 

IV. Conclusion

  GHG Reduction Control System in this paper is 
designed as a part of Carbon Management System based 
on Smart Metering. Carbon Management System based 
on Smart Metering presents the functionality which 
measures the consumption of electronic power by Smart 
Metering by process, and makes a plan for reducing 
GHG by analysis information of carbon footprint that 
smart meter generates accurately more. its goal is 
growing efficiency of The Environment Management 
System

GHG Reduction Control System takes a role that 
manage carbon footprint information and GHG 
inventory and etc. and makes a plan for reducing GHG 
so that will correspond to the environment regulation to 
come.

In order to firm up operational ability and the 
scalability which can manage a number of facilities, 
Additional Experiment for minimizing access chances 
to common database of [Fig 3] is needed. Because, 
present design makes all the systems use one common 
database. So, have to find out more suitable data 
modeling by analyzing the quantity and the property of 
data and traffic that each equipment generates.
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Abstract: As the traditional resources have become rare, renewable energy sources are developing quickly. The grid 
connected renewable sources is one of the most importance problem in smart grid fields. To reduce harmonic in this 
grid, many filter techniques have been developed. Compared traditional L filter, a LCL filter is more effective on 
reducing harmonic distortion at switch frequency. So, it is important to choose the LCL filter parameters to achieve 
good filtering effect. In this paper, a design method of LCL filter by bacterial foraging optimization is proposed. 
Simulation result and calculate data are provided to prove that the proposed method is more effective and simple than 
traditional methods. 
 
Keywords: Renewable energy sources, Smart grid, LCL filter Bacterial foraging optimization. 

 
 

I. INTRODUCTION 

Voltage-source PWM method has many advantages 
such as bidirectional power flow, controllable power 
factor and sinusoidal input current. A PWM converter 
with higher switching frequency will result in smaller 
LC filter size. However, switching frequency is 
generally limited in high power applications. As an 
alternative solution, LCL filter is more attractive for two 
reasons: [1] 

 
- It has better attenuation than LC filter given the 

similar size. 
- LCL filter provides inductive output at the grid 

interconnection point to prevent inrush current 
compared to LC filter. 
 

In 2005, Marco Liserre presented a step by step 
design method to design the LCL filter [2]. But the 
method is complicated. 

Recently, artificial intelligence has become a 
popular search technique used in computing to find 
exact or approximate solutions to optimization and 
search problems. There are many kinds of artificial 
intelligence and Genetic Algorithm (GA) is used 
mostly[3]. Genetic algorithms are a particular class of 
evolutionary algorithms the use techniques inspired by 
evolutionary biology such as inheritance, mutation, 
selection, and crossover [4]. It becomes successful 
because of its concise arithmetic describing. On the 

other hand, as natural selection tends to eliminate 
animals with poor foraging strategies through methods 
for locating, handling, and ingesting food and favor the 
propagation of genes of those animals that have 
successful foraging strategies. Based on this conception, 
Passino proposed an optimization technique known as 
the Bacterial Foraging Optimization (BFO). The BFO 
mimicking biological bacterial food-searching behavior 
has been applied in the field of optimization. 
Optimization methods inspired by bacteria can be 
categorized based on the chemotaxis algorithm and 
bacterial foraging algorithm. The chemotaxis algorithm 
was proposed for analogy to the way bacteria to react 
chemoattractants in concentration gradients. The 
bacterial foraging algorithm is based on bacterial 
chemotaxis, reproduction and elimination-dispersal 
events  and has been variously applied to some 
problems such as optimal control design [5], harmonic 
estimation [6], transmission loss reduction [7], active 
power filter synthesis[8], and  learning of artificial 
neural networks [9]. This paper presents a new design 
method of LCL filter using bacterial foraging 
optimization.  

 

II. SIMPLIFIED DESIGN PRINCIPLE OF 
LCL FILTER 

The Three-phase Voltage Source PWM converter 
with LCL filter is shown in Fig.1. The filter has three 
unknowns, L1,Cf and L2. In the following, three 
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considerations that lead to three equations for 
determining the three unknowns will be discussed. 

 
 
 
 
 
 
 
  

 
Fig.1. Topology of three phase VSC with LCL filter 

 
The traditional design method can be calculated by 
following equations[4].  
 

1
,2 6

g

s ripple peak

V
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f i
=                (1) 

 
0.05f bC C≤                   (2) 

 
1

( )b
n b

C
Zω
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2
gLL

b
n

V
Z

P
=                    (4) 

gV  is the RMS value of grid voltage, sf  is inverter 
switching frequency, is the base capacitance, bZ is base 
impedance, gLLV is grid line voltage and nP  is inverter 
rated power.  
 

0.025f bC C=             (5) 
 
The grid side inductance of LCL filter 2L is computed 
as follow. 
 

2 10.8L L=                (6)  
 

III. BACTERIAL FORAGING 
OPTIMIZATION 

Search and optimal foraging of animals can be used 
for solving engineering problems. To perform a social 
foraging, an animal needs communication capabilities 
and it gains advantages to exploit essentially the sensing 
capabilities of the group, so that the group can gang-up 
on larger prey, individuals can obtain protection from 
predators while in a group [10].  

1. Optimization Function for the Bacterial foraging    
For applying the bacterial foraging to optimization 

problem, conventional BFO was described as following 
[11].   

In the minimal problem, the main goal of the BFO 
based algorithm is to find the minimum of ( ), pJ Rθ θ ∈   
not the gradient ( )J θ∇ . Here, θ  is the position of a 
bacterium, and ( )J θ  denotes an attractant-repellant 
profile. That is, where nutrients and noxious substances 
are located, ( )J θ < 0, ( )J θ  = 0, ( )J θ  > 0 represent 
the presence of nutrients, neutral medium, and noxious 
substances, respectively. On the other hand, the 
population of bacteria can be defined by 

 
( , , ) { ( , , ) | 1,2, , }iP j k l j k l i Sθ= = "                (5) 

where ( , , )i i j kθ  represents the position of each member 
in the population of the S bacteria at the jth chemotactic 
step, kth reproduction step, and lth elimination-dispersal 
event. Let ( , , , )J i j k l  denote the cost at the location of 
the ith bacterium ( , , )i pi j k Rθ ∈  and the bacterial 
position after the next chemotactic step can be 
represented by 

 
( 1, , ) ( , , ) ( ) ( )i ij k l j k l C i jθ θ φ+ = +            (7) 

 
where ( ) 0C i >  is the size of the step taken in the 
random direction specified by the tumble. If the cost 

( , 1, , )J i j k l+  at ( 1, , )i j k lθ +  is better than at ( , , )i j k lθ , 
then another chemotactic step of size ( )C i  in this same 
direction will be taken and repeated up to a maximum 
number of steps sN which is the length of the lifetime of 
the bacteria as long as it continues to reduce the cost.  

During the process of chemotactic, the bacterium 
which has searched the optimal position tries to provide 
an attractant or repellent signal for the swarm behaviors 
of a group. Function ( )i

ccJ φ , 1, 2, , ,i N= …  to model the 
cell-to-cell attractant and a repellant effect is 
represented by  
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where 1[ , , ]Tpθ θ θ= …   is a point on the optimization 
domain, i

mθ is the mth component of the ith bacterium 
position, attractd  is the depth of the attractant released 
by the cell, attractω  is a measure of the width of the 
attractant signal, repellant attracth d= is the height of the 
repellant effect magnitude, and repellantω  is a measure 
of the width of the repellant. Therefore, the final cost at 
the location of the ith bacterium ( , , )i pi j k Rθ ∈  
reflecting the effect of an attractant and repellant can be 
defined by 
 

( , , , ) ( , )ccJ i k k l J Pθ+            (9) 
 

After chemotactic steps, a reproduction step is taken. 
The bacteria with the highest J  values (low fitness cost) 
die and the other bacteria having lower values J (high 
fitness cost) split into two bacteria, which are placed at 
the same location, and then elimination-dispersal events 
is carried out.  In these events, each bacterium in the 
population is subjected to elimination-dispersal with 
probability. Here, it is noted that each bacterium has the 
same predefined probability of elimination-dispersal 
events. 

 

2. Design of LCL filter parameters by Bacterial 
foraging optimization. 

 
In this paper, the structure of bacterial position is 

presented as follows. 
 

 1 2[ ]fX L L C=            (10) 
 

This paper uses harmonic attenuation rate which is 
defined is equation (11) as the fitness function. To 
achieve good filter effort, a low harmonic attenuation 
rate is required 
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VI. SIMULATION RESULTS 
This paper uses MATLAB/SIMULINK to simulate 
photovoltaic(PV) generation systems. Table1 and Table 
2 show simulation parameters for PV and Bacterial 
foraging optimization. Table 3 shows simulation results 
by the traditional method and BFO. 

 
Table 1. Simulation parameters 

Parameter  Values  

Inverter Power (Pn)  100kW  

Utility line (VgLL)  600V  

Utility frequency(fn)  60Hz  

Switching frequency (fsw)  4.5kHz  

DC rated voltage (Vdc)  1225V  

Current(i)  96A (rms) 

 
Table 2. Simulation parameters for BFO 
 Parameter Value 

S The initial bacteria population size for 
BPO 300 

Nc Chemotactic steps  
Nre The number of reproduction steps  
Ned The number of elimination-dispersal 

events  
Ped Elimination-dispersal with probability,  
C The step size for a swimming bacteria  

  
Table 3. Simulation results 

 

Fig.2. Converter current and voltage by traditional 
method 

Methods L1 L2  Cf  fitness(F) 

Traditional
method 1.1mH 0.3mH 13.24uF 0.085 

BFO 2.32mH 1.03mH 14.24uF 0.035 
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Fig.3. Converter current and voltage by Bacterial 
Foraging Optimization 

 
Fig. 2 shows converter current and voltage by 
traditional method and Fig. 3 shows converter current 
and voltage by BFO. Table 3 and Fig. 3 show that the 
proposed method is better than traditional method  
 

VI. CONCLUSION 

As the traditional resources have become rare, 
renewable energy sources are developing quickly. The 
grid connected renewable sources is one of the most 
importance problem in smart grid fields. To reduce 
harmonic in this grid, many filter techniques have been 
developed. In this paper, a design method of LCL filter 
by bacterial foraging optimization is proposed. 
Simulation result and calculate data are provided to 
prove that the proposed method is more effective and 
simple than traditional methods. 
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Abstract: In general, three dimensional computed tomography (CT) is used in diagnosis of a patient suffering from 

aneurysm. This medical imaging technique can clearly show the region of blood flow by using contrast agent. 

Cardiovascular surgeons construct three dimensional volume model based on patient CT data in order to make a 

surgical plan before surgery. Effective information to diagnosis patient's condition is contained in the computed 

tomography image, however it does not produce sufficient information for surgical planning.  There is a lack of 

information about aneurysm tissue, so that it makes it difficult to derive a safe surgical plan. In order to overcome this 

problem, a diagnosis support system is highly required by the co-author cardiac surgeons. In this paper, we built an 

algorithm to automatically generate a volume model from patient's CT images. This paper presents our image 

processing methods to extract volume data from patient's CT data, and some volume rendering results are shown in this 

paper. 
 

Keywords: Virtual reality, Image processing, Computer aided system, and Surgical planning. 

 

1. Introduction 

For a patient suffering from aneurysm, cardiovascular 

surgeons displace the diseased artery with artificial 

vessel according to a surgical plan made by the patient 

thoracic CT image. Aneurysm often occurs at distant 

arch aorta part, and then the operation becomes difficult 

because surgeons have to perform coronary surgery 

against the arteries connecting to the brachial region and 

brain by using a heart lung machine before the operation.  

Important thing of this surgery is to arrive at the 

aneurysm and ensure the surgical field with a small 

invasion. And then cardiac surgeons carefully make a 

surgical plan that determines how to approach to the 

diseased part and how to replace the diseased artery 

with artificial vessel by dereferencing to the three 

dimensional reconstructed model composed of patient 

CT image.  

 Computed tomography, especially the one 

taken by using contrast agent, is commonly used in a 

diagnosis of patient's aorta condition, where an image is 

drawn with gray scale as shown in Fig. 1. White areas 

show bone and vessel. The reason why the vessel region 

is shown with white color is that the contrast agent flow 

in vessel and it is reflected on CT image. Meanwhile, 

contrast agent does not sink in tissue of aorta. As a 

result, the outer wall cannot be detected clearly from CT 

image as well as inner region of aneurysm. In aneurysm, 

thrombus prevents inflow of blood so it is not also 

shown in CT image. Due to the mentioned reasons, CT 

image for diagnosis is hard to make surgeons know the 

statement of aneurysm before patient thoracic incision 

in operation room. Additionally, because of them, it 

sometimes happens that the surgical plan is forced to be 

changed during operation. In the case of the mentioned 

scene, skilled surgeon breaks through but the operation 

time and patient physical load are increased.  

Against the current situation of cardiovascular 

field, the co-authors of cardiac surgeon highly require a 

diagnosis support system for patient's aneurysm that 

enables the surgeons to see the accurate figure of 

aneurysm from any view point. In this paper we have 

built an algorithm that can automatically extract inner 

region of vessel and reconstruct it as three dimensional 

model on a computer display. Additionally, we try to 

extract not only inner region but also outer wall, aorta 

tissue. This algorithm and some volume rendering 

results are drawn in the following sections. 

 

 
Fig. 1 Original computed tomography image 
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Fig. 2 Estimated aneurysm 

 

2. Current situation 

Fig. 2 shows the images generated by the combination 

of masking images. Masking is a filtering method, 

where three dimensional organ we'd like to obtain from 

patient image can be take out by varied the settings of 

threshold. This figure is composed of the following 

masking organ, bronchus, bone, and coronary veins. 

Surgeons use this composed image to estimate the 

statement of aneurysm before surgery. This masking 

procedures are manually performed by radiation 

technicians. In the field of radiology, to make it rapid 

and accurate to perform the mentioned processes is one 

of the problem to be solved. 

 In order to support doctor's diagnosis with 

patient medical image, lots of techniques for medical 

image processing are developed and reported. Kitasaka 

[1] proposed an extraction method for bronchus from 

patient 3DCT image. They applied region growing to 

inner volume of bronchus of CT image and sterically 

reconstructed the extracted volume data on a computer 

display. Qi Zhang [2] presented a real-time beating 

heart model by using high performance graphical board, 

where patient thoracic multidetector CT image are 

sterically-constructed and continuously switched in 

order to show a beating motion. Do-Yeon[3] used 3D 

region growing to extract carotid artery for automatic 

 

 

 
Fig. 3 Schematic diagram of region growing method 

generation of navigation path. According to earlier 

studies, region growing is one of effective methods to 

extract artery. Then, we have adopted this method to 

recognize the region of aneurysm and extract its volume 

data from patient 3DCT image. 

 

3. Method  

3.1 Pre-processing 

A total number 788 of computed tomography images 

from patient's thoracic part had been taken. And, 

consecutive images of 300 image data including the 

main artery are chosen from the original data set.  

 As mentioned above, region growing method is 

an effective extraction method against three dimensional 

medical images. This method explores the pixel which 

indicates a part of the target organ by using conditional 

equations such as threshold and other significant data. 

In this study, region growing algorithm searches around 

six pixels as shown in Fig. 3 under the condition of 

threshold. Depending on the value of threshold, the 

number of volume data extracted by region growing 

changes. In this study, we firstly applied region growing 

in the centre pixel of vessel of the lowest CT image. 

Selecting the start point for region growing is only one 

procedure we have to do manually to use our system. 

 Fig. 4 shows the image taken as the result of 

region growing, where a white region is region passed 

the threshold. The higher the threshold increases, the 

lower the number of volume data passed. Therefore, the 

setting of threshold has an impact on post-processed 

image and computation time. We experimentally decide 

threshold to clearly detect the cross section of vessel.  

 OpenGL Volumizer that is high level graphics 

library for volume rendering API is employed in this 

study. Fig. 5 shows a result of volume rendering taken 

by applying region growing to the original CT image,  

 

 

 

Fig. 4 Result of region growing method 
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Fig. 5 Result of volume rendering for CT image data 

 

 

Fig. 6 Result of detect edge 

 

where we can distinguish a part of aneurysm around 

arch part, and other vessels derived from heart are also 

remained in the result. 

 

3.2 Extraction aortic outer wall 

 To render inner region of aorta as three 

dimensional model is succeeded, but not only aneurysm 

but also outer wall tissue of aorta is not visualized. The 

reason why this result, region growing we applied had 

extracted only high contrast pixels by judging with the 

threshold. This means that conventional use of region 

growing is not able to completely detect the region of 

aorta and aneurysm.  

 So, we try to apply the following processes to 

overcome the mentioned problems. First, labelling 

process excludes the regions in respect to little arteries 

from figure 3, after this labelling process the cross 

sections of the arch aorta are clearly shown. Second, 

Laplacian filtering, described in equation (1), is applied 

to detect the edge line of aortic cross section. Fig. 6 

shows the result of edging process.  
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 Fig. 7 shows a cross section of vessel. The blue 

line shows the edge of inner wall and the red line is the 

edge of outer wall that we have to automatically detect 

from patient's CT image. We use region growing again, 

here it judges the pixel along with the edge of the inner 

section as shown in Fig. 6. The condition of this 

application of region growing, a threshold and the 

distance between the center of cross section and the 

pixel that is subjected to be processed. In Fig. 7, a radius 

of inner wall is shown as r(θ), and a radius of outer wall 

is shown with R(θ).P(x, y) is a value of brightness of the 

coordinate point that is subjected to be processed by 

region growing. The square of inner region is easily 

derived by accumulating total number of white color 

pixels. It is shown as S. If the pixel has a brightness 

higher than the threshold and its distance from the 

center point of inner section is less than r(θ) + R(θ), 

then this pixel is judged as a part of tissue of vessel 

and/or aneurysm, where R(θ) is derived with equation 

(3). 

 

π
θ

S
r =)(     (2) 

 

)(const)( θθ rR ×=    (3) 

 

After implementations the mentioned processes, the 

cross sectional images including a part of outside wall 

issue as shown in Fig. 8.  

 

 
Fig. 7 Scheme of a cross section of vessel 
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Fig. 8 Result of the second region growing method 

along to the edge 

 

 

Fig. 9 Volume rendering result executed against the 

second region growing method 

 

Fig. 9 shows a volume rendering result through 

OpenGL Volumizer, where approximately 1480000 

volume data constructs this volume model. The inner 

model shown in Fig. 5 is composed of approximately 

900000 volume data. The increased volume data is for 

the volume data of outside tissue of aorta.  However, 

there is a lack of outside of aneurysm at arch part, and 

we can find this volume model is not smoothly 

composed. Because of them, the conditions of region 

growing were not enough to detect accurately the tissue 

of aorta.   

 

4. Discussion 

Due to difficulty to let computer recognize the tissue of 

aorta, cardiovascular surgeons cannot accurately know 

the shape of aneurysm of patient. So, the surgeons 

expect the development of diagnosis support system for 

patient aneurysm before surgery.  

 In order to recognize the region of aortic tissue 

from patient's thoracic CT data, a method of region 

growing is applied two times. First use succeeded to 

detect the inner region of aorta that reflected with high 

contrast. And after edge processing against inner region 

of aorta, second region growing is applied along with 

the edge. However, this method extracted a part of the 

outer tissue of aorta.   

 In order to extract all pixels of outer tissue, we 

have to firstly detect the edge of outer tissue of vessel 

and aneurysm based on the skill of doctor's 

interpretation of radiogram. Recently some report 

applies Fuzzy inference to image processing. By 

optimizing Fuzzy set, membership function and so on, 

some reports have succeeded to extract the edge of 

object from image such as fruits, vegetables, and signal 

plates. Application of Fuzzy inference has possibility to 

complete our purpose [5]. If the edge of outer wall 

and/or the region of aneurysm can be detected, region 

growing has possibilities to extract the most of pixels of 

aneurysm.  
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Abstract: In the development of a robot, it needs much cost and time to verify a robot’s motion with use of real 

machinery. Especially it is difficult to validate a robot’s behavior at the unsafe place. Then developers have paid 

attention to virtual debugging system. It makes verification of a machine’s behavior makes more efficient and easy by 
using a program validated in VR space. 

 In this research, we have a virtual robot walk on a road autonomously with the images which are captured by 

cameras on the virtual robot. 

Keywords: VR, Virtual Robots, Virtual Space 

 

1. INTRODUCTION 

In recent years, many robots have been developed. It 

is easily to expect that a robot becomes a member of 

the general public in the near future. But the 

development of robots takes much cost and time. One of 

the reasons is to validate with real machinery in real 

space. If a real robot should be damaged, it will force us 

to pay much time and expense for fixing the robot. This 
will increase necessary expense and the length of a 

period for robot development, so no one deploys any 

robots in dangerous environment for fear of damage 

owing to violent fall or collision. 

Then a virtual debugging system has gotten attention 
[1][2][3]. Developers are allowed to design the same 

machinery as the real one in VR space, and to verify the 

robot motion by using it. It saves speed of developments 

by verifying whether the virtual robot works well or not 

in the virtual debugging system. Additionally, 

developers enable to create various testing environments 

and test the robot’s behavior on these environments.  

In this research, we make a virtual four legged robot 

built in virtual space based on physics, and have it move 

autonomously. By analyzing images captured with two 

cameras installed on the four legged robot, we have it 

track a line and walk on a road by using the algorithm 

that tracks a line. 

 

2. Construction of Virtual Reality Space 

In the simulation, it is necessary to construct the 

virtual reality space based on a physical rule because of 

making virtual environment close to real one as far as 

possible [4]. So we use the rigid physics calculation 

library, Vortex (developed by CMLabs Simulations, Inc 

[5][6].) to build the virtual reality space. The Vortex 
provides the function that creates fundamental objects 

like plane, box, corn, sphere, and cylinder. We enable to 

use a constant restraint between objects as a joint. We 

are able to combine different basic objects to create a 

composite object. Combination of composite objects 

and joints enables to express a complex object like robot 

and car. 

 

3. Expression of Virtual Robot 

In this research, servomotors of virtual quadruped 

robot are expressed with a hinge joint between solids 

two boxes and two rectangular as shown in Fig.1 [7]. 

 

 
  (a) Hinge joint    (b) Servomotor  

Fig.1. A Virtual Servomotor 

 

A virtual quadruped robot consists of 13 composite 

objects and 12 hinges. Each part of body, shoulders, 
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upper legs, and lower legs is composed of boxes and 

cylinders. These parts are linked with a hinge joint. 

Fig.2 shows an appearance of robot. 

 

 
Fig.2. Quadruped Robot 

 

4. Autonomous Walk 

4.1. Image Buffer 

In this research, images of the environment that 

robot sees are used to control the robot, but the position 

of the image buffer is not provided with Vortex but with 

Open GL. On the other hand, both Open GL and Vortex 

manage any rigid object with the transformational 

matrix, then the robot can acquire its transformational 

matrix from the result of image processing and infer it 

location based on the images observed with two virtual 

cameras. 

4.2. Virtual Gradient Sensor 

Images captured with cameras will decline (shown 
as Fig.3) because the four-legged robot declines when it 

goes ahead. So in addition to cameras, a virtual gradient 

sensor is installed on the robot. The images are rotated 

by the angle detected with a gradient sensor to make 

images processing easy.  

 

 
Fig.3. Images from two virtual cameras 

 

A virtual gradient sensor calculates the gradient 

angle of camera. The gradient θ  is represented as the 

expression (1) by using two coordinates ( )11 , yx  and 

( )22 , yx  shown in fig.4. 
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Fig.4. The Virtual Gradient Sensor 

 

4.3. Autonomous walk along a line 

Before correcting an image captured with a virtual 

camera, the image is binaried and linearly expanded. 

The binalization makes tracking a line easier and the 

linear expansion prevents a line from being segmented 

when the image is rotated. 

There may be several lines except for the line the 

robot should trace in the captured image as shown in 

fig.5, when the robot walk along the line. After rotating 

images, system searches a line from a point close to the 

robot in the image to find the line the robot should 

follow.  
 

 
Fig.5. Extracting Line the Robot should Follow 

 

To make a walking command, the left image is used 

as a base image. The first step is to find a red pixel that 

is a part of red line from the left image. The second step 

is to find the rod pixel that has same y-coordinate value 

as one of the red point found in left image from the right 

image as shown in Fig.6. This process is run over until a 

red point is found in the both images. The average 

number of x-coordinate of the right and the left images 

decides that the robot is on line or deviates from side to 

side.  

If the robot is on the line, the average x-coordinate is 

equal to the half size of the image width. If the robot 

deviates to the right side, the average x-coordinate will 

be less than the half size of the image width. On the 

other hand, in case the robot deviates to the left side, the 

x-coordinate will be more than the half size of the image 

width (shown as Fig.6). Even if a robot is going straight, 

as it will shake from side to side, the x-coordinate dose 

not precisely coincide to the half size of the image width. 

So the decision of whether the robot is on the line or not 

is relaxed. If a robot is judged to be on the left side, it 
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will be given a command to move to the right direction, 

and vice versa. 

 

 
Fig.6. The Decision of a Walk Order 

 

The robot must turnaround only when a draft 

exceeds a threshold value, because four legged robot 

always slips during a walk to some extent from side to 

side. If the line is found in just one of images, say right 

one, it must turn to the left because it is on the right of 

the line to track.  

 

4.4. Autonomous walk on a road 

When the robot walks on a road, system calculates 

an imaginary center line passing through the center 

between two white lines (shown as Fig.7) white lines 

which are the edges of the road. The robot follows the 
line with the algorithm shown above. 

 

 
Fig.7.Plot the Imaginary Center Line 

Finding a branch is necessary to correspond to a 

road that has branches. A white line on a road on which 

there is a branch is disconnected, for example, as shown 

in Fig.8 (a), in which there is a corner toward left, at the 

two points marked with arrows a white line is 

disconnected. If there is no branch at all, a white line 

remains as it is as shown in Fig 8 (b). 

 

 
Fig.8. Branch Point on White Line 

 

Detection of a branch point is done based on the fact me

ntioned above. Which direction a branching road extend

s to is determined by finding portions where a white line

 is disconnected. As the robot is always swaying toward

 right or left while walking, disconnection on a white li

ne is not always observable from the robot, that is, even 

if it has been observed at the previous frame, it may not 

be observable at the current frame but it may be observe

d again at the next frame. This will cause the robot to mi

sunderstand there are two disconnection on the same wh

ite line. 

It is necessary to give a map to a robot in advance 

because it must determine the route leading it to the goal 

from the start. The map exploited by a robot is a 

topological one without distance information. This map 

allows a robot to infer its current location with respect 

to branching points. Assuming that distance between 

two successive branches on a white line is enough long, 

it is considered that such intermittent observation of 

disconnection means that the robot staying in a branch 

observes the same branch repeatedly. Consequently, if a 

robot encounters the sequence as shown in Fig.9, it can 

recognize that there is one branch in the interval B and 

D respectively, where 1 corresponds to the discovery of 

one disconnection. 
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Fig.9 Determine Whether the Robot is at Branch Point 

 

As s robot is subject to non holonomic constraints, it 

does neither move sideways nor turn without translation. 

This means that a robot must be given a reparatory of 

trajectories in the same way as a car-like non holonomic 

robot. At present, a robot is not given such a reparatory 

but it must generate a trajectory to turn a corner being 

close at hand using a distance measurement with a 

stereo vision. There are, however, the cases it goes over 

a white line at a corner if it curves to near right angle. 
To avoid this problem, a bird’s eye view of the region 

observed by the robot using a stereo vision is necessary 

to guide the robot behavior.  

First, correspondence between a right and left image 

is calculated for each edge of white lines based on an 

edge based stereo vision. Next, correlation based on the 

correspondence between pixels successfully 

corresponded is calculated, then based on the result 

three dimensional coordinates of points are obtained. A 

robot judges where to start rotation to turn a corner 

being close at hand. 

 

 

 
(a) Edge Images 

 
(b) Gray Scale Images 

Fig.10 Corresponding Point of Stereo Vision 

 

5. Conclusions and Future Work 

This research’s aim is to make a virtual robot 

autonomously walk in the Virtual space and we 

successfully implement simulation. Now the robot is 

able to walk autonomously along without a branch. In 

the case that the road has diverging, system finds the 

branch point and detects how many branch points the 

robot passed. 

Now, except for up hills or down hills, the system 

successfully simulates the behavior of a robot on a flat 

plane with a constant homogeneous friction coefficient. 

Next we would like to simulate the behavior on rolled 

ground with variable friction coefficients. To have a 

robot walk autonomously along a road with several 

forks, the robot must locate itself refereeing to the map 

information calculated using given start and goal points 

to the robot. The robot must recalculate the route, if the 

robot judges it impossible to go ahead in motion for the 

reason that the road is occupied with obstacles or the 

road is too narrow for the robot to go through. 
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Abstract: In this paper, we propose a system that is necessary for an operation simulation system targeting a brain 

aneurysm. In traditional clinical training, the doctor has acquired medical skills through experiences of medical 

operation. But, these training contain some problems that are security and burden to a patient. And so, as a new 

approach for the medical training, researches of the operation simulation system using Virtual Reality are worked. So, 

we aim a development of operation simulation system targeting a brain aneurysm, we construct the necessary function 

for this system such as a detection of blood vessel and brain aneurysm and construction of head model use at 

simulation. 

 

Keywords: Virtual Reality, Operation simulation, Brain aneurysm, Image processing 

 

I. INTRODUCTION 

 

In traditional clinical training, the doctor has acquired 

medical skills through experiences of medical operation. 

But, these training contain some problems that are 

security and burden to a patient. And so, as a new 

approach for the medical training, researches of the 

operation simulation system using Virtual Reality are 

considered promising.. As a back ground, points that 

human body is possible to rebuild from high resolution 

image obtained by CT or MRI, and advancement of 

computer’s processing speed, are adduced. Especially, 

the purpose of this research is development of the 

simulation system which targets brain aneurysm that is 

occurred at inside of blood vessel of the head. The 

purposes of this research are the detection of the 

operation target, and modeling the head including the 

operation target. 

Advantages of this system are possible visualizing 

the position of target and to increase the reality by using 

actually patient’s image data. 

In this paper, the methods are shown which detect 

blood vessel and brain aneurysm, and construct the head 

model used when the medical operation is conducted not 

to have aneurysm burst away. 

This research is conducted based on our experience 

on both diagnosis of lug cancer or structural analysis of 

tracheole from CT images [1][2], how to cut a virtual 

surface model [3] or a virtual voxel model [4] with a 

scalpel, and simulation of medical manipulation ICSI 

using a deformable surface model [5]. 

 

II. Detection of the blood vessel 
 

First, we mention about the detection method of 

blood vessel. When we want to detect the brain 

aneurysm, it is postulated that blood vessel is detected. 

Images that we use are MRA, so the brightness value of 

the artery is higher than else parts. Then, we apply the 

growing region method to image and decide as blood 
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vessel when the brightness value of the part that is near 

blood vessel is higher than threshold value. The 

threshold value is decided based on the experience. 

And, the start point of this process is setup by 

following method; raster scanning the image and picking 

up the point that brightness value is higher than threshold 

as a start point. 

Fig. 1 shown the how to growing the region when 

this process. 

 
Fig.1. The region growing for detect blood vessel  

 

 

III. Detection of the brain aneurysm 
 

If it is possible to make the location of a brain 

aneurysm clear in advance before training or diagnosis, it 

will help not only a trainee confirm a target but also a 

doctor determine if medical operation is needed or not. 

In this system, the detection method of the brain 

aneurysm is based on facts that a brain aneurysm is a 

lump (1) and it occurs near the divergent point between 

blood vessels (2).  

First, we focused the fact 1 and examine the expanse 

appearance of the local area of the blood vessel by apply 

the region growing method to the blood vessel that is 

detected by the method shown in chapter 2. And, we 

detect the part that the expansion area is larger than else 

area as a brain aneurysm.  

But, this method comprehends the mis-detection, so 

we apply the fact 2 to detection method; when the area A 

and B are detected by the method based on the fact 1, we 

examine the distance from the bifurcation to point A and 

B. If the distance is near compare with the set up value, 

this point is detected as a brain aneurysm. This method is 

shown in Fig. 2. 

 
Fig. 2. Detection with the bifurcation distance 

IV. Construction of the head model using a 

CT images 

 

When we simulate an operation, construction of the 

head model to be operated is needed. 

In this system, the head model is restored based on 

CT images taken from a patient who will be receive 

medical operation. This allows the operation simulation 

that meets each patient’s medical condition. 

In this system, three types of CT images shown 

below are used.  

 

1, Image extracting only bone 

2. Image extracting both bone and artery 

3. Image extracting all bone, artery and vein 

It seems apparent to obtain artery and vein region can 

be extracted with difference operation from these images,  

 

artery = Image2 - image1   (1) 

vein = Image3 - image2   (2) 

 

As shown method above, we extract the artery and 

vein. Additionally, we extract the bone using the growing 

region method explained in section 2. 

 

V. Execution result 
 

In this chapter, we show detection result of blood 

vessel, detection result of brain aneurysm and 

construction result of head model based on CT images. 

Detection result of blood vessel and brain aneurysm 

are shown the result applied to 4 MRA images. 

Construction result of head model is shown the result 

applied to CT image. 

1. Detection result of the blood vessel 

 

In this section, we show the detection result of blood 
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vessel. Fig. 3 shows original image and Fig. 4 shows 

detection result. 

As shown in Fig. 4, it is confirmed the detection is 

successfully. 

 
Fig. 3. An original image 

 

 
Fig. 4. Detected result of a blood vessel 

 

2. Detection result of brain aneurysm 

 

Next, we show the detection result that is detected by 

the proposed method in Fig. 5. The yellow part is shown 

the candidate part that is detected as brain aneurysm. 

Table 1 shows result that the one uses only the fact 1 

and the other uses the fact 1 and fact2. Table 1 shows 

each one is possible to detect the brain aneurysm, 

additionally, it is possible to decrease a false positive 

using the fact 2 about 48[nodules/case]. 

 

 
Fig. 5 Detection result of brain aneurysm 

 

 

Table 1 Detection result of brain aneurysm 

 
True positive 

False Positive 

[nodules/case] 

Not use 

distance 100%(4/4) 82.25 

Use distance 100%(4/4) 36.25 

 

 

3. Construction result of head model 

 

In this section, we show the construction result of 

head model using CT images. In fig.5, the white, red and 

blue region correspond to bone, artery and vein, 

respectively.. 

As shown in Fig. 5, artery and vein region are 

detected to a certain degree, but artifacts or leakages are 

found, so the improvement is needed. 

 

 
Fig. 6. Constructed head model 
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VI. Conclusion 
 

In this article, functions necessary for the system to 

be used for medical training, detection of both blood 

vessel and brain aneurysm are shown, Then how to 

construct a head model which will be expected to help 

trainees experience virtual medical operation is shown. 

At present, it is not perfect owing to misdetection of 

critical parts inevitable for the operation necessary to 

pinch a brain aneurism. 

In a future, it is necessary to simulate the process in 

which an aneurism is pinched with a clip. .In this 

problem, reducing calculation time taken to simulate 

object deformation is one of major challenge in our work. 

As the resolution of this problem, parallel computation 

with GPU is under construction. 
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Abstract: Recent years, advances in medical technology are remarkable. With the development, many lives being 

difficult to save are saved and burden reduction to patients is realized. Further growth will be expected in future. As 

there are a few cases which need the latest medical technologies, it is difficult for doctors to acquire experience to cope 

with such cases. But the human life must be respected, so they are not permitted to practice the operations for a real 

patient. At present, they must learn by experiences such as lectures, reference books, the teach wares of past successful 

examples and the operation practices with experienced professors. 

This research purpose is construction of the operation simulation system which allows learners to experience the medi-

cal specialist’s manipulation of a knife and a scissor in operation and makes it possible to reproduce the real operation. 

 

Keywords: PHANTOM, Haptic-feedback device, Communication, Skype 

 

 

I. INTRODUCTION 

Recent years, advances in medical technology are re-

markable. With the development, many lives being dif-

ficult to save are saved and burden reduction to patients 

is realized. Further growth will be expected in the fu-

ture. 

On the other hand, the quantities of learning required 

to doctors and young trainees increase to cope with 

medical technique which progress every day.  From 

this aspect, their burdens grow bigger and bigger. This 

phenomenon is thought as one of the factors that candi-

dates for doctors decrease.  

As there are a few cases which need the latest medi-

cal technologies, it is difficult for doctors to acquire 

experience to cope with such cases. But the human life 

must be respected, so they are not permitted to practice 

the operations for a real patient. At present, they must 

learn by experiences such as lectures, reference books, 

the teach wares of past successful examples and the 

operation practices with experienced professors.  

In these methods, the true experience is limited and 

the technical acquisition takes time. So the construction 

of the operation simulation system with reality is hur-

ried to solve this problem. 

So, this research purpose is construction of the opera-

tion simulation system which allows learners to experi-

ence the medical specialist’s manipulation of a knife 

and a scissor in operation and makes it possible to re-

produce the real operation. 
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II. SYSTEM STRUCTURE 

Fig.1 shows the system structure in this research. 

The operator uses PHANTOM, and manipulates the 

operation on the virtual space. (PHANTOM is hap-

tic-feedback device.) The computer is connected with 

this PHANTOM in a special line.   

Next, we prepare a similar another device. It is neces-

sary to transmit data between two spots to enable the 

operation training in the remote place. OpenGL was 

used for drawing of the operation of PHANTOM. Mi-

crosoft Visual C++ is used for the display and operation 

by a virtual space. As the system configuration, it is the 

above. 

We develop this communication system, go over 

about the efficiency of the communication, and make a 

suggestion. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 System structure 

 

1. PHANTOM 

PHANTOM is a three dimensional haptic feedback 

device. The user uses it, and sense of force interaction 

of high accuracy can be realized. PHANTOM can not 

only visual information, but also re-create realistic the 

sense of touch that is one of senses to which expressions 

are abundant most in three dimensional object and dy-

namic interaction.  

Another feature, it loads the positional sensor of at 

least three degree of freedom. 

In addition, it loads the force feedback mechanism of 

at least three degree of freedom by torque control that 

used direct current motor. The update rate is also very 

high, and it is possible to process it by about 1000Hz. 

So it can re-create a more detail, more exact model. 

Fig.2 shows actual PHANTOM. 

 

    

 

 

 

 

 

 

 

 

 

 

 

Fig.2 PHANTOM Premium 1.5 

 

2. Skype communication 

Skype is Internet communication service. It uses 

technology of PSP. As for Skype merit, a telephone 

steady in a low-speed line and firewall is possible. And, 

security is secured because data is encrypted. The other 

party’s online can be easily distinguished. All in all, it 

is used telephone service and messenger. It applied it to 

the data communication in this research. 

 

3. Open GL 

Open GL is programming interface for 3D graphics. 

It is possible to operate at the very high speed, and to 

draw in 3D highly accurate image. 

 

III. DATA COMMUNICATION 

Fig.3 shows the application that we develop. 

OpenGL is used at the left of application for drawing of 

PHANTOM point that the user operates. 

As a method of operation  

1. Selection of other party user’s ID 

2. Selection of sender side or receiver side 

3. Selection of UDP communication or TCP commu-

nication 

The communication can begin by completing this 

procedure. The communication is confirmed; when the 

user starts the transmission of data, they can check the 

data-coordinates of present PHANTOM point, force to 

hang to PHANTOM, image compressibility and image 

update time. 

 

 

 

PHANTOM  

 

PHANTOM  

 

Data 
 

PC１ PC2 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 995



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3. Operation screen 

 

 

IV. DATA COMMUNICATION 

The communicated data is PHANTOM’s coordinate 

data, force data and image data in the research. The 

communication environment is in LAN in the labora-

tory. 

1. PHANTOM coordinate data 

The coordinate data is the numerical data in each di-

rection of x, y and z to be able to treat PHANTOM. We 

compare the data update time of the UDP com-

munication with that of TCP communication by Skype 

communication.  

As a result, the data up data time of the UDP commu-

nication is shorter than that of TCP communication. As 

this factor, UDP communication is doesn’t confirm the 

arrival of data on the receiver side, and the sender side 

keeps sending data one after another. When the data 

come off and the lack of one, the data is sent again to 

transmit data surely in the TCP communication. So it 

takes time to communicate.  

 

2. Image data 

The volume of image data is very large compared with

 that of coordinate data and the time needed to send ima

ge data is also long. This makes a use feel unnatural be

cause images are not synchronized with the haptic sensati

on. Consequently, the compressed image data must be se

nt and then restored at the destination. 

Fig4 shows this idea. 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

Fig.4. Idea of image compression  

 

For 4 types of image data as shown in Table 1, the upd

ate rate of each image at destination are examined, and t

he influence which the compression rate gives the update

 rate are also measured, as shown in the same table. 

When the compression rate is 100%, the update rate in

creases along with the decrease of resolution, and the up

date rate for the images of 100×100 is almost same as t

hat for the 50×50 image.  

When the compression rate is 80%, the same trend is ob

served as that of 100% compression. The update rates of

 all images except for the 500X500 image are almost sa

me. 

When the compression rate is 50%, ｔhe same update r

ates are obtained for both 100×100 and 50×50 images bu

t the rates decrease for 500×500 and 300×300 images. It

 seems that when an image is too large, the time taken i

n compressing the image is more than that taken in trans

mitting it. 

 

Table1 Result of image data communication 

 

 

 

 

 

 

 

 

It is difficult to improve the efficiency of image data t

ransmission with method mentioned above. To reduce the

Compress 

extraction 

skype 
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 time required, it seems effective to reduce the size of th

e image to be sent but too small image is useless. 

Another solution is to use more efficient computer co

nsisting of 4 CPU; after dividing an image into 4 region

s and by allocating each region to each CPU using APL

 provided with OpenMP, the efficient compression of an 

image is attained. Unfortunately, the computational efficie

ncy is not quadruple but twice of the original one becaus

e it takes time to divide the original image into 4 region

s. 

In a medical application with use of haptic device, it is 

considered that a visual point is not changed often but the 

tissue added operation with medical tools such as a scalpel or 

clamp is locally deformed. This implies that the image ob-

served from a view point will not change globally. Conse-

quently, the region except for the deformed portion remains 

intact; the difference between successive two images can be 

exploited. Of cause, a deformed part varies along with the 

movement of a medical tool, difference between successive 

two deformed regions. The detailed method is now under con-

struction. 

 

V. CONCLUSION 

In this research, we develop communication system 

using the haptic-feedback device PHANTOM and 

Skype communication.  

We develop a virtual space on the computer, and 

the user operates PHANTOM while watching the 

virtual space.  This virtual space is developed by 

OpenGL and Microsoft Visual C++. The communica-

tion data is the coordinate data and the image data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At a result, because coordinate data is the numerical 

data, the early communication was comparatively possi-

ble. But, the capacity of the image data is larger, and it 

takes time to communicate. We develop the data com-

pression method and improve the performance of the 

computer, and try the efficiency improvement of the 

transmission rate. So, we were able to obtain the result 

of corresponding. 

Problems to be solved include followings: 

A method to calculate collision detection between a 

medical tool and tissue  

A method to simulate deformation process along with 

calculating haptic reactive force 

How to make both image and reaction force synchro-

nized at the destination to give a remote trainee the high 

reality of medical operation. 
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Abstract: In recent years, there have been various problems in medical treatments, of which human error by the surgeon 

in an operation. Therefore, the simulation of a medical operation with a sense of reality, as in a real operation, is 

required. Our objective in this research is to construct the training system of a medical operation which gives the haptic 

sense of operation, and an inexperienced surgeon can try operation again and again to improve his skill by using the 

system. We construct a virtual dense elastic object which considers inner tissue from medical image data such as 

computed tomography (CT) or magnetic resonance imaging (MRI), and we use a spring-mass model to represent the 

movement of elastic deformation. Haptic sense which is generated from a deformation of the object is given to an 

operator with haptic device in this system. In this paper, we study a real time rendering and real time deformation which 

is needed in surgical simulation. 

 

Keywords: Virtual Reality, Surgical Simulation, Haptic Device, Deformation 

 

 

I. INTRODUCTION 

     In recent years, there have been various problems 

in medical treatments, of which human error by the 

surgeon in an operation is one of the most serious 

problems. The major cause is considered to be the 

surgeon’s lack of experience. A great deal of experience 

is necessary in medical operations, and tactile or haptic 

sensations, such as a manual sensation, become important 

in order to prevent mistakes. However, it is impossible to 

use a real human body to practice a medical operation. 

Therefore, the simulation of a medical operation with a 

sense of reality, as in a real operation, is required. 

     We have studied cutting during an operation using 

the surface model (Koichi [1]), the deformation of the 

surface model (Ryuichirou [2]), and synchronization 

between audiovisual and haptic feelings (Yoshihiro [3]) 

in previous research in our laboratory in order to 

construct the training system of a medical operation. 

     In this research, we approach the construction of 

the training system for a medical operation by creating a 

virtual human organ model which is deformable, and 

deforming the model with a haptic device called 

PHANToM. The data for the human organ were obtained 

from medical image data such as computed tomography 

(CT) or magnetic resonance imaging (MRI) to express 

the patient’s organs. Real time rendering and deformation 

inevitable in surgical simulation are shown in detail. 

 

II. SYSTEM CONFIGURATION 

     As shown in Fig.1, this system consists of two PCs 

connected with SCRAMNet+: one PC (PC1) renders a 

virtual dense elastic object with Open GL and also 

calculates the deforming process of the object, and the 

other (PC2) operates PHANToM and calculates the 

haptic feedback given to the operator through 

PHANToM. In this way, the process of calculation is 

able to distribute. A flowchart of the entire process is 

shown in Fig. 2. Information of PHANToM is shared 

between PC1 and PC2 through high speed network 

SCRAMNET to make it possible both for an operator to 

deform an organ with PHANToM at PC1 and to simulate 

corresponding deforming process at PC2. 
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Fig.1 System configuration 

 

 
Fig.2 Flowchart of entire process 

 

III CONSTRUCTION OF A VIRTUAL DENSE 

ELASTIC OBJECT 

     In the surgical simulation which needs the cutting 

or deforming operation, not only surface information of 

the object but also the inner one of the tissue must be 

considered. Therefore, a virtual dense elastic object is 

constructed in order to create a virtual human organ 

model reflecting deformable inner tissue of the organ. 

1. Creation of the loading data 

     We use medical image data such as CT or MRI to 

express any human organs. In order to create the CT or 

MRI data in a new format, which can be loaded into our 

system, we used the OpenGL Volumizer. The new format 

data include size of partition number of voxel of the 

original medical image data and the RGBA value of each 

voxel. 

2. Creation of a virtual dense elastic object 

     As shown in Fig.3, at first, rigid voxels are 

obtained by dividing the area where the model is to be 

created. The data loaded in our system consist of both 

voxels corresponding to the substance and those 

corresponding to the vacancy. Not to waste the memory 

and for saving the rendering time, only the former remain 

as real data but the latter are deleted. Position and the 

connection of the each voxel are stored in the memory to 

keep the shape of the object. Then, voxels are divided 

into tetrahedrons to make them deformable. Finally, we 

set RGBA value as color information to each tetrahedron 

from the data which we create. 

 

 
Fig.3 Construction of a virtual dense elastic object 

 

3. Spring-mass model 

     A spring–mass model is a model which is a set of 

mass-less springs with a point mass. As shown in Fig.4, a 

spring-mass model is given to each tetrahedron in order 

to realize deformation based on mechanics (Koichi [4]). 

We replace each side of a tetrahedron by a spring and 

damper, and each vertex of a tetrahedron by a point mass. 

When vertex moves, a spring force is generated from the 

displacement between connected vertices and the object 

deform elastically. Here by using a damper, we apply a 

damping which is proportional to the velocity of the 

vertex to the force. 

 

 
Fig.4 Spring-mass model 

 

4. High performance of rendering process 

     We set an RGBA value for each tetrahedron as 

color information to render a virtual dense elastic object. 

Deformable 

Static 

Ⅰ Ⅱ 

Ⅲ Ⅳ 

Ⅰ. Divide creating area into voxel 

Ⅱ. Load the data 

Ⅲ. Delete not necessary voxel 

Ⅳ. Divide deformable area into tetrahedron 
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In order to increase the resolution of the object, we have 

to divide the object into a lot of tetrahedrons. If partition 

number of voxels increases, the number of tetrahedrons 

also increases and the process of rendering all 

tetrahedrons results in a bad performance. Therefore, we 

render only the visible part of the object from the user’s 

viewpoint in order to improve the performance. The inner 

object is invisible to the user, so it is not necessary for it 

to be rendered. We make a rendering list of visible 

tetrahedrons, and we obtain a high performance in the 

rendering process by using that list. In order to judge 

whether a voxel is visible or not, we check the 

surrounding of the voxel. As shown in Fig.5, if a voxel is 

covered with voxels which has color information, the 

voxel is inner object and it will be invisible. If there is at 

least one voxel which do not have the color information 

around the voxel, the voxel is surface of the object and it 

will be visible. 

 

 
Fig.5 Judging visible or not 

 

IV. DEFORMATION OF A VIRTUAL DENSE 

ELASTIC OBJECT 

     Tetrahedrons share their vertices, and if the vertices 

move, the tetrahedrons deform. Therefore, we can 

represent the deformation process of a virtual dense 

elastic object as the movement of the vertices. A medical 

tool which deforms the object is represented as a rigid 

stick, and it is controlled with PHANToM. Information 

such as position, acceleration, and force are stored on 

each vertex. Each force acting on a vertex can be 

obtained from the velocity and the displacement between 

vertices connected with the springs and the dampers, and 

it can express as an equation (1). 

 

( )∑ 












+−= ijijijijij

ij

ij

i vcllk
l

l
F 0  (1) 

 jiij xxl −=  

 
     

iF is force of point mass i, 
ix is position of point 

mass i, 
jx is position of point mass j, 

ijk is constant of a 

spring between point mass i and j, 
ijv is relative velocity 

of point mass i and j, 
ijc is coefficient of viscosity of a 

damper between point mass i and j. Then compute the 

motion equation to obtain each position of the vertex 

using the force. The Euler method is used to solve the 

dynamic characteristics of the spring–mass model using 

Hook’s law and a motion equation. Then the information 

stored on each vertex adjacent to the vertex that moved is 

recomputed and the entire object will deform. The 

deformation effect passes to the operator through the 

PHANToM. 

1. Multipoint collision detection 

     Collision between the medical tool and the object 

is detected at vertices of tetrahedrons, so multipoint 

collision detection is needed to implement the collision 

with a rigid stick used as the medical tool. As shown in 

Fig.6, the medical tool and the vertex are express as a 

vector to detect collision. Collision is detected by 

calculating the cross-product and length of the vector. We 

label the edge of the medical tool AB, and the vertex C. 

Then we can express the vector AB, AC, and BC asD
r
, 

E
r
 and F

r
 respectively. A collision is detected when C 

is on the segment AB. It is possible to judge whether C is 

on the line AB or not by checking whether or not D
r
 and 

E
r
 are parallel using a cross product of the vector. A 

normal vector can be obtained from a cross product. If 

the result of the normal vector is zero, then D
r
 and E

r
 

are parallel, that is to say C is on the line AB. Next, if C 

is on the line AB, we check the length of E
r
 and F

r
, and 

if they are less than or equal to length of medical tool, C 

is on the segment AB. The length of the medical tool is 

the length of D
r
. Multipoint collision detection is 

implemented by adding the vertex which collides with 

the medical tool to the list of collided vertex.  

 

 
Fig.6 Multipoint collision detection 

 

2. High performance of deforming process 

     If partition number of tetrahedrons increases to 

improve the resolution, the number of vertices to 

calculate also increases. The process of deforming the 

object requires high computational power when we 

calculate all part of the object. In a real medical operation, 

the target tissue is only a portion of the whole organ. This 

time, in order to reduce the computational load of 

deforming process, we select a portion of the object as a 

deformable object. In order to select a portion which 
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deform, we mark the target when we create the loading 

data. Then change around the area where the target exists 

into deformable area. Deform not all part of the object, 

but select deformable area and deform only the area to 

reduce the computational load. 

 

V. EXECUTION RESULT 

     A virtual dense elastic object restored from CT is 

shown in Fig. 7, where the partition number of voxels is 

(256, 256, 77). The entrails appear as shown in Fig. 7 if 

the threshold amount is changed. This fact shows that a 

virtual dense elastic object is successfully implemented.  

 

 
Fig.7 Rendering head data 

 

     Fig.8 shows the deformation of the virtual dense 

elastic object. This time, the MRI data of blood vessel of 

brain on which aneurysm occurred is used as the virtual 

human organ object. The partition number of voxels is 

(336, 336, 140). 10 voxels around the gravity center of 

the aneurysm are transformed into deformable area and 

they are deformed by operating PHANToM. In this case, 

we confirmed that the blood vessel is deformed with a 

medical tool and the adequate haptic feedback is returned 

to operator’s hand. 

 

 
Fig.8 Deforming blood vessel data 

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSION 

     We have constructed a system of rendering a 

virtual dense elastic object obtained from medical image 

data such as CT or MRI data, and expressing deformation 

of the tissue in order to achieve the development of the 

training system for a medical operation. 

     This time, in order to render and deform in a real 

time, we render only the visible part of a virtual dense 

elastic object from the user’s viewpoint, and deform only 

the deformable part which is selected by a user. However, 

there is a limit of partition number of voxels to process in 

real time and more improvement of performance is 

demanded. In a real medical operation, deforming part is 

not only the tissue of the target but also the route to 

access the target must be deformed. We are now studying 

how to accelerate the deforming process by using the 

parallel processing such as OpenMP or GPU to improve 

the performance of deforming process. In this research, 

we also confirmed the force obtained from computing the 

amount of deformation. However, we need the real haptic 

feeling as in a real operation in the surgical simulation. In 

the future, we would like to give the operator a real 

haptic feeling.  
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Abstract: This paper analyzes 3-dimensional static grasp stability taking into account of contact geometry (metric 
tensor, curvature, and torsion). Grasp stiffness matrices are derived by replacing each finger with a 3-dimensional 
spring model. The stability is evaluated by eigenvalues and eigenvectors of the matrices. Any friction condition is 
considered at each contact point. That is, rolling contact occurs at friction contact point, and sliding contact occurs at 
frictionless contact point.  
 
Keywords: Grasp stability, 3D spring model, frictionless grasp, frictional grasp, curvature, torsion. 

 
 

I. INTRODUCTION 

Magicians and jugglers perform dexterous and fine 
manipulation of multiple objects by their own hands. 
Multi-finger robotic hands also have potential ability 
executing the manipulation, because the hands have 
been developed and improved on the basis of human 
hands. 

Stability is the tendency of a system to return to an 
equilibrium state when the system is displaced from this 
state. Yamada et al. [1][2][3] explored static grasp 
stability of single object and multiple objects. Arimoto 
and Yoshida [4] discussed dynamic stability by 
considering spring-mass-damper systems. In these 
analyses, curvature effect at contact point was 
considered. 

To improve the dexterity of the hands, effect of 
contact surface geometry (metric tensor, curvature, and 
torsion) is analyzed in static grasp stability of single 
object in three dimensions. This analysis is formulated 
from the viewpoint of potential energy method. 

II. PROBLEM FORMULATION 

As shown in Fig. 1(a), we suppose that an n-fingers 
robot hand grasp an arbitrary shaped object in three 
dimensions. We analyze stability of the grasp. 

1. Assumptions 
For simplicity of discussions, the following 

conditions are assumed. 
(A1) Both an object and fingers are rigid bodies. 
(A2) The contact between two bodies is of single 

contact. 

(A3) Initial grasp configuration is in wrench (force 
and moment) equilibrium. 

(A4) Infinitesimal configuration displacement of an 
object occurs due to external disturbance. 

(A5) The relationship between finger configuration 
displacement and reaction force is replaced with a three-
dimensional orthogonal spring model. 

In Assumption (A5), the spring stiffness is denoted 
by 33],,diag[  ziyixii kkkK , where subscript i 
means finger number. Direction of the stiffness is fixed 
along the axes of fingertip coordinate frame. In 
Assumption (A3), the spring is compressed at initial 
configuration and generates initial fingertip force 

0fiii K xf  . 

Object

Finger

Hand

 

 

 

Co

Cf

y

y  

z

x

x  

z



 

(a) (b) 
Fig. 1. An object grasped by a multi-fingers hand, 
and torsion between contact coordinate frames. 

2. Symbols 
The following coordinates and notations are used. 

bo : Initial object coordinate frame. 

o : Displaced object coordinate frame. 

Lo : Local coordinate frame at contact point on the 
object surface. 

Co : Contact coordinate frame on the object surface. 
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bf : Initial finger coordinate frame. 

f : Displaced finger coordinate frame. 

Lf : Local coordinate frame at contact point on the 
finger surface. 

Cf : Contact coordinate frame on the finger surface. 
6o : Configuration (position and orientation) 

displacement of the grasped object.  
6f : Configuration (position and orientation) 

displacement of the finger.  

 TTTT zyx ],,,,,[],[:   x  (1) 
2o : Displacement parameter of contact point 

on the object surface. 
2f : Displacement parameter of contact point 

on the finger surface. 
 : Torsion between two objects (Fig.1(b)). 

44b
aT : Homogeneous matrix expressing 

configuration of a  in b . 

 













10
b

a
b

a
b

a RT p  (2) 

Symbols b
a p  and b

aR  are position vector and 
rotation matrix. The other homogeneous matrices are 
similarly defined. 

3. Contact Geometry 
To derive contact frame velocity on the surfaces, we 

use contact surface geometry (metric tensor CM , 
curvature CK , and torsion CT )[5]. Configuration of 
contact coordinate frame C  in local coordinate frame 

L  is depend on contact displacement parameter  . 
Hence, body velocity of c  with respect to L  is 
obtained as 
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The symbols C
LT , CM , CK , CT ,   mean Co

LoT , 

CoM , CoK , CoT , o  in case of object surface, and 
mean Cf

Lf T , CfM , CfK , CfT , f  in case of 
finger surface. 

III. FINGER POSITION DISPLACEMENT 

In this section, we omit subscripts of the number of 
finger for simple description. Finger configuration 
displacement f

bf T  is derived by the following 
homogeneous matrix: 

 
11 ][)]()][([

)](][)][(][[)(
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fCf
Lf

Cf
Co

oCo
Lo
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o

oo
bo

bo
bf

ff
bf
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 (4) 

Hence, finger position displacement 3fx  and 
finger orientation displacement 33f

bf R  is 
derived by the following form: 
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133 ff
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f TI x  (5) 
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TIR ff
bf

ff
bf   (6) 

From (4) and (5), finger position displacement depends 
on displacements o  and 5],,[:  TT

f
T
o   . 

 ),( off xx  . (7) 

IV. GRASP STABILITY 

1. Potential Energy of the Grasp 
From Assumption (A5), potential energy stored in 

the i-th finger spring is obtained by 

 
)},({)},({
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002
1

iofifii
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K
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xxxx 
 (8) 

Parameter i  depends on both object configuration 

o  and contact friction condition, because each finger 
is replaced by 3D spring model. 

 )( o
fc

ii    (9) 

This constraint is formulated in the following 
subsections. Hence, the potential energy is written as 

 ))(,(:)( o
fc

ioio
fc

i UU    (10) 

Total potential energy of the grasp is given by  
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From Appendix, gradient G and hessian H of the 
grasp are calculated by 
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where 
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Because vector iG  and matrix iH  are independent of 
contact friction, these terms are calculated using (4), (5), 
and (8). But matrix fc

iQ  is dependent of contact 
friction condition. To obtain hessian fc

iH , we derive 
fc

iQ  in the following sections. 

2. Frictionless Contact 
In case of frictionless contact, a body slides on other 

bodies' surface. If once object configuration moves due 
to external disturbance, finger moves on the object 
surface. If each finger motion is stable, finger position 
moves to local minimum of its potential energy. In this 
case, we can write displacement parameters o  and 
  as functions of f . Hence, we have the following 
constraint: 

 0),())(,(










 fT

o
T
f

foT AUU







h  (15) 
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Derivative of (15) is calculated as 
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We require other three constraints, because two 
constraints exist in (15) and five constraints exist in (9). 
From Assumption (A5), hence, we use the following 
finger orientation constraint ( 0f ): 

 3),( IR of
bf   (18) 

From (17) and (18), fcQ  is obtained as 
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where superscript "fs" means finger sliding. And we 
have 
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Hence, stiffness matrix of frictionless contact finger is 
given by 
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3. Frictional Contact 
In case of frictional contact, a body rolls on other 

bodies' surface. In this case, relative velocity of two 
bodies at contact point becomes zero. 

 0)(, tV b
CfCo  (22) 

From (18) and (21), we have 
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where superscript "fr" means finger rolling and 0  is 
initial torsion between the object and the finger. And we 
have 
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Hence, stiffness matrix of friction contact finger is 
given by 
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3. Grasp Stiffness Matrix 
Grasp stiffness matrix is obtained by summation of 

stiffness matrix of each finger. 

 66

1




 

n

i

fc
iHH  (26) 

where friction condition "fc" stands for "fs" or "fr". This 
condition is assigned depending on each finger friction 
condition. 

V. CONCLUSIONS 

This paper has analyzed static stability of three-
dimensional grasp of single object from viewpoints of 
potential energy. And we have the following 
contributions: (1) Grasp stability is analyzed 
considering the torsion in addition to the curvature of an 
object's and fingers' surfaces. (2) In case of frictionless 
contact, each finger motion is treated as sliding on the 
object. (3) In case of frictional contact, each finger 
motion is treated as rolling on the object. (4) Stiffness 
matrices of mixed friction condition grasps are derived. 

The following contributions are omitted due to lack 
of pages. We can calculate eigenvalues and eigenvectors 
of the derived matrices. Grasp stability is quantitatively 
evaluated by using the eigenvalues. Moreover, stable 
and unstable directions of object displacement are 
derived. Effectiveness of our proposed method is 
verified through numerical examples.  

Our analyses of frictionless contact are applicable to 
the following cases: (1) Small friction objects are 
grasped. For examples, a cube of ice or a cake of soap is 
grasped. (2) Friction property is unknown before 
grasping, but object shape is acquired with image sensor. 

Our method is applicable to optimization problem 
for grasp position design and fixture position design. 

In our projected work, we will attack grasping 
multiple objects, consideration of finger rotation, and so 
on. 

This work was financially supported by Grant-in-
Aid for Scientific Research (c), Japan, No. 20560237. 
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APPENDIX 

Total potential energy of the grasp is denoted by 
)(U , where   stands for independent displacement 

parameters of the grasp. The grasp is stable if and only 
if )(U  is local minimum at 0  (initial 
configuration). Taylor expansion of )(U  is written as 

   HGUU TT)0()(  (27) 

where G and H are the gradient and the hessian, 
respectively. 
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Hence, the grasp is stable if the following two 
conditions are satisfied. 

(C1) 0G . 
(C2) H is positive definite. 

Condition (C1) is satisfied by Assumption (A3). Hence, 
the grasp stability can be evaluated by Condition (C2).  

Therefore, this paper derives independent parameter 
 , potential energy )(U , and hessian H. In this paper, 
the hessian is called as a grasp stiffness matrix, because 
the grasp system is replaced with spring model. 

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 1005



Real time interpolation of haptic information using case base 
 

 Takayuki Toki
1
, Hirokazu Taki

2
, Hirokazu Miura

2
, Noriyuki Matsuda

2
, Masato Soga

2
, and Norihiro Abe

3
 

1
Graduate School of Systems Engineering, Wakayama University, 930, Sakaedani, Wakayama-shi, Wakayama 

 (Email s101064@center.wakayama-u.ac.jp) 

 
2
Faculty of Systems Engineering, Wakayama University 

3
School of Computer Science and Systems Engineering, Kyushu Institute of Technology 

 

Abstract: This paper has described a real time interpolation technology for haptic information using case base. To share 
haptic data in multiple points, we must send complete haptic data. However, in the transmission line, packet loss and 

noise are occurred sometimes. In this situation, users don’t sense correct force. We developed new interpolation method 

for haptic sense data without conventional mathematical approach. We can interpolate haptic information lag and loss 

using case-based approach. In our method, the system selects a suitable case and reconfigures it to fit the error. 

 

Keywords: haptic, interpolation, case base, haptic interface. 

 

 

I. INTRODUCTION 

Recently, image data and sound data can transport 

efficiently by reason of development of transmission 

technology as QoS[1]. But, transmission technology of 

haptic data still has many problems. One of problem is 

that packet loss and noise are occurred sometimes in the 

transmission line. Even if image and sound data has a 

few noises, we can understand. But, in case of haptic 

data, the noise struck us as incongruous.  

Linear interpolation method and Lagrange 

interpolation method are general mathematical 

interpolation method
[2],[3]

. They are effective method in 

linear situation. In other case, the method cannot 

interpolate correctly. 

 We propose that a real time interpolation 

technology for haptic information using case base. The 

purpose of our system is to provide the high quality 

haptic information transfer system which interpolates 

packet loss and noise on the data. 

 

II. Interpolate system for haptic information 

In this study, we use PHANToM Omni (Sensable 

Technologies) as a haptic interface device. Our system 

can interpolate the data for haptic data of the 

PHANToM. 

 

1. The outline of interpolation method 

The Fig.1 shows the outline of a multimedia 

communication environment. Each terminal has a haptic 

device. The sender sends haptic data to the receiver. The 

image and sound data can be transferred by Qos 

Technology. This target area of this research, haptic data 

communication environment, is shown in the broken 

line circle area of the figure 1. The system interpolates 

packet loss or noise for the haptic data and controls the 

receiver haptic device according to interpolated data.  

At first, the system has gathered haptic data for 

haptic cases, and constructed the haptic case base. Next, 

the system compares them and the element of the case 

base, and checks error of them. After this process, the 

system controls the PHANToM force according to the 

interpolation.  

We assume that the first 3 points of the input data 

are correct. 

 

2. Composition of case base 

The each case in the case base is represented in the 

text format. A set of data consists of the three 

dimensional position(X,Y,Z). An each line of the text 

file represents these positions.  

We prepared the following case data for evaluation 

of our method. To evaluate the interpolation, the case 

data are generated by the linear function or quadratic 

function. These data are in the target virtual space. The 

case data are fragments of the haptic data, so the start 

positions and the finish positions of each data are not 

same. 

 

3. Case Search 

The system searches similar cases from the case 

base to repair the original data. To decide the similarity 

of cases, the system measures the distance between the 

input haptic data and case by each coordinate(X,Y,Z). 

The system memorizes these distances into the local 

memory array for each coordinate(X,Y,Z). The system  
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Fig.1 The outline of a multimedia communication 

 

calculated the same distance data for each case when the 

case base was build.  After the system compares cases 

and the input haptic data, it selects the cases which 

distances are same more than 3. This selection criteria is 

based on the assume that the first 3 points of the input 

data are correct. 

 

4. Offset cancellation 

The system uses the translation of axes for offset 

cancellation. For example, if the offset of the X-axis is 

2.0, all x position values of the input data are increased 

2.0 points from original data of the similar case. This 

means that the x values are translated to the position 

which is shifted positively by adding 2.0. Even if cases 

are translated, relative distances between cases and the 

haptic data are not changed. This translation makes no 

effect for the motion of the stylus of the haptic device. 

The system doesn’t treat the offset cancellation as data 

error, so it doesn’t repair the following complex process.  

But it is possible that the haptic data include both 

offset and errors. In this case, the system memorizes the 

offset and the similar case. When the system decides 

that the data include errors, it translates offset 

cancellation and repairs the errors. As a result, the 

system can repair data which include both offset and 

error, and control the haptic device according to the 

repair data. 

 

5. Haptic data Interpolation 

The system selects the similar case and compares 

the input haptic data and the case. If there are some 

different points, the system repairs the original data 

according to the case. We assume that the case is correct. 

If there are errors in the haptic data, the system repairs 

or interpolates them. After all interpolation process were 

finished, the system controls the haptic device using the 

interpolated data. 

In this study, there are two error types which are 

data alteration and data loss. Therefore, the system must 

solve these errors. We explain the detail of our repair 

method and interpolation.  

At first, the alteration error is treated as follows. 

① The system checks errors and finds alteration error. 

② It searches the difference between the similar case 

and the input data. 

③ It replaces the alteration of the input data referring 

to the case. 

The Fig.2 shows the alteration correction process. 

The system compares the series of the input data at 

upper part of the Fig.2 with the case at lower part of the 

Fig.2. In the Fig.2, the third position of the case is “C”, 

but same position of the input data is “X”. The system 

copies “C” of the case to the third position of the input 

data. After all interpolation methods were finished, the 

system replays the input data to control the haptic 

device.  

Next, the loss error is treated as follows. 

① The system checks errors and finds data loss. 

② It searches the difference between the similar case 

and the input data. 

③ It interpolates for the position of data loss. 

The Fig.3 shows the interpolation process for data 

loss. If the data order of the case is “A,B,C,D”, and the 

data order of the input data is “A,B,D”, the system finds 

the data loss for “C”. In the second step, the system 

refers the correspondence position of the case. In the 

third step, it inserts the data “C” between the data “B” 

and the data “D” of the input data. 

If the control data of the haptic device is increased 

by this method, the system controls the device 

according to increased data. If the last positioning data 

for the haptic device is lacked, the system interpolates 
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the last position into the input data instead of the data 

loss. There are some differences between the input 

haptic data and the case. The first data or the last data of 

these two data are always not same. 

 

Fig.2. The alteration correction process 

 

Fig.3. The interpolation process 

 

6. Haptic device control according to the interpol

ated data 

After the interpolation process is finished, the 

system sends the haptic data into the haptic device. The 

control process for the haptic device is shown as follows. 

① The system calculates distance between the current 

position of the haptic device’s stylus and the next 

destination of it, and multiplies its distance and a 

spring constant K to make haptic force. The 

system calculates them for each three axes, and 

gives this force to the haptic device. 

② The system controls the device to move it to the 

next destination. 

③ It repeats the process ① and ② until the device 

arrives at the next position. 

④ If the device arrives at the next position, it reads 

the next destination from the input data, and sets 

up the next position. 

⑤ It repeats the process between process ①  and 

process ④  until the device arrives at final 

position. 

 

III. EXPERIMENTATION 

To evaluate the system, we assume that there are 

alterations and data losses of the haptic data in the linear 

function and the quadratic function. We made three 

examples for each functions. There are two kinds of the 

input data that include alteration and data loss. We also 

prepared the third type data that include these two errors 

and offset shifted error. We evaluated the interpolation 

functions for each data. Some evaluation examples 

include several errors. The offset errors are given 

*independent on each axis. 

We also measured the execution time for all 

interpolation process to evaluate real-time performance. 

 

IV. THE EXPERIMENTAL RESULT AND    

 CONSIDERATION 

We report the experimental results of the test input 

data in the linear function and the quadratic function. 

 

 

Fig.4. X-axis 

 

Fig.5. Y-axis 

 

Fig.6. Z-axis 
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Fig.7. The quadratic function 

 

Fig.8. The quadratic function includes offset 

 

The Fig.4, the Fig.5 and the Fig.6 show the 

experimental interpolation results of each axis for the 

input data in the linear function. They show the linear 

line correctly that system executed interpolation process 

or repairing process. We also confirmed the translation 

function for offsets of X-axis and Y-axis. The value of 

offset X-axis is -4.0 and the value of offset Y-axis is -2.0. 

The Fig.7 and the Fig.8 are the experimental results 

in case of the quadratic function. They show the relation 

between Z-axis and X-axis. The value of Y-axis is fixed 

at 20. In this case, the offset of X-axis is -4.0 and the 

offset of Z-axis is -7.0. 

In the experiment-1, there are errors that the 

alteration error is at fifth position, and the data loss error 

is excited between the eighth and the ninth position. In 

the experiment of the data in the linear function, each 

data is at regular interval which is equal to the interval 

between positions. The system can check the error to 

find an irregular interval. If there is no offset in the 

input haptic data, the system executes the translation 

process only. The Fig.6 shows non offset case. The 

offset of Z-axis is 0.0 . 

In the experiment-5, it is difficult to calculate 

position simply like the experiment-1 because the 

distance between positions isn’t always constant. In this 

study, the system can execute this process correctly 

under the condition that first 3 points of the input data 

are correct. In the Fig.7 and the Fig.8, we confirmed 

that the system executes all processes correctly. 

We measured the execution time required for the 

repairing and the interpolation process. As a result, the 

execution time is measured less than 1 m seconds. The 

human don’t feel a delay less than 1 m seconds, because 

there is 1 m seconds delay that is from touching an 

object to sense it in the human neurons
[4]
. 

 

V. CONCLUSION 

The purpose of this study is interpolation of error 

haptic data at network communication. We evaluated 

out interpolate method to apply the data in the linear 

and quadratic functions for these experiments. But we 

don’t study more complex cases, for example, as the 

cubic function. In this study, the system can execute this 

process correctly under the condition that first 3 points 

of the input data are correct. But if the 3 points are not 

correct, the system can’t treat the data. Therefore, the 

issues are to improve our method that combines the 

fragment of the case data to new cases to suit the 

exception case. In the next development, we will try to 

transmit the haptic data using the communication 

system like Skype, and we will improve our method for 

this communication. 

We greatly appreciate the aid of the Grant-in-Aid for 

Scientific Research (A)"(No.18200008). 
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Abstract: Dexterous manipulation is an important function for working robots. Manipulator tasks such as assembly and 
disassembly can generally be divided into several motion primitives. We call such motion primitives “skills” and explain 
how most manipulator tasks can be composed of sequences of these skills. We are currently planning to construct a 
maintenance robot for household electrical appliances. We considered hierarchizing the manipulation tasks since the 
maintenance of such appliances has become more complex than ever before. Additionally, we considered grouping errors 
into several classes according to their estimated causes. The reliability of the task achievement increases with the 
classification of errors. This paper contributes to the achievement of these concepts by showing our restoration technique 
or each class of error. The technique is described with the concrete examples. f 

Key words: manipulation skill, maintenance task, error recovery 
 
 

1. Introduction 
For manipulation robots to be useful in several fields, 

it is necessary for robots to achieve various tasks using 
special techniques. By analyzing human motions in tasks 
such as assembly and disassembly, we found that 
movements consisted of several significant motion 
primitives. We have called these "skills" and have shown 
that most of the tasks of a manipulator can be composed of 
sequences of skills [1]–[4]. 

We have researched maintenance robots working in 
various factories and power plants. In future research, we 
will consider manipulation robots used for the 
maintenance of household electrical appliances and 
consumer electronics. At present, we are working toward 
producing a prototype of a maintenance robot for system 
components and personal computers (Fig. 1). Maintenance 
requires the use of many manipulation skills, and the 
composition of the tasks is complex. However, 
stratification of tasks makes development more 
manageable. 

Manipulation tasks with skills are performed in theory 
by sequences of visual sensing, geometric modeling, 
planning and execution. In an ideal environment, the tasks 
are achieved without any errors occurring. In actual 
manipulation, however, errors often occur for various 
reasons. Various approaches for error recovery have been 
reported [5]–[8]. However, few methods for realistic error 
recovery have been proposed for the various errors that 
could actually occur during maintenance tasks. We have 
described our concept of error classification and process 
flow with error recovery in the task hierarchy. Errors are 
grouped into several classes according to their estimated 
causes. In this paper, we describe our restoration technique 

for each class of error. 
Error recovery can be 
performed effectively 
using the detailed 
restoration sequences. 

 The next section 
explains manipulation 
skills and the 
stratification of 
manipulation tasks. The 
classification of errors 
and error recovery in the 
task hierarchy are shown 
in section 3. The restoration sequences in each class of 
error are detailed in section 4. 

Fig. 1 Maintenance robot
for audio-visual
system components

Hand-eye vision system
Manipulator

System
components

Manipulator

Fig. 1 Maintenance robot
for audio-visual
system components

Hand-eye vision system
Manipulator

System
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Hand-eye vision system
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System
components

Manipulator
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System
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System
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ManipulatorManipulator

 

2. Stratification of Tasks 
This section explains our concept of skills and 

stratification of tasks. See References [1], [2] for more 
etails. d 

2.1. Manipulation Skills 
We analyzed human motions in such tasks as assembly 

and disassembly and found that the movements consisted 
of several significant motion primitives. We call motion 
primitives “skills” [1], [2]. We considered three 
fundamental skills: move-to-touch, rotate-to-level and 
rotate-to-insert, which play an important part in such tasks. 
A specific task is composed of sequences of skill 
primitives such as these three skills. Moreover, many skills 
such as rotate-to-bite and rotate-to-loosen skills in 
screwdriver tasks can be defined based on slightly 
changed versions of these three fundamental skills [3], [4]. 
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Fig. 2 Task of opening the case of an audio-visual system component
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Task sequence of loosening screws at Side(R)

Move-to-initialize skill
(                        ,                         )task (0)

(1, 1, 1, 1) task(0)
(1, 1, 2, 1)

Move-to-touch skill
(                        ,                         )task (0)

(1, 1, 1, 2) task(0)
(1, 1, 2, 2)

Rotate-to-bite skill
(                        ,                         )task (0)

(1, 1, 1, 3) task (0)
(1, 1, 2, 3)

Rotate-to-loosen / extract
skill (without interruption)

(                        ,                         )task (0)
(1, 1, 1, 4) task (0)

(1, 1, 2, 4)

Skill sequence of loosening a Phillips screw
using a Phillips screwdriver

Maintenance procedure

task (3)
(5) Close the case

Identify failed partstask (3)
(3)

Replace the partstask (3)
(4)

Open the casetask (3)
(1)

(3)task (2)
Investigate the cause 
of the trouble

Maintenance procedure

task (3)
(5) Close the case

Identify failed partstask (3)
(3)

Replace the partstask (3)
(4)

Open the casetask (3)
(1)

(3)task (2)
Investigate the cause 
of the trouble

task (3)
(5) Close the case

Identify failed partstask (3)
(3)

Replace the partstask (3)
(4)

Open the casetask (3)
(1)

(3)task (2)
Investigate the cause 
of the trouble

task (3)
(5) Close the casetask (3)
(5)task (3)
(5) Close the case

Identify failed partstask (3)
(3) Identify failed partstask (3)
(3)task (3)
(3)

Replace the partstask (3)
(4) Replace the partstask (3)
(4)task (3)
(4)

Open the casetask (3)
(1) Open the casetask (3)
(1)task (3)
(1)

(3)task (2)
Investigate the cause 
of the trouble

(3)task (2)
(3)task (2)

Investigate the cause 
of the trouble
Investigate the cause 
of the trouble

Case opening task sequence

Loosen screws at Side(R)task (2)
(1, 1)

Rotate 90 degreestask (2)
(1, 2)

Loosen screws at Reartask (2)
(1, 3)

Rotate 90 degreestask (2)
(1, 4)

Loosen screws at Side(L)task (2)
(1, 5)

Remove the enclosure casetask (2)
(1, 6)

Case opening task sequence

Loosen screws at Side(R)task (2)
(1, 1)

Rotate 90 degreestask (2)
(1, 2)

Loosen screws at Reartask (2)
(1, 3)

Rotate 90 degreestask (2)
(1, 4)

Loosen screws at Side(L)task (2)
(1, 5)

Remove the enclosure casetask (2)
(1, 6)

Loosen screws at Side(R)task (2)
(1, 1)

Rotate 90 degreestask (2)
(1, 2)

Loosen screws at Reartask (2)
(1, 3)

Rotate 90 degreestask (2)
(1, 4)

Loosen screws at Side(L)task (2)
(1, 5)

Remove the enclosure casetask (2)
(1, 6)

Loosen screws at Side(R)task (2)
(1, 1) Loosen screws at Side(R)task (2)
(1, 1)task (2)
(1, 1)

Rotate 90 degreestask (2)
(1, 2) Rotate 90 degreestask (2)
(1, 2)task (2)
(1, 2)

Loosen screws at Reartask (2)
(1, 3) Loosen screws at Reartask (2)
(1, 3)task (2)
(1, 3)

Rotate 90 degreestask (2)
(1, 4) Rotate 90 degreestask (2)
(1, 4)task (2)
(1, 4)

Loosen screws at Side(L)task (2)
(1, 5) Loosen screws at Side(L)task (2)
(1, 5)task (2)
(1, 5)

Remove the enclosure casetask (2)
(1, 6) Remove the enclosure casetask (2)
(1, 6)task (2)
(1, 6)

Loosen a screw SCR1 at Side(R)task (1)
(1, 1, 1)

Loosen a screw SCR2 at Side(R)task (1)
(1, 1, 2)

Task sequence of loosening screws at Side(R)

Loosen a screw SCR1 at Side(R)task (1)
(1, 1, 1)

Loosen a screw SCR2 at Side(R)task (1)
(1, 1, 2)

Loosen a screw SCR1 at Side(R)task (1)
(1, 1, 1)

Loosen a screw SCR2 at Side(R)task (1)
(1, 1, 2)

Loosen a screw SCR1 at Side(R)task (1)
(1, 1, 1) Loosen a screw SCR1 at Side(R)task (1)
(1, 1, 1)task (1)
(1, 1, 1)

Loosen a screw SCR2 at Side(R)task (1)
(1, 1, 2) Loosen a screw SCR2 at Side(R)task (1)
(1, 1, 2)task (1)
(1, 1, 2)

Task sequence of loosening screws at Side(R)

Move-to-initialize skill
(                        ,                         )task (0)

(1, 1, 1, 1) task(0)
(1, 1, 2, 1)

Move-to-touch skill
(                        ,                         )task (0)

(1, 1, 1, 2) task(0)
(1, 1, 2, 2)

Rotate-to-bite skill
(                        ,                         )task (0)

(1, 1, 1, 3) task (0)
(1, 1, 2, 3)

Rotate-to-loosen / extract
skill (without interruption)

(                        ,                         )task (0)
(1, 1, 1, 4) task (0)

(1, 1, 2, 4)

Skill sequence of loosening a Phillips screw
using a Phillips screwdriver

Move-to-initialize skill
(                        ,                         )task (0)

(1, 1, 1, 1) task(0)
(1, 1, 2, 1)

Move-to-touch skill
(                        ,                         )task (0)

(1, 1, 1, 2) task(0)
(1, 1, 2, 2)

Rotate-to-bite skill
(                        ,                         )task (0)

(1, 1, 1, 3) task (0)
(1, 1, 2, 3)

Rotate-to-loosen / extract
skill (without interruption)

(                        ,                         )task (0)
(1, 1, 1, 4) task (0)

(1, 1, 2, 4)

Move-to-initialize skill
(                        ,                         )task (0)

(1, 1, 1, 1) task(0)
(1, 1, 2, 1)

Move-to-touch skill
(                        ,                         )task (0)

(1, 1, 1, 2) task(0)
(1, 1, 2, 2)

Rotate-to-bite skill
(                        ,                         )task (0)

(1, 1, 1, 3) task (0)
(1, 1, 2, 3)

Rotate-to-loosen / extract
skill (without interruption)

(                        ,                         )task (0)
(1, 1, 1, 4) task (0)

(1, 1, 2, 4)

Move-to-initialize skill
(                        ,                         )task (0)

(1, 1, 1, 1) task(0)
(1, 1, 2, 1)

Move-to-initialize skill
(                        ,                         )task (0)

(1, 1, 1, 1) task(0)
(1, 1, 2, 1)(                        ,                         )task (0)

(1, 1, 1, 1)task (0)
(1, 1, 1, 1) task(0)

(1, 1, 2, 1)task(0)
(1, 1, 2, 1)

Move-to-touch skill
(                        ,                         )task (0)

(1, 1, 1, 2) task(0)
(1, 1, 2, 2)

Move-to-touch skill
(                        ,                         )task (0)

(1, 1, 1, 2) task(0)
(1, 1, 2, 2)(                        ,                         )task (0)

(1, 1, 1, 2)task (0)
(1, 1, 1, 2) task(0)

(1, 1, 2, 2)task(0)
(1, 1, 2, 2)

Rotate-to-bite skill
(                        ,                         )task (0)

(1, 1, 1, 3) task (0)
(1, 1, 2, 3)

Rotate-to-bite skill
(                        ,                         )task (0)

(1, 1, 1, 3) task (0)
(1, 1, 2, 3)(                        ,                         )task (0)

(1, 1, 1, 3)task (0)
(1, 1, 1, 3) task (0)

(1, 1, 2, 3)task (0)
(1, 1, 2, 3)

Rotate-to-loosen / extract
skill (without interruption)

(                        ,                         )task (0)
(1, 1, 1, 4) task (0)

(1, 1, 2, 4)

Rotate-to-loosen / extract
skill (without interruption)

(                        ,                         )task (0)
(1, 1, 1, 4) task (0)

(1, 1, 2, 4)(                        ,                         )task (0)
(1, 1, 1, 4)task (0)
(1, 1, 1, 4) task (0)

(1, 1, 2, 4)task (0)
(1, 1, 2, 4)

Skill sequence of loosening a Phillips screw
using a Phillips screwdriver
Skill sequence of loosening a Phillips screw
using a Phillips screwdriver

Layer task (3)

Layer task (2)

Layer task (1)

Layer task (0)

Layer task (3)

Layer task (2)

Layer task (1)

Layer task (0)

Layer task (3)Layer task (3)Layer task (3)

Layer task (2)Layer task (2)Layer task (2)

Layer task (1)Layer task (1)Layer task (1)

Layer task (0)Layer task (0)Layer task (0)

2.2. Stratification of Tasks 
Figure 2 shows a hierarchy of manipulation tasks using 

the repair of system components in consumer audio-visual 
equipment as an example [4]. If we ignore the servo layer, 
the skill layer, which consists of elements such as 
move-to-touch and rotate-to-bite skills, is located in the 
lowest layer called the task(0) layer. Each skill is performed 
by the processes of visual sensing, geometric modeling, 
planning and execution. One tier above the task(0) layer is 
called the task(1) layer. Similarly, task(i+1) is composed of 
sequences of task(i) elements. The top layer, where the 
error recovery loop is closed, is called task(max) and one tier 
above task(max) is called the project layer. The project layer 
might also be hierarchized, but we will not discuss this 
here. 
 

3. Error Recovery in Stratified Tasks 
In an ideal environment, tasks are achieved without 

any errors occurring. In actual manipulation, however, 
errors often do occur from various causes. Our concept of 
error classification and process flow with error recovery in 
the task hierarchy are described in this section. See 

eferences [4] for more details. R 
3.1. Classification of Errors 

The causes of failures can be attributable to several 
kinds of errors. We group the error states into several 
classes according to the possible causes as follows. The 
classes of errors are described in detail in Reference [4]. 

･Execution error. 

･Planning error 
･Modeling error 
･Sensing error 

Merely restoring the causes of these errors does not 
always solve the problem. It may be necessary to return to 
a previous step when the working environment is greatly 
hanged by the error. c 

3.2. Error Recovery based on Classification 
A generalized process flow of stratified tasks that takes 

error recovery into account has been shown in [4]. Figure 
3 is an illustration of the central portion of Fig. 10 in [4]. 
At the confirmation step in each skill primitive task(0)

(i0) , 
an automatic process or a human operator judges whether 
the result is correct or a failure. Error recovery is 
performed using the following error classification. To 
simplify the explanation in this paper, we have not 
considered returning to the layer above the task(2)

(i1)  layer. 
Class 1: When the error is judged to be an execution 

error, task(1)
(i1) is executed again without a correction in 

the parameters. 
Class 2: When the error is judged to be a planning error, 

task(1)
(i1) is executed again with a change in the planning 

parameters . 
Class 3: When the error is judged to be a modeling 

error, task(1)
(i1) is executed again with a change in the 

modeling parameters. 
Class 4 ( = Class T(1) ) : When the error is judged to be 

a sensing error, task(1)
(i1) is executed again with a change 

in the sensing parameters. 
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Fig. 3  Process flow with error recovery
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4. Recovery from Classified Errors  
We will explain the technique based on concrete 

examples using the maintenance robots. 
(1) Class 1 

This is a mechanical error caused in the manipulator 
mechanism such as a gear backlash. If the error happened 
by accident, the possibility of recovery succeeding is large 
if the robot retries repeatedly. It moves to Class 2 or more, 
if the task will not succeed no matter how many tries are 
repeated. 
(2) Class 2 

This is an error caused by inaccurate parameter values 
in planning. The process changes according to the kind of 
parameter with the wrong value. The following are typical: 
a) When passing planning parameters are inapposite, it is 
necessary to derive a correct initial position and 
orientation and a moving path by correcting the 
parameters. For example, Figure 4 shows the correction of 

the initial region of a screwdriver by revising the angle of 
the vertex of the control uncertainty cone. Additionally, 
this case includes correction of the path by various causes 
such as avoiding obstacles. b) When the threshold to judge 
the state is inappropriate, correction must be done. For 
example, the threshold of the contact force value is revised 
if the detection of the contact condition is not achieved 
properly. c) When the task of manipulation doesn't 
advance properly, the values of power or torque must be 
changed. For example, the rotating torque is increased, if 
the

ask will not recover 
p  if a correction is done. 
(3

 screwdriver inserted in the screw doesn't rotate. 
It moves to Class 3 or more, if the t

roperly even
) Class 3 
This is an error caused by differences in the real object 

and the geometric model in the software. The following 
two kinds of errors are considered: a) When the real object 
and the geometric model in the software are different, the 
correction must be done. For example, Figure 5 shows that 
the size or the type of a screw has been correctly changed. 
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b) When the tool grasped by the manipulator and the 
geometric model in the software are different, the 
c he tool model must be done. 
(4

ships of the coordinate 
s d tool. 

the corrections of Class 2, 3 and 4 errors (Fig. 7). For 

 

orrection of t
) Class 4  
This is an error occurring during visual sensing. This 

error happens by causes such as inaccurate calibration of 
the vision system and incorrect relationships of the 
coordinate systems of the object and tool. Figure 6 shows 
the correction of the relation
ystems of the object an
 (5) Additional Task  

Additional tasks are necessary in some cases to perform 

example, additional geometry modeling of the working 
environment may be necessary in Class 2 a), and 
additional geometry modeling of the object and the tool 
may be necessary in Class 3 a) and 3 b), respectively. And 
additional geometry modeling of the working environment 
and calibration of the vision system may be necessary in 
Class 4. Furthermore, a task for changing the grasped tool 
might be needed in Class 3 b). 
 

5. Conclusions 
In recent years, dependability has been a topic in 

robotics research. It is necessary to increase the reliability 
of the maintenance robots that work on household 
appliances. Therefore, as error recovery technique is 
important, we considered a method of error recovery that 
uses the concepts of both task stratification and error 
classification. In this paper, we have described our 
restoration technique in detail for each class of error. The 
capability to recover from errors has been improved. 

In the future, we will further research optimum 
adjustment methods for the various parameters used in 
error recovery and a fully automatic method to confirm 
achievement of tasks composed of skills. We will attempt 
to apply our technique to actual maintenance robots. 
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Abstract: Recently, various kinds of medical issues have been reported such as lacks of doctors and/or nurses, medical 

mistakes, and escalation of medical costs. On the other hand, medical quality and doctor's skill are required to be 

enhanced. Then, virtual surgical simulator has been developed and used in inexperienced doctors' training. However 

virtual training simulators provide the training opportunities for doctors to practice cutting and/or sewing against virtual 

organ by them. In order to maintain and enhance medical quality the experience doctors had constructed, it is required 

to provide an environment where inexperienced doctors can learn the skills of experienced doctors. This study proposes 

a training factor that helps to take over experienced operation skills to inexperienced doctors. In order to make this 

training factor, we have to develop a skill recording system that can store the operation data as supervised data, and and 

reproduce the stored data on a surgical simulator. A trainee intuitively learns the other doctor's skill. In this paper, a 

recording system based on a haptic device is presented. Some experimental results where a subject tries to manipulate a 

mock surgical forceps according to the supervised data are discussed.  

 

Keywords: Virtual reality, Mechanical modelling, Surgical simulator, and Computer aided system. 

 

1. Introduction 

Both surgical skills and medical expertises of 

experienced doctors have to be taken over next 

generation. It has been reported that the number of 

doctor is gradually decreasing, meanwhile the number 

of cases of diagnosis errors and treatment failures have 

been increasing. Against them, inexperienced doctor 

and residences have been required to have high quality 

medical treatment skills and accurate diagnostic skills. 

Recently, surgical simulator or surgical planning assist 

system have been developed based on collaboration of 

between virtual reality technique and haptic 

technologies[1][2][3]. Most of the reported surgical 

simulator enables doctors to practice the skills of cutting 

and sewing virtual organs. In this virtual environment 

trainees can practice surgical skills without concerns 

about the patient's physical load and surgical risks. The 

effect of training simulator increases by operation is 

infrequent. For example, considering a case of that 

patient's vitality level is low and/or significant 

preparation for operation is essential and so on, 

experienced doctors perform the operation and 

inexperienced doctors devote to assist the operating 

surgeon. Therefore surgical opportunities for 

inexperienced doctors are not enough as the operation 

skills needed in operation are more difficult. Then a 

training simulator including a training factor that 

enables to teach various experienced skills to trainee has 

some possibilities to become one of solutions for the 

current medical issues.  

 This study aims to construct a training factor 

that enables trainee to intuitively learn the skills of 

experienced doctors and to apply this factor to a simple 

operation technique. In this paper, some fundamental 

studies about recording operation data as supervised 

data and the effect of reproducing the supervised data 

on training on a surgical simulator. A simple surgical 

knife operation is subjected in our fundamental research. 

Ideas of recording function and reproducing function 

are described in the following sections, and 

experimental results for this simple operation are 

discussed.  

 

2. Concepts 

Considering doctors' manipulation of forceps for 

patient's organ during operation, the doctors operate the 

forceps according to not only visual information but 

also force information of operation target. Not only for 

doctors, we are doing same things even in our daily life, 

for example window cleaning. We wipe out the window 

by using a dust cloth, where we make visual feedback 

and force feedback in ourselves and control our hand 

force against the dust on the window by obeying these 

feedback loops.  

 When a doctor cuts the body surface by using a 

knife forceps depending on the previously determined 

surgical plan, he/she controls both of forceps's position,  

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010 1014



posture, force, and moment. In other words, cutting 

operation is performed by the feelings of organ's 

stiffness, elasticity, and viscosity transmitted via the 

forceps to doctor's fingertip. Then a lack of force 

feedback functions for tele-robot surgical system, for 

example Da Vinch, Zeus, etc., is assumed as one of the 

significant problems of tele robotics surgical system [5]. 

Doctors wear globes in operation. Their tactile 

sensibility is prevented by wearing globes but they can 

recognize the differences of organs' elasticises. For 

example, cardiovascular surgeons determine the region 

of left ventricular by the basis of feelings of cardiac 

muscle palpation [4].  

 

3. Method 

In this chapter, two basic functions of our system are 

presented. A recording function by the basis of function 

of a haptic device PHANToM Premium is firstly 

described, where operation data will be stored in the 

computer memory as a supervised data. Next is a 

reproducing function. This function is composed of a 

haptic control function of PHANToM Premium. The 

system structure we have developed is composed of a 

PC and HANToM Premium. The PC is running on 

Windows XP and its development environment is 

Visual C++ 2005.  

 

3.1 Recording function  

PHANToM Premium is one of commercially available 

haptic devices. It can detect its end effecter's position 

and posture in three dimension. Force feedback function 

is effect on the three axis direction, where Fx, Fy, and 

Fz are controllable. We employ this haptic device as 

human interface in order to record operation data in this  

study, where a pen type end effecter is used as a mock 

device of knife forceps. Then time variation data of  

forceps is recorded, where x(t), y(t), and z(t) are stored 

in the computer memory.  

 

 

3.2 Reproducting function 

The recorded data, xr(t), yr(t), and zr(t), based on the 

recording function is used as supervised data for trainee, 

and is used the target data of force control of 

PHANTom. This force control assists the operation of 

trainee.  

 In the force control system of PHANToM, HD 

library can make PHANToM output force by the 

settings of parameters in the programming code. Its 

control frequency is approximately 1000Hz, complete 

real-time processing might be prevented due to process 

for graphical application or resident programs of 

Windows Operation System. A simple PID control 

method is employed in this system. Equation (1) is a 

control low for force control in respect to x-axis 

direction.  

 Each axis direction's control low are 

established as well as equation (1), where; Fx shows 

output force, Kp, Kd, Ki are proportional, differential, 

and integral feedback gains respectively. xr is a variable 

of target coordinate and x is for current x-axis 

coordinate variable. We are coding this PID control low 

with empirically adjusting each feedback gains.  

 

∫ −+−+−= dtxxKixKxxKF rdrpx )()()( &  (1) 

 

3.3 Virtual organ model 

As mentioned above, a doctor operates a surgical 

forceps depending on the feelings of patient's organ, so 

a virtual organ based on a dynamic model has to be 

build.  

 Co-author who is cardiovasuclar surgeon 

desires an application of this study for cardiovascular 

surgical field. Therefore, a virtual aorta model has been 

developed in our laboratory [6]. However, rigorous 

simulation model for aorta is not requested in our 

current step. So, a cylindrical dynamic model imitating 

shape of aorta has been constructed.  

 

 
Fig. 1 A scheme of the cylindrical dynamic model based 

on spring network system 

 

 

Fig. 2 A graphical model of the bilayed dynamic model 
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Fig. 3 A volume model of patient's aorta rendered with 

OpenGL Volumizer 

 

 Fig. 1 shows a schematic diagram of the 

cylindrical dynamic model based on mass-spring 

network model. Because aortic tissue construct both 

inner wall and outer wall, so two cylindrical dynamic 

models are arranged as like as a bilayer film. All of 

mass of these two layers are connected with springs and 

dampers in order to make this virtual model have aortal 

thickness. Fig. 2 is a graphical model of the virtual 

organ used in this study. This is drawn by using 

OpenGL. The accurate shape of aorta is going to be 

interpolated with patient three dimensional computer 

tomography data. The co-author has been tried to 

extract the volume data of aorta from patient's computer 

tomography.  

 Fig. 3 is a volume model, where OpenGL 

Volumizer rendered this graphical model by the basis of 

the volume data derived a patient's computer 

tomography data. We would like to extract three 

dimensional coordinates of aorta from this model in 

future. 

 

4. Experiment 

4.1 Recording experiment 

As mentioned above, a simple knife operation is used as 

a basic operation in this study. Then, the three  

 

 
Fig. 4 Experimental scene of operating PHANToM 

Premium A 

 
(a) line 

 

Fig. 5 Recorded supervised data 

 

dimensional coordinates of the edge of PHANToM end-

effecter are stored in the computer memory and are 

saved in a file. This paper introduced a virtual organ 

model in section 3.3, however this experiment uses no 

virtual organ model. Because we have to mount a 

function that judges the contact between the surface of 

cylindrical dynamic model and a pointer which is 

controlled by the trainee via PHANoM in order to use 

our dynamic model as a virtual organ model. Fig. 4 

shows a scene of experiment for recording operation 

data, where a laboratory student performed like that a 

doctor cut an organ with knife forceps. The obtained 

data are shown in Fig. 5 by using Graph-R. The data 

starts at red color and moves to blue color.  

 

4.2 Reproducing experiment 

In this experiment, we implemented experiments under 

two different conditions. The first condition is that the 

computer gives subjects only visual information. The 

supervised data is drawn as a point moving according to 

the recorded data. Total four subjects tried to trace the 

supervised data. After five times trials, we evaluate the 

experimental data by using mean square method. 

 Next condition is that both visual information 

and force information are given. The force information 

is just a force assist instructed from the force control of 

PHANToM. 

 

5. Result and discussion 

The experimental results implemented under the first 

condition are shown in Table 1. And the experimental 

results for the second condition are shown in Table 2. 

Each table are indicating the evaluation results based on 

applying mean square method to between the supervised 

data and subject's operation data. All subject tried five 

times under same experimental condition. These results 

clearly show most subjects were getting skilful by the  
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number of times progress regardless of conditions. And 

the results of experiment II are entirely better than that 

of experiment I due to assistance of force control. 

 Because it was difficult to create a sense of 

depth in the virtual environment, most of subjects were 

not able to get good result in respect to z-axis against 

the other axis direction. Realistic shape of forceps is 

necessary to make the virtual training environment more 

practice. Then, the evaluation criterion about posture of 

forceps can be added. In this experiment we adopted a 

simple operation like a doctor cuts the body surface as 

the supervised data. To make it possible to apply the 

reproducing function for other operation skill such as 

sewing a blood vessel, not only a virtual forceps model 

but also torque control function of a haptic device is 

requested. Constructions of a virtual forceps model and 

the contact model between the virtual forceps model and 

the dynamic model are our future work. 

 

6. Conclusions 

This paper described the technical factors of new 

training factor that helps to inherit the surgical skills of 

experienced doctors to inexperienced doctors and/or 

residents. Though the supervised data was a simple 

operation and there were no dynamic model in 

experimental environment, the results under the second 

condition showed the force assist function has an effect 

for operation training.  

 For the next step, we firstly improve the virtual 

environment where a virtual forceps model will be built 

and the dynamic model will be added. In order to embed 

the dynamic model, realistics of virtual model makes 

the training sysmte more plastic. So we are planning to 

apply OpenGL Volumizer to volume rendering the 

vitual organ model. Then, the computation speed and 

imaging speed of GPGPU would be helpful. The 

integration of the development environments for the  

 

 

haptic device, OpenGL Volumizer, and GPGPU are 

neccesary.  
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Abstract: we propose a technique for detecting pedestrians employing stereo camera images based on probabilistic 
voting. From a disparity map, each pixel on the image is voted on a depth map employing a 2-D Gaussian distribution. 
The region having a peak value of the vote is chosen as the foot of an object. The object is specified by a rectangle on 
the right image, which is referred to as a region of interest (ROI). This ROI is described by HOG features and it is 
judged by SVM if it contains a person. With the ROI containing a person, Kalman filter is applied to track the person 
through successive image frames. Performance of the detection of persons was evaluated employing a ground truth data. 
The rate of detected persons to the ground truth data, called a recall rate, was 80 %. This is a satisfactory result. 
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1. INTRODUCTION 

 In recent years, intelligence of a car has been 
advancing, and advanced safe technologies to support 
driving of a driver using an in-vehicle camera have 
become much important. Several methods have been 
put into practical use for controlling a vehicle such as 
recognizing traffic lanes from a camera, detecting 
obstacles by radar, etc. In particular, to realize a safe 
traffic society, various studies and technology 
development have been enthusiastically performed 
aiming at protection of pedestrians. As the pedestrian 
detection method from in-vehicle camera images, 
Gavrila[1] proposed a matching method employing a 
hierarchical template of the shape of a pedestrian. But it 
has a problem that it must perform the matching 
repeatedly at a rough position on the image. Uchimura 
[2] uses U-V-disparity and it applies Gabor Filter to an 
object region to obtain its features and distinguishes 
them by Support Vector Machine. However, the object 
detection in the complicated background such as a 
downtown seems difficult. Other than the use of in-
vehicle cameras, Zhao & Thorpe [3] realize pedestrian 
recognition by a neural network. However, the precision 
of recognition with this technique is not enough for 
practical use.  

In this paper, we propose a pedestrian detection 
method using a stereo camera system. Similar technique 
[1-3] has already been suggested, but our study differs 
from them in that, after the detection of pedestrians, it 
aims at judging the degree of risk with each pedestrian 
and informs a driver in the order of the degree. In this 
particular paper, however, we concentrate on pedestrian 

detection: We propose a pedestrian detection method 
employing a stereo camera system and a voting using 
Gaussian distribution. 

In the following, we present the proposed technique 
and show experimental results with discussion. 
 

2. PROPOSED TECHNIQUE 
2.1 Parallel Stereo Cameras 

In this study, we employ a parallel stereo camera 
system. The two cameras are of the same height with 
each other. Let us denote the camera lens coordinate 
system of the left camera and the right camera by Ol-
XlYlZl and Or-XrYrZr, respectively. The light axes 
coincide with the Zl axis and the Zr axis, respectively, 
and the Xl axis and the Xr axis are collinear horizontally. 
A pair of arbitrary corresponding points on the left 
image and on the right image receives epipolar 
constraint. In case of parallel stereo, the constraint 
becomes a horizontal line and we only have to search a 
partner point on the horizontal constraint line. Let us 
denote a point on the left image by (ul,vl) and its 
corresponding point by (ur,vr) on the right image. Then 
disparity d is calculated by  

rl uud � .           (1) 

The relation between the image coordinate system and 
camera lens coordinate system O-XYZ is given by 
 
        (2) 
  
   
Here f is a focal length and b is a base line length. 
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2.2 Corresponding Stereo Images 
  In correspondence point search between two images, 
we use the technique proposed by Franke & Joos [4]. It 
performs the correspondence search employing initially 
a low resolution image, then higher resolution images. 
This results in the reduction of computational cost to a 
large extent. 

Let us define the right image as a base image and the 
left image as a reference image. In the first place, Sobel 
filtering and binarization is applied to the base image to 
obtain the edge image of the original. By the 
employment of the pyramidal representation of an 
image, lower resolution images are produced with the 
base, reference and the edge image of the base image. 
Correspondence is searched on the low resolution edge 
images first. If a pixel on an edge is found on the edge 
image, its corresponding pixel is specified on the lower 
resolution base image and its partner is searched on the 
lower resolution reference image. Normalized 
correlation is employed for the search, since it is robust 
to illumination change. Once a corresponding pair of 
pixels is found, the pixel and its 3-neighbor pixels, i.e., 
the next column pixel of the same row, the next row 
pixel of the same column and the next column pixel of 
the next row, on the higher resolution base image are 
examined correspondence with the higher resolution 
reference image. The image coordinate of a 
corresponding point is computed to the sub-pixel order 
by use of parabola fitting. This procedure is repeated in 
turn to higher resolution images to obtain the final 
solution. Fig. 1 shows a disparity map of a road image. 
 
2.3 Object Detection 
2.3.1 Depth map 

Employing the distance information provided from 
the disparity image, the 3-D position of the object is 
specified on the real space, from which the region of the 
object is identified on the right (base) image. Let us fix 
the Y coordinate to a certain constant, e.g., Y=0. The XZ 
plane is then a voting plane which is separated into unit 
cells. All the pixels on the edge image of the base image 
receive transform by Eq.(2) and voted on the cells. 
 
2.3.2 2-D Gaussian distribution 

The cell where a vertical object exists has a large 
number of votes. This is, however, not the case in a 
practical situation, since a longer distance will contain 
larger errors in parallel stereo. To overcome this 
difficulty, instead of voting ‘1’ on a certain cell, the vot- 

 
 
 
 
 
 
 
 
 (a)       (b) 
Fig.1. Deriving a disparity map: (a) The base (the right) 
image is given and (b) the depth image is computed 
from the disparity. 
 
ing is done by a 2-D Gaussian distribution whose center 
is the voted cell.  
  It converts arbitrary point p(ur, vr; d) in provided 
disparity image into point μ(ur, 0, Zr) in the uZ plane. 
Here uZ plane is a two-dimensional plane owning 
horizontal direction u of the image on depth direction Z, 
the cross axle in a vertical axis. It converts d into Zr by 
Eq (2) and vr is 0, for all pixels p with the same 
disparity. We vote on the uZ plane with the probability 
value of the 2-D normal distribution at a provided point 
μ(ur, 0, Zr). The 2-D Gaussian distribution is defined by 
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After all voting, we convert the u axial direction into the 
X-axis direction employing Eq (2). The uZ plane is 
converted into an XZ plane by this procedure and this 
yields a depth map. 
 
2.3. 3 Evaluating cell regions and occupation rate 
 We take a region called a cell region composed of 3×3 
cells and evaluate an occupation rate of the cell region. 
The occupation rate is defined as the average of the 
voted values over the 9 cells. A depth image is an image 
showing the voted values of the cell regions having the 
occupation rate larger than a threshold. A binarized 
depth image is called a grid image. The depth image 
receives labeling and clustering and the weighted 
centroid of each labeled region is calculated on the 
depth image. The image giving the locations of the 
centroids is called a centroid image. See Fig. 2 for 
examples of these images. 
 
2.3. 4 Region of interest 
 The equation of the road is given by 
     .01 ��� cZbYaX         (4) 
Here, a, b, c are road parameters and calculated in 
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(a)                         (b)                         (c) 
Fig.2. Employed maps: (a) Depth map, (b) grid map, and (c) centroid map. 
 
 
 
 
 
 
 
Fig. 3. Diagram of a region of interest. 
 
 
advance. Using G(XG, 0, ZG) and Eq(3), a contact point 
PG(XG, YG, ZG) between the road and the object is 
identified. YG is given by 

           � �.11
��

�
 GGG cZaX

b
Y          (5) 

Once PG(XG, YG, ZG) is identified, it is converted by 
Eq. (2) reversely and the object and its grounding point 
pG (ug, vg) is identified so that it may be put on the 
image of the road. The Region of Interest is expressed 
with a rectangle, and its size is given by 

     
2/

/
HeightWidth

ZsfHeight G

 
          (6) 

Here s is a scale factor and the aspect ratio is fixed to 
2:1. Fig 3 shows a diagram of the ROI. 
 
2.4 Pedestrians Recognition and Tracking 
 The HOG feature [5] is calculated within the ROI in 
the frame and the region is judged whether or not it 
contains a human by the employment of the support 
vector machine (SVM). 

From the position recognized as a pedestrian, we 
employ Kalman Filter [6] to track it in successive 
frames. 
 

3. EXPERIMENTAL RESULTS 

Experimental results using the proposed method are 
shown in this section. In experiment 1 (Exp1-1), a 
stereo camera system is fixed and it take images of the 

scene where pedestrians pass in front of the cameras, 
and the scene (Exp1-2) where pedestrians moved 
around to various orientations. In experiment 2 (Exp2), 
pedestrians in a zebra crossing are captured images from 
a moving stereo camera system. 

The proposed method was applied to these videos. 
Fig.4 shows the results of Exp1-2 and Exp2. Red boxes 
show the ROIs judged as containing a human, whereas a 
blue box is the ROI judged as not containing a human.  
The result of tracking is depicted by respective colors. 
The size of the processed images is 320*240 pixels. The 
employed PC is Intel Core2 (CPU:2.39GHz, memory: 
4GB). 
 

4. DISCUSSION 
4.1 Evaluation Criteria 

We consider that not only the result of the detection 
but also the range of an ROI containing a pedestrian 
should be evaluated. A detected ROI is therefore 
compared to ground truth data. It is evaluated what 
extent of an ROI is included in a ground truth data and, 
in the same way, what extent of a ground truth data is 
detected. For this purpose, we define two indices called 
cover and overlap given by the following equations.  

OA
OAGTOverlap

GT
OAGTCover

�
 

�
 

           (7) 

Here GT is the area of a ground truth region and OA is 
that of a detected ROI. If each value exceeds 0.5, it is 
judged as detected exactly. Fig.5 shows a conception 
diagram of the cover and the overlap. 
 
4.2 Evaluation Results 

If we denote the number of all the employed GT data 
by A, the ratio of the number of correctly detected GT 
data to A is called Recall and is defined by 

   ATPRecall / .       （8） 
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 0 frame   94 frame     124 frame       162 frame 

 
 95 frame   190 frame     334 frame       468 frame 
Fig. 4. Experimental results: Pedestrians detection and tracking; a fixed camera case (the upper row) and a mobile 
camera case (the lower row).
 
 
 
 
 
 
 

     
Fig. 5. Diagram of the cover and the overlap. 
 
 
 
 
 
 
 
 
 

 
Fig. 6. An evaluation graph. 
 
 
Here TP means true positive. Fig.6 shows a graph 
which indicates the relation between the Recall values 
and TN values with respect to every experiment. 
Average processing time with each experiment is 50.5, 
61.7 and 150 [ms/frame], respectively. 
 

5. CONCLUSIONS 

This paper proposed a method of detecting a 
pedestrian from a video image taken from a stereo 
camera system. In order to extract an object from an 

image, voting of distances of the points detected on the 
image was done by the employment of a 2-D Gaussian 
distribution. The detected object region was represented 
by HOG features and it was judged if the region 
contains a human by SVM. Experimental results 
showed satisfactory performance of the method. 

The degree of danger with various human activities 
will be defined and recognized in the next step of this 
study. To raise the precision of the disparity map and 
detecting multiple people also remain for further study.  
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Abstract: We focus on human activity analysis so that an intelligent system (e.g., a robot) can easily understand some 
important activities and help thereby. Hence we present an improved method for activity analysis, called Median-
filtered Temporal Motion Segmentation (MfTMS) method, which can segment and understand motion temporally from 
the video sequence. It is based on the computation of optical flow and thereafter split it into four different channels. 
Later median filtering is applied and we produce four motion-history templates based on the directional motion vectors. 
Based on the total pixel volumes on these history templates and their related variations, various directions of the action 
primitives are segmented temporally. We conduct experimentations both indoor and outdoor environments and 
achieved sound performance. This segmentation method can assist an intelligent system or a robot to understand 
activities and take decisions afterwards. It is a simple but robust approach. 
 
Keywords: Motion segmentation, behavior understanding, DMHI, optical flow, MfTMS. 

 

I. INTRODUCTION 

Motion understanding and behavior analysis are 

important research areas in computer vision arena with 

various important applications [1-2]. In this paper, we 

attempt to understand and segment human behavior 

based on the concept of our Directional Motion History 

Image (DMHI) method [3], which is based on four 

channels of optical flow. There are various action 

segmentation approaches. For temporal motion 

segmentation approach, Kahol et al [4] focused on 

developing a gesture segmentation system based on 

HMM states. Yuan et al [5] presented a method for 

detecting motion regions in video sequences observed 

by a moving camera, in the presence of strong parallax 

due to static 3D structures. Ref. [6] proposed a method 

to divide all the motion data into segmental motions 

based on breaking points. After segmentation, all the 

data are classified into clusters, called basic motion. 

Ihara et al. [7] proposed a gesture-description model 

based on synthesizing fundamental gestures. They 

developed a gesture semantics database based on 

‘fundamental gestures’, which are defined on some set 

of meaningful actions. Inspired by the natural language 

processing, an approach for automatically segmenting 

sequences of natural activities into atomic sections and 

clustering them is proposed [8]. Ref. [9] segmented 

video based on the connections between certain low 

level and computationally simple features; and high 

level, semantically meaningful features.   

Ref. [10] proposed methods for motion patterns of 

humanoid robots observed as a continuous flow using 

pattern correlations and associative memory. Ref. [11] 

proposed approaches that have a more similar 

connotation with our approach: to segment behaviors 

into distinct behaviors. Ref. [12] proposed a scheme 

based on the basic movement transition graph for 

extracting motion beats from given rhythmic motion 

data. Similarly, [13] developed a method that 

automatically detect the musical rhythm and segment 

the original motion to classify to the primitive motions.  

Section II presents the method. Next in Section III, 

experimental results and analyses are presented. Finally, 

we conclude the paper in Section IV. 

II. THE MfTMS METHOD 

Based on the directional motion history evaluation, 

we can temporally segment a motion sequence into its 

action primitives [3,14]. Fig. 1 shows the system flow 

diagram of the MfTMS method.   
 

 
Fig. 1 System flow diagram of MfTMS method. 

 
We calculate the directional motion history 

templates based on the DMHI [3] in order to develop 
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the Median-filtered Temporal Motion Segmentation 
(MfTMS) method. The MfTMS is the technique for the 
intermediate interpretation of complex motion into four 
directions, namely, right, left, up and down. In this 
method, extracted features are created from pixel-wise 
optical flow method. We compute the optical flow 
vector directly from consecutive frames. Then it is split 
into two scalar fields corresponding to the horizontal 
and vertical components of the flow. Later, these 
components are half-wave rectified into four separate 
channels. We exploit the median filter to filter out the 
noise, so that the noise remains on the boundary of the 
object. Based on the four directions, four separate 
optical flow motion history templates (i.e., summation 
of optical flow on a sliding temporal window for each 
pixel) are created after deriving the four optical flow 
components. After having the motion templates for a 
complex action or activity, we calculate the volume of 

pixel values ( { }−+−+∈ y

t

y

t

x

t

x

tt ννννν ,,, ) after summing 

up the motion templates’ brightness levels. For 
consecutive frames, it is defined by, 
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τν                 (1) 

Here, l  is a label (which can be one of the four 
directions based on { }rightleftdownup ,,,∈l ) of the 
segmented motion after some threshold values (to 
determine the starting point for a motion above α

Θ and 

to determine the stop of motion at 
β

Θ ) as shown:  
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Here, l

t∆  is the difference between two volume of 

pixel values ( τ
ν ) for two frames. Variable k is the 

frame number, where the value of k might be 1 or more. 
When k=1, then we are calculating consecutive two 
frames in the video sequences. These four different 

labels are identified. When the difference 
l

kt +
∆ is 

more than a starting threshold value αΘ , we can 

decide the label of the segmented motion. But when the 
l

t∆  reduces to l

t
∆>Θ

β
, we can say that there is no 

motion or the motion is no longer present (Φ ). We 
choose α

Θ  and 
β

Θ  empirically.  

So the total pixel volumes obtained by the 

summation of the motion histories over the pixel 

neighborhood, decides the direction of the action. 

Therefore, based on this mechanism from the motion 

history templates, we can easily segment a complex 

motion sequence into four directions. Note that in this 

case, based on the relationships of total pixel volumes 

for four directions and individual pixel volume in one 

direction, the system sets the τν  to zero, considering 

no change in that direction. In this way, the system can 

perform consistently. Figures below illustrate this 

concept as we find that when an action has finished in 

one direction, the variation of pixel volumes sets back 

to zero, and in some cases, increases instantly from zero 

to some values to denote the action.  

III. EXPERIMENTAL RESULTS 

We demonstrated two experiments. Fig. 2 shows 

‘sit-down’ and ‘stand-up’ sequences in indoor. One 

person sits down, then stands up and repeats the actions 

in indoor with various speeds. If we employ consecutive 

frames for analysis, k=1 as in Fig. 3 and Fig. 5(a). The 

ground truth is presented with the segmentation result.  

 

 

 

Fig. 2. Sequences for sit-down and stand-up actions 

 
Fig. 3. Results of segmentation for actions of Fig. 2 

 

The output is shown with the ground-truth data (GT 

as unit step-pulse-shaped representations) for better 

evaluation, where the abscissa represents ‘Frames 

numbers’ and the ordinate stands for ‘Variation of pixel 

volumes’. From Fig. 3, we note that the action primitive 

extraction and identification are done accurately. After 

first sitting down and stand-up, we find some small 

spikes which can be considered as noise. We manually 

checked the original action sequences frame by frame 

and the corresponding experimented output. We also 

consider an experiment in outdoor and cluttered 

environment having textured road-marks and static but 

complex background. In this experiment, one person 

walks on the zebra-crossing from one side of the road to 

other side. He walks to left and back to right. 
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Fig. 4. Sequences of outdoor experiment 

 

 
(a) Outdoor experiment of ‘walk to left, walk to right, 

then again walk to left, stop for a while, then left’. Next 
the motion for walk-stop-walk to right. Ground truth 

(GT) depicts the segmentation as excellent. 

 
(b) Same result with k=2 to reduce the noisy patterns 

and to produce better output. 

 
(c) Same result with k=3. 

Fig. 5. Experimental results for outdoor experiment 
 

Then again come to the scene as walking to left with 

sudden stop for a while and does the same in right 

direction. So we tried to identify the action primitives 

using the MfTMS method. Fig. 4 shows some 

sequences where a person is in motion – to left, right or 

out of the scene. Fig. 5 demonstrates the result of 

segmentation and identification. The output shows 

satisfactory resemblance for this long video sequence. 

Around frame no. 568, we notice a sudden stop (‘no 

motion’) for a while and then again the start of motion. 

Similarly, after 820 frames, we can observe this ‘no 

motion’ part (i.e., sudden stop while walking towards 

right). In this graph, we notice more than one steep 

curves under one action (e.g., for ‘walk to left’ action, 

we see three major steeps). As explained above, the 

system reduces the volume of pixel values (τ
ν ) to zero 

based on the relationship of total pixel volumes of four 

directions. This is not tricky as in between there is no 

other motion directions and these curves are just 

adjacent to another to cover one block of action based 

on that direction. However, another finding depicts (Fig. 

5(b)) that introduction of different values of k can 

reduce the noisy patterns and provide better output. 

From Fig. 5(b)~(c), it is evident that by the introduction 

of k as 2 and 3, the noisy spikes are less.  

However, as the frame nos. in between are a few and 

no other actions, we consider the entire block as one 

single action primitive. For example, from frames 

around frame no. 70 till ‘walk to left’ part (Fig. 5(a)), 

we note two other almost consecutive step-pulses to 

denote ‘walk to left’. Similarly, we can get the block of 

one action for walk to right and so on. These clearly 

separate the actions in different directions and this 

information can easily aid an intelligence system or 

robot to identify a sequential or continuous activities. 

We manually evaluated the video data to analyze the 

reasons for this nature of output in this case.  We 

manually checked the possible start frame and stop 

frame for each action primitives from original video for 

both activities, and the experimental results. Except in 

one cases for both, we find that the start and stop for 

each action primitive is the same or differed by less than 

five frames on average. In the second ‘Sitting’ action, 

the ending lingered for more frames in the experiment, 

and for the first ‘Walk to Left’ action, the experimental 

results show early stop of walking. We think that noise 

in optical flow seems responsible for this disarray after 

the evaluation of frames and output. Moreover, due to 
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the outdoor environment, change in illumination, 

variable speed of walking, cluttered background, 

textured road-marks, the computed optical flow has 

varied and hence the final output has some variations 

like setting to zero values back and forth.  

We have tried with few other activities (e.g., 

walking and fall-down on the floor, walking towards the 

camera or off the camera along its optical axis) and have 

found satisfactory and promising results. In this manner, 

a robot can annotate a complex motion and take the 

appropriate decision as per the situation. For example, if 

a robot finds one person walking and suddenly stops 

and then sitting down on the floor or ground in a park or 

rehabilitation center and thereafter no motion, then it 

can sense that the person is sick or need some help 

immediately. Based on this, the robot can help the 

person and send a signal or message to the appropriate 

operator to initiate assistance. It is clear from these 

Figures that changes in activity can be detected, and the 

system is able to determine what kind of motion is 

performed. It produces the action information based on 

the action itself, hence timing issue is not a problem. 

However, four optical flow vectors is a concern, as 

sometimes, it incorporates some noise that presumes 

some motion components though there is originally no 

motion in that specific direction. 

IV. CONCLUSION 

We presented a simple but robust Median-filtered 

Temporal Motion Segmentation (MfTMS) method, 

based on the directional motion history templates. This 

process can separate a complex motion sequence into 

four directions promptly. In this method, we do not need 

to calculate feature vectors or we do not require any 

classification method or recognition scheme. Therefore, 

this segmentation process is simple and thus it is fast, 

too. As shown in the experimental results, the MfTMS 

can accurately determine the directions, which can lead 

a robot to better decision. This method can be employed 

for other application areas too.  

One of the key issues concerning to this method is 

related to the proper correlation between previous state 

and the current movement. Employing Hidden Markov 

Model may improve the system with increasing 

complexity. Moreover, the presence of noise due to 

optical flow errors (e.g., low-textured people) limits the 

performance, which is inherently related to the 

computation of optical flow. Proper choice of optical 

flow or a new robust mechanism to deal in calculating 

the optical flow vectors are very crucial to improve the 

system. In future, one may consider magnitude and 

orientation of optical flow for a patch (e.g., patch of 5x5 

pixels) and then run RANSAC to ignore outliers and 

consider the dominant parts of optical flow. We hope 

that this way can minimize noises and hence can 

improve the four-directed motion history templates.  
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Abstract: Combining robots with many sensor nodes on the sensor network is important to improve the home security. 
From view of the cost of such system, it is desired that each sensor node is very cheap. The three events to the window 
and the key occurring when a thief attempts to intrude into the house are detected by the different sensors 
conventionally. This paper proposes a method detecting the three events by using the simple light-sensor consisting of 
an infrared LED and a photodiode. In the experiments, the light sensor shows the characteristic tendencies that can 
detect each event. This fact indicates that our proposal can realize a sensor node more efficiently instead of using 
different sensors. 
 
Keywords: Light-sensor, detecting method, sensor node, multiple events, home security 

 

I. INTRODUCTION 

Combining robots with many sensor nodes on the 
sensor network is important to improve the home 
security [1][2]. From view of the cost of such system, it 
is desired that each sensor node is very cheap and small.  

For the home intruding crime, three events mainly 
occur on the window [3]. First one is that the window is 
shocked. Next one is that the window is opened. Final 
one is that the key is opened. Traditionally, these three 
events are detected by using multiple sensors. For 
example, the magnetic sensor detects the window 
opened and the key opened [4]. The impact sensor 
detects the shock to the window [4]. 

This paper proposes new method that uses the sa
me light sensor detecting three events mentioned above.
 By using the same light sensor, the cost buying many s
ame sensors would be lower than buying the fewer num
ber of different sensors. The light sensor is constructed 
by the trivial components which are an infrared LED an
d a photodiode. They are very cheap and can be obtaine
d easily because many makers distribute them with the s
ame characteristic. 

The rest of this paper is organized as follows. Sect
ion II shows an organization of the sensor node that emp
loys our method using the simple light-sensors. Also, h
ow to detect the three events by our method is des
cribed. Section III performs the preliminary experim
ents to confirm whether the light sensor shows the 
characteristic tendencies that can detect each event 
or not. Finally, Section IV concludes our paper. 

II. Proposed Detecting Method 

1. Sensor Node Organization 
Fig. 1 (a) shows a sensor node that employs our 

proposed detecting method using the light sensor. The 

proposed method uses two light-sensors (light-sensor 
A and light-sensor B) and two boards attached to the 
window as shown in Fig. 1 (a). 

In the light-sensor, the infrared LED irradiates a 
material and the photodiode detects the infrared light 
which is reflected by the material. The light-reflecting 
board and the light-absorbing board are attached to the 

Fig. 1 Sensor Node Organization 
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window as shown in Fig. 1 (a). The light-sensor A 
irradiates the light-reflecting board when the window is 
closed. Thus, when the window is opened, the infrared 
light irradiated by the light-sensor A crosses the light-
absorbing board. The light-sensor B irradiates the 
light-reflecting board when the window is closed. The 
other irradiates the top of the handle of the key when the 
key is closed. The size of the two boards is enough large 
to hide the sensor node from the outside light as shown 
in Fig. 1 (b). In addition, the cover wrapping the sensor 
node is used to obstruct the outside light as much as 
possible. 
     In the sensor node, the output voltage of the photo
diode passes through the analog circuits like an amplifie
r, a filter circuit, and an A/D converter. The output vol
tage that has passed the analog circuits is processed
 by the microcontroller. Then, the microcontroller d
rives some devices like the buzzer, LED and so on
 for alert. You can connect this sensor node to a s
ensor wire/wireless network to realize more intellige
nt security system. 

2. Detecting Method 
When the closed window is opened, the output 

voltage of the light-sensor A will change like Fig. 2 (a). 
The T0 means the period of which the window is closed 
and the light-sensor A irradiates the light-reflecting 
board. The T1 means the period of which the window is 
being opened and the light-sensor is crossing the light-
absorbing board. The T2 indicates the period of which 
the window has been opened and the light-sensor A 
irradiates the outside through the window. The change 
of the output voltage from T0 to T1 can detect the 
window opened. In T2, the output voltage of the light-
sensor A may be uncertain according to the outside 
situation like the weather and the time (day or night). 
Thus, we prepare the T1 by using the light-absorbing 
board to make the drop of the output voltage clear. 

When the closed window is shocked, the window 

would wave [5]. By waving, the distance between the 
light-sensor  A and the light-reflecting board w i l l 
change. Consequently, since the amount of the reflected 
light varies, the output voltage of the light-sensor A 
changes as shown in Fig. 2 (b). Compared with the co
nstant voltage without the shock, the window shock
ed can be detected by the differences of the output 
voltage. 

When the closed key is opened, the output voltage 
of the light-sensor B will change like Fig. 2 (c). The T3 
means the period of which the key is closed. The T4 
means the period of which the key has been opened. 
Compared with the period of which the key is closed, 
the distance between the light-sensor B and the handle 
of the key becomes longer. Thus, the output voltage of 
the T2 is smaller than that of the T1. By using this drop, 
the key opened can be detected. 

III. Experimental Result and Discussion 

1. Experimental Environment 
To confirm that proposed method can really 

detect the three events in the house intruding crime, we 
have developed a prototype. 

In the prototype, we have used the TLN110 of the 
infrared LED and the TPS611 of the photodiode. The 
light-reflecting board is a corrugated paper whose 
surface is shiny white. The light-absorbing board is 
constructed on the same corrugated paper by painting its 

Fig. 2 Detecting Method 

Fig. 3 Experimental Result 
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edge black.  
The prototype is set to the southern window in the 

lab room. We have set the distance between the light-
sensor A and the light-reflecting board to about 0.8cm. 
T The distance between the light-sensor B and the top of 
the handle of the closed key has been set to about 1.5cm.  

We have made a cover by the corrugated paper 
and painted the inside of the cover black. The chink 
between the cover and the light-reflecting board is about 
0.2cm. The chink between the cover and the handle of 
the closed key is about 1.0cm. 

We have measured at 8:00am, 13:00pm, 17:00pm,
 and 20:00pm in sunny day. For the case shocking the 
window, we have extracted only the differences to the c
onstant voltage, removing the DC by the capacitor. 

2. Result and Discussion 

A. Window Opened 
Fig. 3 (a) shows a part of the results of which we 

have opened the window 10 times. The output voltages 
of the light-sensor A when the window is closed are 
1.97V to 2.03V. In contrast, the output voltages when 
the light sensor A crosses the light-absorbing board are 
decreased until 0.19V to 0.26V. This fact indicates that 
the window opened can be detected by using this 
difference. 
B. Window Shocked 

Fig. 3 (b) shows a part of the results of which we 
have shocked the window 10 times at each time. 
Most thieves break the window around the key when 
intruding to the house. Thus, we have shocked around 
the key from outside the window. The shocked area is 
within about 20cm radius from the key.  

As shown in Fig.3 (b), you can see the clear 
differences of the output voltage between two cases. For 
example, when the window is not shocked, the peak-to-
peak voltages of the light-sensor B are lower than 
0.5mV. In contrast, when the window is shocked, they 
are 12 mV to 310mV. Thus, the shock to the window 
can be detected by using the differences to the constant 
voltage. 
C. Key Opened 

Fig. 3 (c) shows a part of the results of which we 
have opened the key 10 times. The output voltages of 
the light-sensor B are 0.29V to 0.37V when the key is 
closed. In contrast, they are 0.08V to 0.14V when the 
key is opened. By using this voltage drop, the key 
opened can be detected. 

IV. Conclusion 

We have proposed the detection method of three 
events to the window and the key in the intruding crime 
using the simple light sensor. Through the preliminary 
experiment, it has been confirmed that the simple light-
sensor can detect three events actually as expected. This 
fact indicates that our proposal can realize a sensor node 

more efficiently instead of using different sensors. 
As future work, for putting our method to 

practical use, we will decide the threshold voltages and 
signal processing methods, giving stimulus 
corresponding to the real crime to the window. 
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Abstract: In recent years, the new clean energy without dependence on the fossil fuel is required. The control system of 

the power generation using low temperature gap is designed to keep the speed of the steam turbine in real 

environment. This system includes nonlinearity and the characteristics of the system change in real environment with 

the aged deterioration. The evaporator, the condenser, and the turbine systems are modeled, and the PID control with 

the ability of learning based on BP neural network is designed. 

 

Keywords: Learning control, BP Neural Network, Power generator, Low thermal gap, Evaporator, Turbine  

 

 

I. INTRODUCTION 

The clean energy exits in the natural world, and this 

energy does not emit exhaust gas when it used. The 

clean energy is widely used for wind energies, solar 

power and so on, whereas there is some clean energy 

that has not been used yet such as hot spring heat or 

exhaust heat of factories. The power generation with 

these unused clean energies can obtain small heat 

capacity from heat sources and low thermal efficiency 

because these power generations scatter the utilizable 

energies so widely. The temperature gap of unused 

energy is low as 20 ℃  to 30 ℃ . In contrast, the 

temperature gap of the thermal power generation is 

500℃ and the temperature gap of the nuclear power 

generation is 200℃. The heat efficiency is also low as 

well as 3% to 4%, while the thermal power generation is 

40%. Moreover, these heat sources are scattered and the 

scale of these heat sources is small. Therefore it is 

necessary to establish a control method that is suitable 

for the power generation capacity and scale. 

 This paper deals with the performance improvement of 

the power generation using low temperature gap in the 

steady state. This power generation system is composed 

by Water/ Ammonia fluid as working fluid. This paper 

set up a heat exchanger model and a turbine model. The 

control of turbine parts is difficult, because the turbine 

parts include nonlinear factor. Also this paper confirms 

usefulness and practicability about BPNN PID-

controller through simulations. 

 

II. POWER GENERATION USING  

LOW TEMPERATURE GAP 

The main component of the power generation system 

using low temperature gap with closed cycle is 

constructed by heat exchanger (evaporator, condenser), 

turbine and pump. This working fluid is liquid and 

carried to the evaporator by the pump. Then it is boiled 

and becomes steam in the evaporator by hot water.  

While steam of working fluid passes through the turbine, 

this system can generate electric power by rotating the 

turbine blade shaft. The working fluid that passed 

through the turbine is cooled with cold water in 

condenser, and becomes liquid again. The structure of 

the power generation system is illustrated in Fig.1. 

 

Working fluid
inlet(liquid)Hot water

inlet

Working fluid
Outlet(vapor)

Hot water
outlet

Pump

Hot spring water

Pump

Cold water

Turbine

Generator

Vapor + Liquid

Evaporator

Condencer

Fig.1 Closed cycle power generation system 

 

2.1 Evaporator Model 

The evaporator is shell-and-tube type is shown in Fig.2. 

The liquid of working fluid is carried to the evaporator 

tank by pump soaking the heat exchanger tube. Hot 

water circulates in the heat exchanger tube, and then, 

the working fluid is steam. 

 

Working fluid
inlet(liquid)

Evaporator

Working fluid
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Hot water
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Hot water
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Fig.2 Structure of evaporator 
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Assumptions of Modeling: 

・When the working fluid flows into the evaporator, it 

is preheated the saturation temperature to liquid 

phase state. 

・The heat exchanger tubes are soaked by the working 

fluid. 

・No consider radiation heat on the entire evaporator. 

 

The steam pressure equations are as follows.
 [1]

 

H s =
1−𝑒𝑥𝑝 (𝜏𝑠)

𝜏𝑠
              (1) 

The steam flow of evaporator outlet response is∆𝑄(𝑠), 

the change in temperature of the hot water to the inlet 

is∆𝜃ℎ(𝑠), and the change of flow for the hot water is 

∆𝐺ℎ(𝑠).  

∆𝑄 𝑠 =  𝑍1 𝑍2  
∆𝜃ℎ(𝑠)
∆𝐺ℎ(𝑠)

                 (2) 

Here,  

𝑍1 𝑠 =
𝐾1 1−𝑒−𝜏𝑠  

𝜏𝑠 1+𝑇𝑐𝑠  1+𝑇ℎ 𝑠 
           (3) 

𝑍2 𝑠 =
𝐾2 1−𝑒−𝜏𝑠  

𝜏𝑠 1+𝑇𝑐𝑠 
           (4) 

𝑇𝑐 , 𝑇ℎ  are staying time constant, 𝐾1  𝐾2 are constant 

value, 𝜏 is system constant value. 

 

2.2 Turbine Model 

The turbine is composed of the steam control valve 

and rotor blade, as shown in Fig.3. The steam is piped 

from the evaporator into the turbine blade through the 

steam control valve. The steam control valve adjusts 

steam flow to turbine blade.  

 

Turbine blade

Turbine steam 
control valve

Turbine
【From Evaporator】

inlet pressure

Turbine blade
Speed

【To Condenser】
outlet pressure

 

Fig.3 Turbine system 

 

Turbine systems equations are as follows 
[2]

: 

Working fluid steam control valve: 

 
𝑑𝑥1

𝑑𝑡
= 𝐾3

𝜐

𝜐𝑚𝑎𝑥
, 0 ≤ 𝑥1 ≤ 1         (5)  

Working fluid steam mass rate: 

 𝜇𝑇 =
𝑥1

𝑀𝐸
 𝜙𝐸

2 − 𝜙𝑇
2 

1/2
          (6) 

Turbine blade speed : 

 
𝑑𝜐

𝑑𝑡
=

1

𝜏𝑇
 
𝜙𝐸−𝜙𝑇

𝜙𝐸    −𝜙𝑇    

𝜇𝑇

𝜐𝜇𝑇    
−  1 − 𝜀 

1

𝜐
− 𝜀𝜐2        (7) 

𝜐𝑚𝑎𝑥 : max speed of turbine blade 

𝐾3  : gain 

𝑀𝐸   : constant 

𝜙𝐸   : evaporator outlet vapor pressure 

𝜙𝑇   : turbine outlet vapor pressure 

𝜏𝑇   : system constant 

𝜀  : electric load 
  : desired value 

 

III. Back Propagate Neural Network 

The BPNN is a multi-layers network that consists of 

the input layer, the hidden layer, and the output layer. 

The standard structure is shown in Fig.4. 

 

 
Fig.4 Structure of BP network 

 

BP algorithm step. 

Firstly, the actual output of BPNN will obtain from the 

actual outputs as Eq. (8). It is forward progress. 

𝑎𝑘+1 = 𝑓𝑘+1 𝑤𝑘+1 ∙ 𝑎𝑘 + 𝑏𝑘   
𝑘 = 0,1, … , 𝑚 − 1 (8) 

a: output of each layer 

w: weight value 

b: bias value 

m: number of layer 

Secondly, the error will be generated at the output 

layer by comparing between the actual output and the 

target output. The error function at output layer is 

defined as 

𝐸𝑝 =
1

2
  𝑇𝑘 − 𝐴𝑘 

2𝑚
𝑘=1                    (9) 

Tk : reference output 

Ak : actual output 

The total error function of neural network is shown in 

Eq. (10). 

𝐸 =  𝐸𝑝
𝑃
𝑘=1                    (10) 

P: total numbers of pattern 

Thirdly, the gradient descent method is utilized to 

calculate the weights of network and adjusts the weights 

of interconnections to minimize the output error. The 

gradient descent algorithm adopts the weights according 

to the gradient error, which is given by Eq. (11). 

∆𝑊𝑖𝑗 = −𝜂 ×
𝜕𝐸

𝜕𝑊𝑖𝑗
                   (11) 

𝜂: Learning rate 

The general form of ∂E/ ∂W is expressed as following 

Eq. (12). 
𝜕𝐸

𝜕𝑊𝑖𝑗
= −𝛿𝑗

𝑛 × 𝐴𝑖
𝑛−1                  (12) 

A: output value of each layer 

W: connective weight  

δ: error signal 

n: layer number of BP network 
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Substituting Eq. (11) into Eq. (12), the gradient error is 

expressed as 

∆𝑊𝑖𝑗 = 𝜂 × 𝛿𝑗
𝑛 × 𝐴𝑖

𝑛−1                 (13) 

∆W adjusts the weight values between the input layer 

nodes the output layer nodes from output layer to the 

input layer. According to these adjustments, the error 

will decrease until the small set point. 

 

IV. PID parameters with BP NN 

BP Neural Network PID control system has structure 

as depicted in Fig.5. In this PID controller, the 

connection between the output and the input is given by 

Eq. (16). BPNN block in Fig.5 shows the structure of 

NN.  
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Fig.5 Structure of BP network System 

 

Algorithm: 

Step1 Initialization  

Neural Network parameters, 𝑊𝑘𝑗 ,𝑊𝑘𝑗 ,𝜂,𝛼. 

 𝑘: outputs unit number 

 𝑗 : middle unit number 

 𝑖 ∶Input unit number 

Step2 Load 

Plant input 𝑢(𝑡), output 𝑦(𝑡 + 1). 

Step3 Calculate Neural Network output 

 𝑂𝑗 = 𝑓 𝑛𝑒𝑡𝑘 , 𝑛𝑒𝑡𝑗 =  𝑊𝑗𝑖
𝑀
𝑖−0 𝑂𝑖 , 

 𝑓 𝑥 =
1

1+𝑒𝑥𝑝 (−𝑥)
          (14) 

𝑂𝑘 = 𝑛𝑒𝑡𝑘 , 

𝑛𝑒𝑡𝑘 =  𝑊𝑘𝑗 𝑂𝑗    𝑘 = 1,2,3𝑁
𝑖−0          (15) 

Step4 Calculate the PID parameter  

𝑢 𝑛 = 𝑢 𝑡 − 1  

       +𝐾𝑝 𝑒 𝑡 − 𝑒 𝑡 − 1  + 𝐾𝑖𝑒 𝑡  

       +𝐾𝑑  𝑒 𝑡 − 2𝑒 𝑡 − 1 +  𝑒(𝑡 − 2)   (16) 

Next, calculate y(t+1) from u(t).  

Step5  Calculate and evaluate error 

𝑒 𝑡 + 1 = 𝑟 𝑡 + 1 − 𝑦(𝑡 + 1)                         (17) 

𝐸 𝑡 + 1 =
1

2
𝑒(𝑡 + 1)2                   (18) 

 

 

Step6 Calculate normalized error 

𝛿𝑘 = 𝑒 𝑡 + 1 𝐽 𝑛 
𝜕𝑢 𝑡 

𝜕𝑂𝑘

   𝑘 = 1,2,3 

𝛿𝑗 =  𝛿𝑘𝑊𝑘𝑗 𝑂𝑗  1 − 𝑂𝑗  

3

𝑘=1

 

𝑗 = 1,2, … ,5, 𝑖 = 1,2, … ,4                (19) 

        

Step7 Update weight value 

𝑊𝑗𝑖  𝑡 + 1 = 𝑊𝑗𝑖  𝑡 + 𝜂𝛿𝑘𝑂𝑖 + 𝛼∆𝑊𝑗𝑖 (𝑡)     (20) 

𝑊𝑘𝑗  𝑡 + 1 = 𝑊𝑘𝑗  𝑡 + 𝜂𝛿𝑘𝑂𝑗 + 𝛼∆𝑊𝑘𝑗 (𝑡)   (21) 

 

V. SIMULATION 

 BPNN has 3 layers: input layer, middle layer, output 

layer. There are 4 units in the input layer, 5 units in the 

middle layer, and 3 units in the output layer. Learning 

rate is α=0.25, and inertia coefficient is η=0.005. 

 

5.1 Evaporator outlet pressure control 

 The block diagram of control system for the 

evaporator outlet pressure is illustrated in Fig.6. The 

manipulate variable is the hot water flow to the 

evaporator, and the controlled output is the outlet 

pressure of the evaporator. The simulate result of the 

outlet pressure in shown in Fig.7. 
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Fig.7 Result of the evaporator outlet Pressure 
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5.2Turbine blade speed control 

The block diagram of the turbine blade speed control 

system is illustrated in Fig.8. The manipulated variable 

is the steam control valve, and the controlled output in 

the turbine blade speed. The simulation result is shown 

in Fig.9.  
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Fig.9 Control performance of 

Turbine Blade Speed 

 

The turbine has complicated nonlinear factor, however 

BPNN PID controller is adjusted. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

VI. CONCLUSION 

The control systems of the power generation using 

low temperature gap were designed in this paper. The 

models of the evaporator and the steam turbine system 

were deduced, and PID controller with BP Neural 

Network was designed to keep the turbine blade speed 

to be constant. 
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Abstract: The drive performance of Switched Reluctance Motor (SRM) used for electric vehicles is one of the 
important issues for improving the stability and comfortable operation of the vehicle. This paper introduces a study of 
design optimization of the SRM torque controller. The purposes of the SRM nonlinear dynamic model established with 
the MATLAB/Simulink are to reduce the torque ripple and increase the average torque. The torque ripple and average 
torque, as functions of turn-off angles and rotor speed, are developed by simulation in this paper. The optimized torque 
controller is designed based on the changeable turn-off angles. The simulation results show that the proposed 
optimization of the torque controller has strong impact on the improvement of the torque ripple and the average torque. 
 
Keywords: Electric vehicle, switched reluctance motor, torque control, optimization, computer simulation. 
 

I. INTRODUCTION 

We have to find the way to save our energies and 
protect our environment for the energies short. The 
development of the electric vehicles (EV) will 
contribute to save our energies and realize the zero 
emission in automobile industry. 

Compared to other motors, the switched reluctance 
motor (SRM) used in the EV has some advantages, such 
as simple structure, low cost and flexible control, etc [1-
3]. Therefore, the SRM has lately drawn considerable 
attention in the automobile drive system. However, the 
SRM suffers from a major drawback for its torque 
ripple which is harmful to the motor and the vehicle 
drive system [1, 4]. In order to obtain good drive 
performance of the EV, it is very significant to design a 
high torque controller for reducing the torque ripple and 
increasing the average torque of the SRM. 

There are two ways to control the torque of the SRM 
as a whole now. One is to optimize and control the 
torque in changing phase condition, such as hysteresis 
current control [5], PWM voltage control [6] and direct 
instantaneous torque control [1,7,8]. The other is to 
control the torque by using modern intelligent control 
strategy, such as fuzzy logic control [9], sliding mode 
control [10] and artificial neural network control [11, 
12]. With the development of control strategies, SRM 
has a good improvement in reducing the torque ripple.  

The main contribution of this paper is to design a 
torque controller used in the EV and optimize it for 

reducing the torque ripple and increasing the average 
torque. Compared with the fixed turn-off angle 
controller, the optimized controller has great advantage 
to reduce the torque ripple and increase the average 
torque. 

This paper is organized as follows. Section 2 
introduces the main structure and characteristics of the 
SRM. The nonlinear dynamic model of the SRM using 
the MATLAB/Simulink is built under hysteresis current 
control strategy. In Section 3, the torque ripple and 
average torque as functions of turn-off angles and rotor 
speed are obtained by simulation. In order to reduce the 
torque ripple and increase average torque, the optimized 
controller based on turn-off angles and rotor speed is 
proposed in Section 4. In Section 5, the simulation 
results are presented, and the performance of the 
optimized controller is also discussed. 

II. SRM NONLINEAR MODEL 

1. The Structure of the 8/6 SRM 
There are four parts for the SRM drive system, SRM, 

converter, controller and detection sensor. An 8/6 SRM 
matching with the four phase asymmetrical converter is 
chosen in this paper. Obviously the asymmetrical 
converter can manage the phase singly by controlling 
the switches and reduce the torque ripple by 
overlapping appropriately between on-going and off-
going phase. In addition, the driving range is very 
important for electric vehicle, which can be extended by 
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using this converter because of the ability of energy 
recovery. That is the reason why this converter is chosen. 

2. Mathematical Model of SRM 
  The flux linkage in each phase can be calculated 

with phase voltage across the winding by Faraday’s law 
as Eq. (1). 

dtiRui kkkk ∫ −= )(),( θψ       (1) 
where ψk is the phase flux linkage, uk is the phase 
voltage, Rk is the electrical resistance of the winding, ik 
is the phase current, θ is the angle of rotor. 

The magnetic torque generated by the SRM is 
obtained by co-energy in the magnetic circuit using Eq. 
(2). 

diiiWiT
i

e ∫∂
∂

=
∂
∂

=
0

),(),('),( θψ
θ

θ
θ

θ    (2) 

where Te is the magnetic torque generated by the 
motor, W’(i, θ) is the co-energy. 

The torque and load mechanical dynamic is 
presented in Eq. (3) based on mechanical principle. 

Le TB
dt
dJiT ++= ωωθ ),(         (3) 

where J is the inertia of the SRM system, B is the total 
friction coefficient, ω is the angular velocity of the rotor, 
TL is the load torque. 

The average torque is very important for the 
dynamic output of motor. As a four phase SRM, the 
average torque is determined using Eq. (4). 

θθ
π

π
diTT ea ∫=

3/

0
),(12

          (4) 

The SRM suffers from a major disadvantage which 
is the torque ripple. The ripple affects not only the SRM 
dynamic performance, but also increases the inside 
noise and reduces the driving stability when the SRM is 
used to electric vehicle. So it is greatly significant for 
the vehicle to minimize the torque ripple. Literature [13] 
defines the motor ripple coefficient as Eq. (5). 

a
r T

TTT minmax −=           (5) 

where Tr is the SRM torque ripple coefficient, Tmax is 
the torque maximum value, Tmin is the torque minimum 
value. 

3. Implementing Flux and Torque in Simulink 
The magnetization characteristic is basal for 

evaluating the SRM dynamic performance. And the flux 
linkage as a function of the current and turn-on angle is 
very important for establishing the nonlinear model of 
SRM. So the function ψ(i, θ) is needed to obtained 

before founding the SRM model in the MATLAB 
/Simulink environment. 

There are many approaches found in literatures to 
determine the SRM magnetization characteristic, such 
as using mathematical model [14, 15], establishing 
neural network model [16, 17], making experiment and 
analyzing by finite element method (FEM) [18]. An 8 
kW 8/6 SRM is chosen in this paper and the 
experimental data which is SRM phase fluxes relating 
to phase currents and rotor angles is obtained from FEM. 

The flux data ψ(i, θ) at different currents i and rotor 
angles θ can be changed to the function i(ψ, θ) which is 
the phase current as a function of the flux and rotor 
angle. The Lookup Table among the phase current, rotor 
angle and flux which is presented in Fig.1 is established 
using the function i(ψ, θ) in Simulink environment, and 
the corresponding current value will be obtained when 
the flux and rotor angle value input to the Lookup Table. 

 
Fig.1. Lookup table of current versus flux and rotor

 angle. 
The phase torque can be calculated using Eq. (2) 

when the inputs are phase currents and rotor angles. In 
order to improve the execution speed of the simulation 
system, the phase torque function T(i, θ) is pre-
calculated and stored in a Lookup Table as shown in 
Fig.2. With the phase current and rotor angle as inputs, 
the Lookup Table produces the corresponding torque 
value. 

4. Modeling the SRM Drive 
With the phase voltage and the rotor angle as inputs 

and the phase current and total torque as the outputs, the 
SRM model is established with the MATLAB/Simulink 
in terms of the Eq. (1) and the two Lookup Tables. 

The power converter model which is required to 
commutate the SRM phases is determined as 
asymmetrical converter. The motor and load mechanical 
dynamic model is governed by Eq. (3) and the 
hysteresis current controller model is established to 
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avoid higher current which is harmful to the system. 
Fig.3 shows a Simulink diagram presenting a model of 
the current controlled SRM drive described above. 

 
Fig.2. Lookup table of torque versus current and   

rotor angle. 

 
Fig.3. Simulink diagram of the 8/6 SRM drive. 

III. SIMULATION OF SRM DRIVE 

The SRM considered in the paper 8/6 motor with the 
following parameters, rated voltage U is 150V, 
reference current Iref is 10A, armature resistance R is 
1.3Ω, moment of inertia is J is 0.0013kg.m2, and rated 
speed n is 300rad/s.  

The purpose of the simulation is to obtain the SRM 
torque characteristic over the phase current and speed 
when the turn-off angles vary in appropriate ranges. 
With the simulation for the torque characteristic, the 
torque and torque ripple as functions of turn-off angles 
and output speed are obtained. According to the SRM 
rated speed is 300rad/s, so the speed will vary from 0-
3300 rpm by steps of 300 rpm. With simple 
consideration and analyses, the changeable range of 

turn-off angles is 20°-30° and the turn-on angle is fixed 
on 0°. 

In order to obtain the intuitionist numerical relation 
among torque ripple, speed and turn-off angle, the 
torque ripple data in simulation is presented in the form 
of 3-D surface chart as shown in Fig.4. The turn-off 
angle value which minimizes the torque ripple in given 
speed can be obtained by the simulation data and the 
function relation between optimizing turn-off angle and 
speed θop=f(ω) is determined to achieve the 
optimization torque controller.  

 
Fig.4. Torque ripples vs. speeds and turn-off angles. 

IV. DESIGN OPTIMIZATION TORQUE     
CONTROLLER 

It is very significant to select appropriate turn-off 
angles in SRM drive for improving dynamic 
performance of the motor and good drive performance 
of the EV as the turn-off angle value of SRM drive 
directly affect the average torque and torque ripple of 
the motor. 

In this paper, the optimizing turn-off angles in 
different speeds is selected in the objective of reducing 
torque ripple and increasing average torque based on the 
torque function and torque ripple function established in 
Section 3. And the function relation between optimizing 
turn-off angle and speed θop=f(ω) is determined by 
fitting data from simulation as shown in Fig.5. 

 
Fig.5. Turn-off angles versus speeds. 
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The variable turn-off angle model which is changing 
with the speed is established using the curve described 
in Fig.5. The model is imported to the simulation 
system using a Lookup Table in MATLAB/Simulink 
environment.  

IV. SIMULATION RESULTS AND ANALYSIS 

The simulation of 8 kW 8/6 SRM drive selected 
in this paper is carried on based on the SRM nonlinear 
dynamic model described above. With the fixed turn-on 
angle α=0°, the variable turn-off angle founded in 
Section 4 and fixed turn-off angle θ=25° are determined 
respectively to the SRM drive model. And the voltage U 
is 150V, the reference current Iref is 10A. 

The torque ripple and optimizing one can be 
obtained respectively by giving a steady speed to the 
SRM by simulation, which can be directly compared the 
two results from normal torque controller and 
optimization torque controller. The optimizing torque 
ripple and average torque performance are improved 
seen intuitively from Fig.6 which shows the normal 
average torque and optimizing one when the speed is 
about 2000rpm. 

 
(a) Normal torque. 

 
(b) Optimizing torque. 

Fig.6. Total torque when speed is 2000rpm.  
In order to present an easier comparison between the 

two drive systems, the SRM torque ripple coefficient 
data in different speeds from simulation results is 
described in the form of curve as shown in Fig.7 where 
the black square curve and the red round one 
respectively denote normal and optimizing results. 

By comparing results from the two drive systems, 
the torque ripple reduces about 16.95% from 0.59 to 
0.49 when the speed is imposed 375rpm. With the 
imposed speed 2300rpm, the optimizing torque ripple 
reduces 13.61% from 0.955 to 0.825 comparing with the 
normal ripple, and reduces 7.69% from 0.65 to 0.60. 

In addition, it can be seen by comparing the results 
that the reduction effect of SRM torque ripple is very 
obvious as the SRM drive operating at low or high 
speed and the maximum reduction value can achieve 
16.95%. While the reduction value falls a little when the 
drive runs at medium speed, and the value keeps around 
7.7%. 

When we reduce the torque ripple, the impact to 
average torque will directly determine the effect of the 
optimization controller designed in this paper as the 
purpose of optimization controller is to reduce the 
torque ripple without decreasing the average torque. In 
order to show an easier comparison, the SRM average 
torque data in different speeds from simulation results is 
described in the form of curve as shown in Fig.8 where 
the black square curve and the red round one 
respectively denote normal and optimizing results. 

 
Fig.7. Comparison of the torque ripple. 

 
Fig.8. Comparison of the torque. 
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By comparing, the average torque is also improved 
at low and medium speed. It increases about 3.2% when 
the speed ranges from 500rpm to 1200rpm and about 
1.0% at low speed. At high speed, there isn’t a notable 
factor of two between the average torque curves. 

In total, the power performance and driving stability 
of the EV will be improved greatly as the optimization 
controller can greatly reduce torque ripple over a wide 
speed range and appreciably increase average torque at 
low and medium speed. 

VI. CONCLUSION 

Considering the SRM flux linkage characteristic, a 
nonlinear dynamic model is established for 8 kW 8/6 
SRM used in electric vehicles in this paper. With the 
hysteresis current control strategy, the optimization 
torque controller is designed based on the variable turn-
off angle. 

By the simulation on dynamic model established in 
the MATLAB/Simulink environment according to the 
SRM flux linkage characteristic, the torque ripple and 
average torque as functions of turn-off angles and 
speeds are determined using the simulation results. In 
order to reduce the torque ripple and increase the torque, 
the optimizing turn-off angles as a function of speed is 
obtained to achieve the optimization controller. Then the 
optimization torque controller is designed based on the 
variable turn-off angle. 

The simulation results show that the nonlinear 
dynamic model of SRM established in this paper is 
good at robustness and dynamic performance, and the 
optimization torque controller based on the variable 
turn-off angle can effectively reduce the torque ripple 
and increase the ripple. Meanwhile the simulation 
results have a good reference value for designing EV 
and improving the performance. 
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Abstract: Recently, many approaches on applying particle filter to visual tracking problem have been proposed. How-
ever, it is hard to implement it to the real-time system because it requires a lot of computation and resources in order to 
achieve higher accuracy. As a method for reduce the computation time, Shan and coworkers proposed combining par-
ticle filter and Mean-Shift in order to keep the accuracy with small number of particles. In their approach, the state of 
each particle moves to the point in the window with the highest likelihood value. It is known that the accuracy of esti-
mation depends on the size of the window, but the larger window size make the computation slower. In this paper, the 
authors propose method for exploring the highest likelihood more quickly by means of random sampling. Moreover, 
our approach defines likelihood in terms of not only color cue but also motion cue for higher-accuracy object tracking. 
The effectiveness of the proposed method is evaluated by real image sequence experiments. 
 
Keywords: Particle filter; Real-time visual tracking; MSEPF 

 
 

I. Introduction 
Visual tracking is one of the important researches in 

the autonomous mobile robot. Visual tracking requires  
high-accuracy tracking and real-time processing. To 
achieve high accuracy tracking, many approaches have 
been studied. . Particle filter is one of the robust track-
ing approaches in visual tracking, which has recently 
been developed. It  performs a random search guided 
by a stochastic motion model to obtain an estimate of 
the posterior distribution describing the object's confi-
guration. However, it is known that the degeneracy is 
one of the difficult problems  inherent in particle filter. 
Degeneration problem is a phenomenon of the tracking 
accuracy's decreasing because most particles may have 
very low likelihood. One of approaches that deal with it 
is to use very large number of particles, but it is hard to 
implement it to real-time systems because it requires a 
lot of computation times and resources. Shan and co-
workers proposed combining particle filter and Mean-
Shift (MSEPF) in order to keep the accuracy with small 
number of particles. In their approach, the state of each 
particle moves to the point in the window with the high-
est likelihood value. In general, MSEPF overcomes the 
degeneration problem because each particle has higher 
likelihood. In addition, the accuracy of estimation de-
pends on the size of the window, but the larger window 
size makes the computation slower.  

In this paper,  we propose a method for exploring 
the highest likelihood more quickly by means of random 
sampling. Using random sampling in Mean-Shift, com-
puting time will be considerably reduced keeping accu-
racy. When total of likelihoods is less than threshold, 
particles do relocation using extended reset method. 
Moreover, likelihood function is also modified such that 
the computing time reduces. In general, visual tracking 
uses  only color cue to define the likelihood function. 
In the proposed approach, the likelihood function is de-

fined  in terms of not only color cue but also motion 
cue for higher-accuracy object tracking.  

 

II. The Mean Shift Embedded Particle Filter 
1. Particle Filter 

Particle filter is model estimation technique based on 
simulation. A continuous state vector of a target object 
at time step t  is denoted by tx . Dynamic model is 
assumed to be represented as a temporal Markov chain: 

)|(),,|( 11 −= tttt pp xxxxx  ,            (1) 
and 

)|(),,|,,( 111 ii
t
itt pp xzxxzz =∏= .    (2) 

Particle filter aims to estimate the sequence of hidden 
parameters tx  based only on the observed data

},,{ 1 tzz  . According to the Bayes rule, the prior den-
sity is then given by 

1111111 ),,|()|(),,|( −−−−− ∫= ttttttt dxppp zzxxxzzx  (3) 

and posterior is given by 
),,|()|(),,|( 111 −= ttttttt ppkp zzxxzzzx  ,       (4) 

where tk  is the normalization term. 
  In the particle filter, by using a set of samples and the 
corresponding weights N

n
n
t

n
t 1},{( =πs  at time step t  

(where N  is the number of particles), the posterior is 
approximated as 

∑ =
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where )( n
tt sx −δ  is the Dirac’s delta function. Then, 

the prior is approximated as  
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The weights n
tπ  is determined such )|( n
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n
t p xz∝π ,

∑ =
=N

n

n
t1 1π . If a sufficiently large number of particles 

can be prepared, Eq. (5) and (6) are accurate. In reality, 
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however, using an infinite number of particles is not 
allowed, especially for real-time processing. 

2. Mean-Shift 
The mean shift algorithm is a non-parametric tech-

nique that climbs the gradient of a probability distribu-
tion to find the nearest dominant mode (peak). In the 
search window, the mean position of the target object is 
computed and the search window is centered at that po-
sition. The mean position can be obtained as follows,  

00

10

M

M
xc = ,

00

01

M

M
yc = ,                     (7) 

where 

∑∑=
x y

yxIM ),(00 ,                       

∑∑=
x y

yxxIM ),(10 , 

∑∑=
x y

yxyIM ),(01 . 

Here, ),( cc yx , ),( yxI  denote the mean search win-
dow position, pixel (probability) in the position ),( yx in 
the image. Position of the target object is tracked by 
iterating this mean position calculation until shift length 
converges. 

3. MSEPF 
 MSEPF is novel algorithm that incorporates Mean-

Shift into particle filter. In MSEPF, Mean-Shift analysis 
is applied to each particle based on observation density, 
after each particle was measured by likelihood function. 
MSEPF can keep the accuracy using fewer particles 
because particles converge to the local maximum. 
Therefore, MSEPF can reduce particles than particle 
filter. Figure1 shows a graphical representation of the 
MSEPF. It is known that the accuracy of estimation de-
pends on the size of the window. However, the larger 
window size requires additional computation time.  

 
Fig.1. a graphical representation of MSEPF 

 

III. An improvement of MSEPF and the obser-
vation model 

1. An improvement of MSEPF   
  As described in the previous section, the accuracy of 
estimation depends on the size of the window, but the 
larger window size requires additional computation time. 
As pointed out by Yang and Duraiswami [3], the com-
putational complexity of traditional Mean-Shift tracking 
is quadratic in the number of samples, making real-time 
performance difficult. To deal with their problem, it was 
proposed new algorithm using random sampling in 
Mean-Shift. In addition, particle filter embedded it. The 
approach can define more complex likelihood function 
because the computational complexity is considerably 
reduced.  To summarize, algorithm of proposed 
MSEPF was outlined in Fig.2.  
 
 

 
Fig.2 An iteration step of proposed MSEPF  
 

2. Dynamic model 
The state transition model characterizes the motion 

change between frames. In a visual tracking problem, it 
is ideal to have an exact motion model governing the 
kinematics of the object. In practice, however, it is hard 
to get at accurate state transition model. Moreover, ob-
ject motion is irregular movement. Therefore, our ap-
proach approximates state transition model by simple 
model 

ywtyty
xwtxtx

+−=

+−=

1

1                        (8) 

where xw and yw are each uniform pseudorandom 
number. 

3 Likelihood function 
  Particle filter requires a likelihood function of the 
target object. In general, visual tracking apply color cue 
to likelihood function. Our approach uses not only color 
cue but also motion cue. Our approach takes the statistic 
of chromatins of target object in advance. Here, likelih-
ood of color cue ),( yxcπ at x  is defined as 

Given particle set },|,{ 111 NiisS i
t

i
tt == −−− π  at time 1−t ,

 perfume the following step: 
 
1. Propagation: propagate each particle by dynamic mo

del to obtain the sample set tS
~

 

2. Mean-Shift searching: apply Mean-Shift that used 
random sampling to each particle 

3. Weighting: weight each particle using likelihood functio
n 

4. Resampling: obtain new particles tS  

5. Estimate: obtain estimate state using ohtsu’s method
[4] 
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Here, rµ , gµ , bµ , rσ , gσ and bσ are red, green, and 
blue components of color saturation of mean or variance, 
respectively. In addition, ),( yxR , ),( yxG and ),( yxB are 
defined  
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where ),( yxr , ),( yxg  and ),( yxb  are respectively 
intensity in the position ),( yx . 

Next, likelihood used motion cue was outlined below. 
First, edge images were extracted from real image se-
quences. Second, only moving object were extracted 
using emporal differecing. If particles exist near edge, 
likelihood of samples are defined 

ckyx ππ =),(  
where, k is invariable ( 0,1≥k ). If it does not exist, 
there are defined 

cyx ππ =),( . 
Figure.3 shows a graphical representation of the likelih-
ood function.  

 
Fig.3. a graphical representation of our likelihood function 
 

IV. Experiment 
Aim of this section is evaluate proposed MSEPF. To 

illustrate the differences between conventional MSEPF 
and proposed MSEPF, same sequences ware applied. 
These video sequences are captured at 14 frames per 
second in a usual office environment with background 
clutters. The resolution of each image is 240×180 pixels, 
window size in Mean-Shift are 4 patterns of 5×5 pix-
els, 10×10 pixels, 15×15 pixels and 20×20 pixels. The 
numbers of samples change 5, 10, 20, 50, and 100 in our 
approach. The numbers of particles are 100 in all algo-
rithms. 

Figure.4 shows that computation time and tracking 
accuracy of conventional MSEPF and our MSEPF. Ex-
perimental results demonstrate that our algorithm out-
performs conventional MSEPF. It understands that 

computing time greatly decreases as the number of 
samples increases. When window size is 20×20 pixels, 
conventional MSEPF spent 103 ms on average for each 
frame. Our proposed MSEPF of samples 10 when win-
dow size is 20×20 pixels, spent 33 ms on average for 
each frame, it is about one-third. Moreover, this experi-
ment obtained the surprising result proposed MSEPF 
requires only very few samples.  High accuracy track-
ing as equal as conventional MSEPF can be achieved 
with 10 less or equal random samples. 

In addition, next experiment was performed to evaluate 
likelihood function. As discussed in preceding section, 
likelihood function was applied color cue and motion 
cue to. Some tracking results of two trackers are shorn 
Fig.5. In this experiment, computation speeds of each 
tracker are almost equal. As it can be seen in Fig.5 (a), 
tracker that uses likelihood function only of color cue 
tracks motionless object that is similar color of target 
object. The trackers with our proposed likelihood  can 
track as shown in Figure.5 (b). This likelihood function 
will be able to track more effective and robust tracking 
than observation model only of color cue because like-
lihood make high when particle exist near motion object. 
Table.1 shows that tracking results of conventional 
MSEPF with likelihood function based on only color 
cue and our proposed MSEPF with likelihood function 
based on our observation model. Computing speed of 
each tracker is almost equal. Despite almost equal com-
putation speed, our proposed method is dramatically 
highly accurate tracking than conventional method. 
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Fig.4. Computation time and tracking accuracy of conventi
onal MSEPF and proposed MSEPF. (a), (b), (c), and (d) 
are window size of 5×5 pixels, 10×10 pixels, 15×15pix
els and 20×20 pixels. 
 

 

 
(a) Tracking using likelihood function based on only color cue. 

 
(b) Tracking using likelihood function based on color and motio
n 
Figure.5 Tracking using observation based on color and 
motion cues and based on color and motion cues. The 
frames 250, 260, and 270 are shown. 
 
Table.1. tracking results of conventional MSEPF with 
likelihood function based on only color cue and our 
proposed MSEPF with likelihood function based on 
color and motion cue. 

 accuracy computing time 
Conventional MSEPF 59.3％ 36ms 
Proposed MSEPF 75.1％ 32ms 

V. Conclusion 
This article presented about improvement of MSEPF 

for visual tracking. Mean shift that used random sam-
pling embedded particle filter can quickly track than 
conventional MSEPF. Using as few as even 10 random 
samples, our proposed MSEPF is almost equal to con-
ventional MSEPF. Using color and motion cues in like-
lihood function our method can track accurately and 
robustly than observation model only of color cue. By 
incorporating accurate dynamic model, the performance 
of tracking will be improved greatly. We will apply EM 
algorithm to learn dynamic model, in our future work.  
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Abstract: The purpose of the present study is to develop a system for communication between a human and a CG 
character for making him or her more peaceful and cheerful. The nonverbal communication using such as a facial 
expression, a nod, and a hand gesture is very important for reciprocal communication between humans. In the present 
study, an image registered by infrared rays which describes the thermal distribution of the face and neck has been used 
for developing a system for communication between a human and a CG character. In the present system, the CG 
character can synchronize its nod with a person’s nod by predicting his or her nod angle. The measured feature 
parameter is inputted to a fuzzy algorithm system to obtain the nod angle of a person in front of an infrared ray camera, 
and then the Moving Average model is used for predicting the nod angle of the person. The average error of the nod 
angle obtained by the present system has been estimated as about °5 . The CG character nods its head, not only when a 
human nods his or her head, but also when a human shakes his or her head left or right. 
 
Keywords: Thermal image processing, nod, Fuzzy algorithm, AIC and Moving Average model. 

 
 

I. INTRODUCTION 
The nonverbal communication using such as a facial 

expression, a nod, and a hand gesture is very important 
for reciprocal communication between humans. These 
nonverbal communications are effective for expressing 
mutual consciousness. The realization of suitable 
communication between a human and a computer will 
help the developments of a computer itself, networking, 
a robot, and a computer system which can encourage a 
person living alone.  In aging society, for example, 
Japan, something to talk to would be helpful for a 
person living alone and advanced in years to live 
peacefully. 

The embodied communication technologies have 
been developed using the relationship between the 
speech and the nod [1]–[4]. On the other hands, several 
investigations for head gesture recognition have been 
reported [5]-[9]. In our daily lives, it is relatively 
difficult to take visual information on a person’s head 
movement into account for synchronizing the nod of a 
CG character, compared to audio information on it. The 
main reason of the difficulty is that nuances of shade, 
reflection, and local darkness influence considerably the 
accuracy of head gesture recognition through the 
inevitable change of gray levels. 

In the present study, in order to avoid the difficulty, 
an image registered by infrared rays (IR) which 
describes the thermal distribution of a face and neck has 
been used for developing a method for synchronizing 
nods of a human and a CG character. 

II. THERMAL IMAGE ACQUISITION 
The principle of thermal image generation comes 

from the well-known law by Stefan and Boltzmann, 
which is expressed by 4

  TW σε= , where W  is radiant 
emittance (W/cm2), ε  is emissivity, σ  is Stefan-
Boltzmann constant (=5.6705× 10-12W/cm2K4), T  is 
Temperature (K). 

For human skin, ε  is estimated at 0.98 to 0.99 
[10], [11]. In the present study, however, the 
approximate value of 1 was used as ε  for human skin. 
The values of ε  for almost all substances are lower 
than that for human skin [10]. Accordingly, the human 
face and neck are easily extracted in the scene when the 
range of skin temperature is selected for producing the 
thermal image, using the value of 1 for ε  [12], [13]. 
Fig.1 shows examples of male face and neck images by 
visible ray and IR. We can get a thermal face and neck 
image without lighting even at night. In principle, the 
temperature measurement by IR does not depend on 
skin color [11], darkness, or lighting condition, resulting 
in that the face, neck and their characteristics are easily 
extracted from the surrounding area on the thermal 
image. 
 

III. BASIC PROCESSING FLOW 
Fig.2 shows the flow chart of our method. We 

beforehand make the fuzzy rules between the ratio 
(hereinafter referred as the nod) of horizontal length to 
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vertical length of face region on the thermal image and 
the face direction vector (hereinafter referred as n ) 
having the norm of 1. For making the rules, we prepare 
a thermal image for measuring the nod, while we use a 
motion capture system for measuring n . Using the 
fuzzy algorithm and an input of the nod, n  is 
outputted as three estimated values of elements of the 
vector. n  is used for expressing the nod of a CG 
character. We explain the fuzzy algorithm and the 
process for measuring n  in the Section IV. 

At first, we get a pair of thermal images for the 
frontal and downward face directions for a subject to 
normalize the value of the nod as 1 in the case of frontal 
direction, and to transform the value of the nod of the 
subject to that of a typical subject. We explain the 
normalization and the transformation for the value of 
the nod in the Subsections IV(2) and VII(5), 
respectively. As a preprocessing for measuring the nod, 
a segmentation with a constant threshold, an erase of the 
isolated points, an extraction of the face area, a 
standardization of the size of face, and an automatic 
segmentation [15] are performed for a thermal image. 
Then, the nod is measured. For predicting the nod of a 
human, we use the Moving Average (MA) model. We 
explain the process for the prediction of the nod of the 
human in the Section V. 

 

IV. FUZZY ALGORITHM FOR FACE 
DIRECTION ESTIMATION 

1. Parameters used for fuzzy rules 
Fig.3 shows a three-dimensional coordinate system 

used in the present study. )1,0,0(=n  corresponds to 
the face direction when the face is frontal. Fig.4 
demonstrates how to measure n  using a motion 
capture system. For making the fuzzy rules and 
evaluating the accuracy of nod angle obtained by our 
method, three markers are attached on a subject’s jaw, 
and both temples as shown in Fig. 4 (left figure) 
demonstrating an experiment scene where we place an 
IR camera and a computer monitor in front of the 
subject. We also place separately two cameras, which 
are not seen in Fig. 4 (left figure), of the motion capture 
system on the two diagonal positions from the frontal 
direction of the subject. With use of coordinates of three 
markers, ),,( γβα=n  is determined by geometric 
calculation. The three elements of n  are used as 
parameters of consequent in the fuzzy rules. 

Fig.5 demonstrates face’s downward rotation. The 
nod used as a parameter of antecedent in the fuzzy rules 
is measured as the ratio of vertical length to horizontal 
length of face. For eliminating the influence of hair 
style and throat region on the binary image to the 
utmost, the area having the horizontal pixels less than a 

 
Fig. 1.  Examples of face and neck image at night ;
 (a) visible ray with lighting, (b) IR with lighting,  

(c) visible ray without lighting, 
(d) IR without lighting [14] 

 
Fig. 2.  Flow chart of our method 
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threshold which is experimentally decided is ignored in 
measuring the vertical length of face, and the area 
having the vertical pixels less than another threshold 
which is also experimentally decided is ignored in 
measuring the horizontal length of face. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
 

 

2. Fuzzy rules and algorithm 
The fuzzy rules are described in (1). The fuzzy 

algorithm is described in (2)-(5).  
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where X denotes a parameter of antecedent, Y1, Y2, Y3 
denote parameters of consequent, Ai, Bi1, Bi2, Bi3 denote 
the corresponding fuzzy labels for X, Y1, Y2, Y3, 
respectively, Wi denotes a fitness value of i th rule to the 
input of X*. Y*j denotes an output for Yj. The integral in 
(5) is performed in the whole range of Yj. In the present 
study, X=nod, Y1=α , Y2=β , Y3=γ .We use three fuzzy 
rules described as ‘frontal’, ‘rather downward’, and 
‘downward’.

 Fig.6 shows a schematic diagram of membership 
functions used for both antecedent and consequent. Ci 
denotes a fuzzy label of antecedent or consequent, for 
example, A3. Z corresponds to a variable of antecedent 
or consequent, for example, X. For determining each 
actual shape of membership function, we use the 
measured values for the corresponding parameter. In the 
case of C2, the corresponding measured value is neither 
a maximum nor minimum value among three measured 
values. In the case of C1 and C3, the corresponding 
measured values are minimum and maximum among 
three measured values, respectively. In the case of C2, 
whose shape of membership function is a triangle, its 
membership function has a maximum value of 1 at the 
corresponding measured value and a minimum value of 
0 at the corresponding measured values for C1 and C3. 
In the case of C1, its membership function has a 
maximum value of 1 at its corresponding measured 
value or less and decreases linearly to a minimum value 
of 0 at the measured value for C2. In the case of C3, its 
membership function has a maximum value of 1 at the 
corresponding measured value or more and decreases 
linearly to a minimum value of 0 at the measured value 
for C2. As each measured value, we use an average for 
six persons.  

In addition, the value of nod is normalized by 
dividing by the value in the case of ‘frontal’. We use a 
fuzzy algorithm for outputting n  with three fuzzy 
rules and the value of the nod as an input. For 
integrating outputs from all rules, we use (4) and (5).  

 
Fig. 5.  Downward rotation [16] 

Upper & left: visible image, Upper & right: thermal 
image, Lower & left: binary image, Lower & right: 

schematic diagram for explaining parameter nod 

Fig. 4. Face direction vector n  
Left: face image with three markers to be measured 

their coordinates, 
Right: way for making a face direction vector n  

 
 

Fig. 3. Three-dimensional coordinate system 
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3.Nod angle calculation 
(6) defines a nod angle θ  (°) which is calculated 

with γ . 

 cos3.57 1γθ −=                       (6) 

In the present study, θ  is positive in case of 
downward rotation. 
 

V. PREDICTION OF NOD ANGLE 
For predicting the nod angle of a subject, we use the 

MA model expressed by (7). 

,)()()(ˆ
1
∑
=

−=
J

j
jijai θθ                    (7) 

where )(ˆ iθ  is a predicted value for )(iθ , )( ja  is a 
coefficient for prediction, and J  is a dimension for 
prediction. J  is decided with Akaike’s Information 
Criterion (AIC) expressed by (8). 

,2ln pSnAIC +=                      (8) 

where n  is the number of data, S  is the summation 
of  squared error, and p  is the number of parameters. 

J  is decided as p  which gives the minimum value 

of AIC . 
 

VI. FACE DIRECTION EXPRESSION 
USING CG 

We use Virtual Reality Modeling Language 
(VRML) and Java for expressing a CG character. Fig.7 
shows examples of CG expression of nod. 

 

 
Fig. 7.  CG expression of nod. Left: frontal view, 

Right: nod by 30 degree 

VII.EXPERIMENT AND DISCUSSION 

1. Experimental environment  
The thermal image produced by a Thermal Video 

System (Thermo Shot F30) (NEC Avio Infrared 
Technologies Co., Ltd.) was transformed into a digital 
signal by an A/D converter (ADVC-300)(Thomson 
Canopus) and were input into a computer with an 
IEEE1394 interface board (1394-PCI3/DV6)(I・O Data 
Device). We used a computer (DELL Optiplex 745) 
(CPU: Intel Core 2 Duo 6600 2.4 GHz, a main memory: 
2 GB, and OS: Windows XP (Microsoft)). We used 
Visual C++6.0 (Microsoft) and Java 2 SDK Standard 
Edition version 1.3, VRML2.0 for programming. A 
thermal image to be processed in a computer had a 
spatial resolution of 240×160 pixels and 8 bits gray 
levels at each pixel. We used Radish (Library) as a 
motion capture system for measuring the position of 
markers attached on the subject’ face. We also used a 
computer, Dell Dimension 8300 (CPU: Pentium IV 3.2 
GHz, main memory: 2.0 GB, OS: Windows XP), for 
performing the motion capture by Radish. Fig.8 shows a 
monitor screen of computer at experiment.  

 
2. Measurement of parameters used for fuzzy labels 

and treatment for input out of range decided by 
fuzzy labels 
We obtained each fuzzy label as an average value 

for four male (A, B, C, D) and two female (E, F) 
subjects. Table 1 shows the fuzzy labels for each rule. 
 

Table 1. Fuzzy labels for each rule 
          Variable
Rule 

nod 
 

α  β  γ  

1 (frontal) 1.000 0.000 0.000 1.000 
2 (rather downward) 0.908 0.027 0.147 0.989 
3 (downward) 0.750 0.042 0.379 0.925 

 
We got the nod angle θ  using the output of γ , 

obtained by fuzzy algorithm, and (6). Because we use 
membership functions whose shapes are described in 

 
Fig. 8.  Monitor screen of computer at experiment. 

Upper & left: expression on command prompt, Upper 
& right: thermal image, Lower & left: CG,  

Lower & right: binary image 

 
Fig. 6.  Membership functions 
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Fig. 6, the output of γ  is within the range of 
maximum and minimum obtained from three rules. 
When we got nod of 1.000 or above, the output by fuzzy 
algorithm was 000.1=γ . When we got nod of 0.750 or 
under, the output by fuzzy algorithm was 925.0=γ . 
For overcome the above problem, when the input of nod 
was under 0.750, we used a linear equation decided 
experimentally for getting the nod angle θ  from nod 
having the value of 0.750 or under. 

3. Approximation to nod angle θ  obtained by 
motion capture system 

Since we used the fuzzy labels shown in Table 1, the 
nod angle θ  inevitably had errors for an individual 
subject. For predicting a nod angle of subject as 
precisely as possible, we approximated the nod angle θ  
to that obtained by the motion capture system, using a 
linear graph approximation method. For one male 
subject (G), we got the linear graph described in Fig.9 
and used the relation for predicting his nod angle. 

 
4. Prediction of nod angle θ  of subject using MA 

model 
According to (7) and (8), we got for the subject G 

the value of 23 as J  which gave the minimum value 
of AIC when J  is used for p , as shown in Fig.10. 
Then, we got (9) for predicting the nod of subject G. 
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(9) 
We did not have the value of )1( −iθ at the timing 

position of 1−i  because it took about 0.13 s for 
getting )1( −iθ . Accordingly, we used )1(ˆ −iθ  

instead of  )1( −iθ  as described in (9). Fig.11 shows 
the accuracy of predicted nod angle for the subject G 
using (9) made beforehand with data for subject G at the 
previous experiment. The average error on predicted 
nod angle was °1.5 . For a CG expression, the nod 
angle is transformed to 0 when )(ˆ iθ  is negative. 

 

 
5. Application to other subjects 

We use the line graph approximation, as shown in 
Fig.9, for getting nod angle from the output of fuzzy 
algorithm. The line graph obtained for the subject G 
may not be appropriate for other subjects. However, it is 
time-consuming to get the line graph for each subject 
using a motion capture system. For overcoming this 
problem, when we use our system for another subject, 
we approximately transform the value of nod for 
another subject to that for the subject G, using a linear 
equation decided experimentally with two pairs of nod 
values of the subject G and another subject in cases of 
frontal and downward, followed by the same way as 
that for the subject G for getting the predicted nod angle.  

For two male subjects (H and I), we used the above 
method for getting the predicted nod angle. The average 
errors for the subjects H and I on predicted nod angle 
were °4.4  and °5.5  respectively. The difference 
between the errors for the subject G and for the subjects 
H and I was within °0.1 . This result shows that the 
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Fig. 9.  Line graph approximation of nod angle from 
output using fuzzy algorithm 

Fig. 11.  Accuracy of predicted nod angle 

 
 

Fig. 10.  AIC 
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method using the line graph approximation of nod angle 
made for a typical subject (G) and the transformation of 
nod value from another subject to the typical subject is 
useful. 

6. Future targets 
The appearance of CG character gave a great 

influence on the impression of a user. It is necessary to 
improve the appearance of CG character so that it could 
give good impression to a user. In addition, a target of 
not only appearance but also movement of a CG 
character depends on the usage of the system. As the 
usage of future system, we assume an agent for an 
answer-phone using a computer and a virtual friend for 
a person living alone. In the present system, the 
movement of CG character is just nod. We will add 
other movements besides nodding, according to the 
usage. 

We adopt the fuzzy algorithm for estimating n  
from the nod, because it is easy to improve its accuracy 
by adjusting the rules, the membership functions, and 
the way for integrating the outputs from rules for an 
input. In the present study, we propose a method for 
synthesizing nods of a CG character and a human. At 
the next stage, we will investigate the suitable embodied 
communication between a human and a CG character. 
The flexibility of fuzzy algorithm will help us to extend 
the present method to the next version. 

Furthermore, we will compare the present method 
with the embodied communication technologies using 
the relationship between the speech and the nod [1]–[4]. 
Then, we will investigate a new technology for 
communicating a human and a CG character or a robot 
with use of human’s speech besides his or her head 
gesture. 
 

VIII. CONCLUSIONS 
We have developed a method for communication 

between a human and a CG character by exploiting 
thermal image processing. The CG character can 
synchronize its nod with a human’s nod by predicting 
his or her nod angle. The measured feature parameter is 
inputted to fuzzy algorithm system to estimate the nod 
angle of the person in front of the infrared ray camera, 
then we use the MA model for predicting the nod of 
person. The average error of the nod angle obtained by 
the present system was estimated at about °5 . The CG 
character itself gave a great influence on the impression 
of user. Therefore we need to improve the CG character 
considering the usage of the system and the individual 
user. 
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Abstract: We are proposing an underwater robot for the work. In this study, we designed the robot, which has body 

of rectangular plane and 4 legs at each corner. The leg is consisted with parallel mechanism of 2or3 cylinders, and the 
end of each cylinder is attached on the robot body with free rotational joint and the end of both piston rods are 
connected with pin joint. 2 cylinder leg’s motion is restricted in forward or backward direction but 3 cylinder leg 
can move any direction. We are studying the control scheme of walking for this robot, which is putting mind especially 
on smooth and steady movement without rolling, pitching, yawing or heaving motion and keeping the body 
horizontally. We confirmed the validity of control scheme with simulation and experiments.  

 
Keywords: Underwater working robot, walking, parallel link 
 

I. INTRODUCTION 

In late years, importance of the marine technical use 
increases widely in the world. As deep sea is very 
severe environment for human, we usually use an 
underwater robot instead of human. In many years, the   
underwater robot was used for exploration, so the 
mainstream of research and development to the robot 
was for exploration. And the resources in the sea floor, 
such as petroleum or mines, were cleared from the 
results of exploration. Now, it is thought that the 
underwater working robot which has special functions    
such as maintenance, management or setting on sea 
floor of observation machinery is necessary. We thought 
that it was desirable to give robots the function 
changing their form suitably for work environment and 
work kinds to get high work performance, and 
suggested the mechanism design of the robot and the 
conformity method to environment and the work kinds.   
In this paper, we refer to the moving mechanism and   
control of the robot. As well known, robot faces to big 
reactive force when it is working and it should move 
stably, carrying heavy goods. We thought a quadruped 
walking robot which has parallel mechanism for the leg 
structure is adequate, and confirmed the basic 
performances  keeping prescribed posture and smooth 
movement by using the experiment and simulation, and 
expanded the walking condition to uneven terrain 
surface and to soft surface like mud or sand. 

 

II. LEG STRUCTURE 

１．Correspondence to Underwater Work 
Depending on a difference of working environment, 

the structure and control method for underwater robot 
has big difference to a land robot at the points such as 
buoyancy, load mass, waterproofing, the power supply 
etc. Therefore, we proposed the concept that under 
water robot equipping multi-arms and legs should 
change the role adequately for stability of posture and 
effectiveness of work, and showed the judging   
algorithm in AROB13th (2008). In this study, we show 
the detail of quadruped moving mechanism and walking 
control as the most fundamental system to realize the 
concept. 

２．Parallel mechanism 
 When the robot works in the water, the load to each 
joint becomes small because the main body weight 
decreases with buoyancy. But it has a reactive force 
depending on a work motion and resistance force to the   
body with fluid. For this reason the posture control 
becomes difficult to underwater work robot. And leg has 
important role for stable work. Giving high power to leg 
comes to size up and weight up of the robot under using 
conventional serial mechanism. Therefore we decided to 
adopt the parallel mechanism as shown in Fig. 1, which 
is keeping objective enough functions for work, and   
preventing upsizing and weight up of leg. 
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Fig.1. Underwater working robot (parallel link) 
The parallel mechanism is constructed with parallely 

arranged links, base plate and end plate. Themovable 
space is smaller than serial link mechanism with 
mechanical restriction, but it can move more quickly 
and precisely, because it can move any direction with 
one action and the position error does not pile up. It also 
has higher rigidity because it can distribute the load to 
each link. Considering those characteristics, we can get 
a stronger and more active leg when we apply parallel 
mechanism to the leg. Moreover, it will bring the 
improvement of ability such as payload, smoothness of 
walking or acceptability to the change of situation such 
as posture in work environment or reactive force with a 
working motion. 

In this study, we decided to use a parallel 
mechanism as shown Fig. 2. This leg is consisted with 
3(three) sliders and the end of piston are connected with 
universal joints. 

Fig.2. Leg of parallel mechanism 
When we constitute one leg with three cylinders, we 

can define the movable range on the flat plane walking 
with the slide length of the slider and distance between 
the attached position of the slider to baseplate. In this 
study, when quadruped robot walks, we move the leg 
not to interfere each other. Then we designed the robot 
that has square shape body and at each corner leg 
mechanism consisted with circular plate and three (3) 
sliders attached. The sliders are attached to the plate at 
the top of right-angled isosceles triangle as shown in Fig. 
3. 

 
  Fig.3. Joint design 

One of the reasons of this design is that this 
arrangement is able to draw a large trajectory of foot 
and it guarantees the stability of body with putting the 
center of gravity of the robot into inside of the figure 
which landing foots draw. Second is that the side view 
as shown in Fig. 3 is same, so it can easily switchover 
control mode when it changes the walk direction on the 
work. In addition, as shown later in this paper, when we 
consider that the robot walks forward, backward or side 
direction mainly, only two sliders are used in Fig. 3 
design and all sliders are used in Fig. 2 design. So, we 
are thinking that Fig. 3 type is advantageous from the 
view point of control or reliability than Fig. 2 type.  As 
walking, we will hereinafter describe in detail. 

 

III. WALKING 

1. Concept 
In this study, we assumed constant speed walking 

with keeping horizontal posture of body plane on a 
horizontal flat ground as a basic walk. These conditions   
are basic motion for the robot when he carries 
everything and not realized yet. 

We will describe here the advantage of this walking. 
 

・ The main body of robot is stable 
・ The accuracy of work is improved because sensor 

or actuator is released from vibration or noise 
with stable robot motion.  

・ The influence on load deteriorates and accidents 
such as collapse, damage or fall of carrying 
material effectively prevent. 
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・ In case of remote control, it becomes easy with 
reducing additional subtraction speed or vibration 
of the main body. 

・ The control system is designed for working part 
and moving part independently. 
 
 

2. Walking Pattern 
We will expand this walk to undulating land, a slant 

place, a step in future as well as level ground. When we 
compare the operation range of the robot with 3 slider 
type and 2 slider type, only side or oblique walk is 
impossible for 2 slider type and those walk are not so 
often appear in actual walk, and control become easy to 
2 slider type. Therefore we are thinking that 2 slider 
type robot is more practical than 3 slider type. 

 

 
Fig.4. Body-fix 

Here we show the walking pattern for straight 
walking with constant speed, keeping horizontal posture 
and constant height on a flat horizontal ground. The 
walking motion can separate following 3 modes. 
・ Walking start mode… 

①Float and move front left leg ahead  
②Another supporting legs move the body to go 

ahead   
・ Walking (cruise) mode… 

  ①After landing front left leg, float front right leg 
and another legs move the body. 

  ②After front right leg landing, float aft left leg 
and then aft right leg. Continue this sequence. 

・ Walking stop mode… 
  ①Move supporting legs to get vertical condition 

when stop order given. 
②Land the floating leg to get vertical condition。   

The pattern is shown in Fig. 5. 
To make walking control easy, we adopted pattern 

control that moves leg with predetermined pattern and 
change or correct the pattern if necessary. The algorithm 
of the walk pattern change is going to use action 

judgment algorithm based on suggestion as the IF-
THEN method that was introduced in AROB13th 
(2008)[1]. About the motion of leg such as landing-
backward moving-floating-forward moving, we set 
some basic patterns so that a walk of constant speed, 
horizontal posture and constant height can perform 
smoothly.  

 

 
Fig.5. Example of walking pattern of 2 slider type 

 

3. Walking Control 
Walking motion of this robot includes many kinds 

such as Straight walk (forward or backward), Curving 
walk (right or left), Turning (right or left) and   
Climbing or descending slope or step. We must establish 
control algorithm for every walking. Here we introduce 
basic control system depending on pattern method 

 

 Fig. 6 Control System 
 

IV. EXPERIMENT 

Simulation 
At first we confirmed the performance with 

simulation. Here we built 3-D model with Solid Works 
and gave each slider of each leg mentioned pattern of 
motion. As shown in Fig. 6, we could get expected 
results of constant speed, horizontal posture and 
constant height.  
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Fig. 7 Simulation Results 

 

Experiment  

2.1 Experiment System 
In this experiment, we install a device for 1 that we 

constituted by two electric cylinders to show in Fig. 6 
on a surface plate in form to do a joint as ankle on the 
top and build a system moving this by Matlab-Simulink 
and confirm a cylinder control system for walking. We 
show the specifications of the electric cylinder to use for 
this experiment in Table 1. 

Table.1 Experiment system 
Control system : MatLab (simulink) 
Electric cylinder : YAMAHA  YMS45 
Cylinder stroke : 20cm 
Thrust force : 2-6kg 
Driver  : YAMAHA  SR1-X 
  

 
Fig.8 Experimental equipment  

 

2.2 Control Method 
In this system, we built the control system to realize 

the motion shown in Fig. 9. Each cylinder was 
controlled with the reference length decided from 
reverse kinematics depending on the trajectory and 

moving speed. This motion control program is shown in 
Fig. 10.  

 Fig.9 Example of trajectory pattern of foot 

 
Fig.10 Control system 

 

3. Experimental Results  
We would like to report those results on the 

symposium as much as possible. 
 

V. CONCLUSION 

We proposed the walking robot having 4 legs with the 
parallel mechanism as underwater work use and 
examined the motion performance.  

It showed enough possibility about the basic walking 
with simulation, and it is on the confirmation with 
experiment now.  

Those results suggest us that this type of robot has a 
higher performance than conventional type and we 
would like to develop the system to higher level of 
applications. 
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Abstract: In this research, we have developed a swimming robot with flutter kick of two legs, which can swim freely 

both on the surface of water and in the water, and established the control method for all kinds of motion of this robot, 

such as straight swimming, turning, down going or up going. Furthermore, with optimizing the three-dimensional 

action of underwater robot, we can expect improvement of the performance of underwater robot for complex work. 

 

Keywords: Humanoid, Underwater Robot,  

 

 

I. INTRODUCTION 

With the development of science and technology, 

robot has been experienced surprising rapid 

advancement. Particularly, the research on humanoid 

robot becomes very high level and its motion is 

improving day by day. The authors think that the 

humanoid type underwater robot is convenient for 

underwater works as on the ground. The underwater 

environment is so dangerous for human, that many 

kinds of robot have been extensively used for 

underwater work, such as underwater resources 

exploration, oceanographic mapping, undersea 

wreckage salvage, ocean engineering survey, dam 

security inspection, and so on.  However, there has 

been no underwater robot which can take the place of 

the diver by now. Considering those situation, the 

authors are putting the focus on developing Underwater 

Humanoid Robot. 

 

 

II.DESIGN OF ROBOT 

As illustrated in Fig.1, the propulsive structure 

treated here is a free-swimming humanoid robot. It is 

composed of three parts: a body with two arms and two 

legs. Each of the legs is composed of two links and one 

oscillating fin. The robot is wearing a waterproof suit on 

the body. And it is designed to get neutral buoyancy also. 

The neutral buoyancy is the condition that the gravity 

equal to buoyancy. And the center of buoyancy and 

gravity are arranged to be collinear along the body z-ax 

 

 

  

Fig.1 Image of Underwater Humanoid Robot  

 

   

 

 
 

Fig.2 Example of Underwater Humanoid Robot 

 

 Humanoid-3 

Humanoid-2 Humanoid-1 
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Fig. 2 shows prototypes of radio-controlled 

underwater humanoid robot. They have been developed 

in our laboratory. The mechanical device used in this 

paper is humanoid-3. The body of the robot is wrapped 

with gum. In the body, following devices are installed in 

a water shielded package. 1)Microcontroller board: 

Motion Greator for TTL and PS/2 Bluetooth controller, 

2)Communication devices: Parani ESD-200 Bluetooth 

Serial Adapter, 3)Arm servo motors, 4)Batteries  and 

5)Underwater camera. The total weight is 

approximately 1.5 kg. And the length is 400mm. We can 

control the swim of robot with wireless communication. 

Its speed is adjusted with frequency and amplitude of 

oscillating signal, and its turning motion is controlled 

with arm motion.  

 

  

III.MOTION ANALYSIS 

 

In this section, the authors built the dynamic model 

on the basis of undulated fins and the drag model in 

fluid mechanics. The dynamic model of undulated fins 

can make clear the relation between the forces/moments 

and propulsive wave parameters, geometric parameters 

as well as swimming velocity. We can study about the 

motion of the robot, control method and efficiency of 

propulsion. This dynamic model for undulated fin has 

been validated with experimental tests in thrust, and 

propulsive velocity of the underwater robot. 

1. Basic motion of straight swimming 

When the robot is swimming on a straight course, 

the desired motion can be expressed as 
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where f is transverse displacement of the body, x  

is displacement along the main axis. t is time, k is  

body wave number, ϖ is body wave frequency, l  is 

length of the robot. 

 

2. Thrust force 

   To simulate the dynamics of the swimming, we 

simply considered a equation of thrust force with flutter 

kick. 
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where p  is thrust force, ρ is density of fluid,  0α  

is the maximum attack angle, f  is  the  frequency, 

v  is velocity of robot, ϕ  is phase difference and c is  

coefficient of interference between two legs. As the 

influences of the interference of flutter kick is very 

complex, we use the approximation and calculate   

under ideal condition in this paper.  

3. Resistance force 

We assume the shape of body is not plate but  

an ellipsoid, then the resistance force on the body 

is assumed to be generated in the usual steady flow.

Under this assumption, the resistance force becomes

as follows 

 

2

2

1
SvcR Dαρ=                 (3) 

   

where v is velocity of the body, Dc  is resistance  

coefficients, α is attack angle, s is projected area  

of body and arms in the x-y plane. 

 

4. Dynamic equation of straight swimming 

When robot is swimming in the water, buoyancy is 

equal to gravity of robot. Then the equation of dynamics 

can be written as 

 

Rp
dt

dv
m −=               (4) 

 

where m is mass of the robot.  

 

 

IV. CONTROL   

1. Turning control 

When the robot is required to turn uniformly with 

given angular velocity w and turning diameter D, a 

centripetal force F and a turning moment T should be 

offered as 
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If we set the robot arms making angle between  

body as θ , we can get the centripetal force from thrust 

force and resistance force. It makes possible to change 

direction and continuous direction change becomes 

turning. Confirming the motion, we applied data table 

looking up control method, which is determining 

θ from data table between θ and w.  

2.  Speed control 

From the equation (2) (3) (4), we can get the 

relationship between velocity and frequency of flutter 

kick. Then with changing flattering frequency, we can 

get a desired swimming speed, As a note, the phase 

difference ϕ is set at °80 , because it is evaluated  

that we can get the best thrust force.  

    

V. SIMULATION   

In order to evaluate the applicability and capabilities 

of humanoid robot, we made simulations study with 

using developed model. From Fig.3 to Fig.6 we will 

show the results of simulation for swimming start mode 

as an example. The condition for simulation is shown in 

Table 1. 

 

    Table 1 Condition of Simulation  

Dimension of Robot:  

Body Width ;23cm, Body Length;40cm 

Body Depth; 11cm, Leg Length;20cm 

Fin Size;   10cm*6cm 

Weight;    1.5kg 

Frequency of Leg Motion;       2Hz   

    

The coefficients of resistance of the body were 

calculated with approximating the body as ellipsoid and 

arms as columns. 

 

 

 

 

 

 

 

 

 

 

Fig.3 Resistance 

 

 

 

 

 

                  

 

 

              Fig.4 Moved Distance 

 

 

 

 

 

 

 

 

 

 

 

 
Fig.5 Moving Speed 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                Fig.6 Thrust Force 

 

VI. EXPERIMENT 

For the confirmation of the simulation results and 

further study, we made experiments with actual robot. 

 

1. Experiment system 

In this experiment, we used a high performance 

humanoid robot as a base machine and covered it with 

waterproof suit. It can be controlled with game 

controller remotely or with program autonomously. It 

equips an underwater camera on a body. The 

photograph of shown in Fig.7.  This robot was tested 
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in the water tank of 2m × 2m × 1m 

(length× width× height) in our laboratory. Fig. 8 shows 

the shape of the tank.  

 

Table 2  Specification of Humanoid Robot 

 

Servo motor: ROBOTIS Dynamixel AX-12+ 

Number of AXIS:10 

Computer: Motion Greator for TTL(Atmel ATMEG

A128) 

Wireless: Parani ESD-200 Bluetooth Serial Adapter 

Controller: PS/2 Bluetooth controller 

 

 

 
Base robot    Controller     Waterproof suit 

 

    Fig. 7 Robot System for Experiment 

 

 

    
  

 

            Fig.8 Water Tank 

2. Experiment  Resuluts 
 

We would like to report those results on the symp

osiun  as much as possible. 

 

 

VI. CONCLUSION 

Here we proposed a humanoid type underwater 

robot. Through the basic study, we are thinking that this 

type of robot has higher performance than conventional 

underwater robot and can accomplish higher level of 

work instead of diver. In this paper, we introduced   

mainly the propulsion system, such as principal, the 

structural design or control algorithms to generate 

appropriate thrust force. This mechanism has a 

disadvantage that the flutter kick of both leg interfere 

each other. We found the method to decrease the 

influence and to satisfy manipulation requirements. This 

propulsion system can also generate turning moment, 

upward going moment or downward going moment 

adding thrust force with selecting angular velocity of 

fluttering and center angle of fluttering. And with 

integrating basic control to cooperated control, we can 

realize free posture control and get various kind of 

motion.  
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Abstract: This research is connected with ROV’s remote control, and is carried out to solve ROV’s operator’s severe se
asickness caused by disagreement between mother ship’s motion and  the image including ROV’s motion from under
water vehicle expressed at the station. 
  
Keywords: ROV, Remote Control, Seasickness. 

 
 

I. INTRODUCTION 
Now, there are two types of underwater vehicle, that 

is, manned and uninhabited type. 
Former is superior in activeness and function, for an 

operator and a researcher ride together, but because of 
lack of safety, latter is the mainstream. This includes 
ROV which needs remote control by man, and AUV 
which chooses movement by itself.  

ROV doesn’t need complicated control because of 
human handling and can be observed with real time 
processing, viewing images which has high resolving 
power, be manipulated. And electric power is provided 
from mother ships, and it is free from limitation of time, 
but it’s range of action is limited by length of cable. 

On the other hand, it is still hard to make AUV carry 
out minute work with manipulator and hand.  

This research is connected with ROV’s remote 
control, and carried to solve ROV’s operator’s severe 
seasickness caused by disagreement between mother 
ship’s motion and the image including ROV’s motion 
from underwater vehicle expressed at the station . 

The principle of the research is to make environment 
as if an operator rides on the underwater vehicle with 
getting rid of ship’s motion and unite with motion of 
underwater vehicle, 

To recreate this situation in laboratory by a Stewart 
type parallel link system, as an operation base, and 
show him(or her) the image which was taken on the 

vehicle, we measured the level of seasickness. And then, 
we moved the parallel link with same motion to the 
vehicle.  

On these experiments, we compared the level of 
seasickness. we can develop the system which 
reproduces a vibration of underwater vehicle separated 
from that of a ship,  including a series of handling and 
indication ,as new remote control environment of 
underwater vehicle. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig.1   Remote Control of Underwater Vehicle  
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Fig.2 Station for Remote Control on Mother Ship 
 

II. Environment of Remote Control  

As an example, we show the rolling and pitching 
motion of Shioji-maru in Fig. 3, which is the training 
ship of our university. Under those motions, operator 
moves underwater vehicle with watching monitor 
display. we calculate the length  of six legsof the 
parallel link operation base from the  angles of roll and 
pitch changing every  time, and reproduce the motion 
of the ship by their expand and  contracting. 
At first, I can’t help operating by appointing length 

of six legs changing every second by signals from 
AD/DA converter,but in the future I want to master
 to operate automatically by retrieving Excel’s Data
 in C language program. 
 

The Data of Motion of Mother Ship

-4.00E-01

-2.00E-01

0.00E+00

2.00E-01

4.00E-01

6.00E-01

8.00E-01

1 3 5 7 9 11131517192123

sec

rad

ROLL

PITCH

Fig.3 Motion of Mother Ship 
 

III. IMPROVED OPEATION SYSTEM   
  
1. BASIC CONCEPT  
This research is carried out to solve seasickness caused 
by disagreement between motion of mother ship and 
that of an image seen through underwater camera, 
which has long been significant problem among ROV’s 
operators. 
 

The main purpose of this research is to make situation 
as if an operator rides underwater vehicle by getting rid 
of ship’s motion and fitting that of underwater vehicle. 
 
2. SYSTEM CONSTRUCTION 

 
Fig. 4 New Operation System 
 

Stewart type parallel link operation system which   
has six legs moved by oil pressure. 
Monitor and underwater camera  
AD/DA converter which change from analog signal 
into digital one, or from digital to analog. 
 
 
IV. CONFIRMATION OF THE EFFECT 
1. Outline of Experiments 

In this experiment, we reproduce motion of the  
 mother ship by Stewart type parallel link system, 
and ask a subject to sit on it, show him(or her) th
e image added the motion of the vehicle apart fro
m   the mother ship, and measure the level of sea
sickness. After getting rid of motion of the ship, 
and reproduce that of the underwater vehicle, we 
show the subject the same image, and compare the
 level of seasickness.    
2. Equipments of Experiment 

 
Fig.5 Outline of Experimental System 
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Fig.6 Experimental System 
  
3. Control System 
We calculate length of the  six legs by means of  
Back-function-Theory, that is, make the operation  
base move contrary to motion of the ship. 
In other words, we need equations to invalidate the
 following one. 
 
3.1 Control Algorithm 

The length of six legs of the operation base     
 L1=sqrt((H+0.866*R*sin(b)+0.5*R*sin(c))*(H+0.866
*R *sin(b)+0.5*R*sin(c))+(r*r-r*R+R*R))……(1)   
 L2=sqrt((H-0.866*R*sin(b)+0.5*R*sin(c))*(H-0.866*
 R*sin(b)+0.5*R*sin(c))+(r*r-r*R+R*R))……(2)    
 L3=sqrt((H-0.866*R*sin(b)+0.5*R*sin(c))*(H-0.866*
R*sin(b)+0.5*R*sin(c))+(r*r-1.25*r*R+R*R))……(3) 
L4=sqrt((H-R*sin(c))*(H-R*sin(c))+(r*r-r*R+R*R) …
(4) 
L5= sqrt((H-R*sin(c))*(H-R*sin(c))+(r*r-r*R+R*R)…
(5) 
L6=sqrt((H+0.866*R*sin(b)+0.5*R*sin(c))*(H+0.866*
R*sin(b)+0.5*R*sin(c))+(r*r-1.25*r*R+R*R)) …(6) 

L1～L6：the length of  Leg1～Leg6 
r:the radius of  the base plate 
R:the radius of the platform 
H:the hight of the operation base 
 
4. RESULT OF THE EXPERIMENT 
4.1 Seasickness Level Evaluation   
 
We will use the following four-grade-evaluation. 
 
Grade0:Don’t feel seasickness at all. 
Grade1:Feel slight discomfort, but can live as usual 
Grade2:Feel discomfort, and hard to work. 
Grade3:Feel severe discomfort, nausea, can’t work   
 

4.2 Comparison with Conventional System and  
Improved System 

We will  compare the two type of system, that is 
conventional and suggested system(improved one). 
Former is carried out under the recreated motion of
mother ship, and latter is after getting rid of the 
previous motion and make modification as the 
motion of the underwater vehicle. 

 
 
We suppose that the user can’t operate more than  
30 minutes because of the difference between the 
motion of the vehicle and the ship, before getting r
id of motion of the ship. But after it, he(or she) c
an operate much more longer.   
 
 

V. CONCLUSION 
I want to make sure result of the experiment is true
as a subject  
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Abstract: In this paper, we consider dexterous manipulation by robot hand through spinning control of basketba

ll. We investigate a spinning basketball, and propose that control process for keep up spinning basketball on f

ingertip. This problem is to control manipulating a dynamic object under equilibrium grasp. We analyze the m

otion characteristic of a ball that spinning at high speed and its on a fingertip, and propose the control metho

d to prevent the ball from dropping by the feedback control. And, we verified the effectiveness of this metho

d by the simulation. 

 

 

Keywords: Amusement robot, Ball-spinning trick, Dexterous manipulation, Equilibrium grasp 

 

 

 

I. Introduction 

A robot hand has dexterous fingers is important 

element for intelligence humanoid robot. So, many 

robotics researcher studies robot hands possible 

humanlike dexterous work. However, it is not easy to 

achieve it by robot hand because dexterity of human 

hand. When manipulating the object, which is 

constrained from the hand in the form that is called 

force-closure and form-closure[1] in the many 

researches manipulation that using robot hand. At this 

time, the object is constrained by fingers of an enough 

number, and grasped by an appropriate finger force. 

When the manipulation object is dynamic, it is 

preferable to reduce the contact point with the object. 

In the researches about dexterous manipulation that 

using robot finger and hand, there are Pen spinning by 

Ishihara and others[2], Dish spinning by Kajiwara and 

others[3], and Rolling based manipulation by Harada 

and others[4]. In [2], Ishihara and others have achieved 

a dynamic pen spinning using multifingered hand by 

feedback system. In [3], Kajiwara and others have 

achieved a dish spinning by robot with the open-loop 

control. And in [4], Harada and others achieved the 

manipulation of a object on the robot hand by the 

trajectory planning of the manipulation object. This like, 

the research on a dexterous manipulation with the robot 

hand is done by various approaches. However, there is 

no research, manipulating a dynamic object by the 

feedback system under equilibrium grasp yet. And so, 

we chose spinning control of basketball as a dynamic 

model that achieved such a control, and achievement by 

the robot was tried. 

This is like basketball player plays spinning a ball on 

own fingertip. But, we were not able to find the 

document that had been described how to spin a 

basketball on fingertip. Then, first of all, we analyze the 

mechanism of ball spinning, and show the condition to 

manipulate the ball with stability. And, we propose 

control techniques to achieve spinning a ball by robot 

hand, and show the effectiveness by the simulation. 

 

 

 

II. Spinning Ball Dynamics 

When the fingertip catches the rotation axis of a ball, 

and the ball rotates at high speed, the ball does a steady 

rotation by the gyroscopic effect. Therefore, as one 

means because of no drop of the ball from fingertip, 

there is a method of beating the side of ball by hand 

when spin velocity slow down and torque the ball. But, 

we don’t think about control to add torque a ball, 

because we focus attention on control the fingertip has a 

ball in this paper. In this instance, we think about 

control methods because of no drop of a spinning ball 

on fingertips by adding appropriate power to the ball by 

movement of the robot hand against inclination and 

movement of a spinning ball. We dynamically explain 
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how to control the robot hand when the inclination of a 

spinning ball grows. 

 

 

 
Fig.1 Control of Spinning Ball 

 

 

 
Fig.2 Relation of Vector 

 

 

The H
r

 angular momentum vector of the ball that has 

inclined turns on the diagonal like Fig.1. 

It is necessary to control this H
r

 to be suitable for 

a vertical direction to keep a steady rotation of ball. So, 

the following expressions are given, 

 

tNH ∆=∆

rr
                        (1) 

At this moment, H
r

 is a variation in the angular 

momentum vector, and N
r

 is force moment. In a word, 

it has to add force moment N
r

 for this H
r

 to be 

suitable for a vertical direction. At this time, the 

problem to which direction to add force F
r

 is caused. 

Here, we assume position vector that to force point from 

gravity of ball is p
r

, as follows, 

 

FpN
rrr

×= (2) 

 

At this time, the direction of three vectors is a 

relation of Fig.2. As a result, it is understood in which 

direction the robot hand should be moved for the 

inclination of the ball. 

 

 

 

III. Control Model 

 In this section, we show the control model and 

planning of the robot hand for spinning control of ball, 

based on the spinning ball dynamics described in the 

foregoing section. 

At the first, we show the model of the spinning control 

of ball in Fig.3. There is a cylindrical robot finger on the 

base where it can move on the x-y plane, and a ball on it. 

),,( ppp zyx  is barycentric coordinate of robot finger, 

and ),,( bbb zyx  is barycentric coordinate of the ball.  

This robot finger is assumed to have the elasticity of 

rubber. When man has basketball by the fingertip, the 

fingertip that touches the bowl is transformed according 

to the shape of the ball. The fingertip becomes shape 

near the form of a cylinder rather than the oval, and the 

finger and the ball are in the state of surface contact. 

 

 
Fig.3 Control Model 

 

 

We control the inclination and the barycentric 

position of the ball by the PID control. At this time, the 

state that spins with stability is not necessarily 0=θ  

in the spinning ball by movement characteristic. 

Therefore, it rather becomes unstable in the control 

planning that aims at deviation is 0. 
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Then, we set the following control rules. A downward 

moment from the center of gravity of the ball is shown 

in Fig.4. When this downward moment indicates the 

fingertip, the inclination is gradual. But when it 

indicates the outside of fingertip, the inclination of the 

ball increases at a dash. Then, 

π

θ

R

r
kr

180
≥   )10( ≤< rk          (3) 

to respond in this case, we did the control planning. 

 

 

 
Fig.4 Moment of Ball 

 

 

 

IV. Simulation 

 The result of the simulation is shown about the 

spinning ball model described in the foregoing section. 

Fig.5. is verification animation that we are used ODE 

and made, and Fig.6-8. is the result graph. 

We set the parameter of the start of the simulati

on at srad /20=ω (counterclockwise-rotation), 

)0,0(),(),( == bbpp yxyx , 5.0=rk . 

 

In Fig.6, the angular velocity and the inclination of the 

ball are shown. And, x,y constituent of barycentric 

coordinate of robot finger in Fig.7, x,y constituent of 

barycentric coordinate of ball in Fig.8 is shown 

respectively. These graphs are shown that spinning 

speed of the ball fell at time, the robot hand is 

controlled without dropping the ball from the fingertip 

to the inclination of the spinning ball. 

 

 

 

 

 

 
 

              Fig.5 Animation by ODE 

 

 

 
      Fig.6 Angular Velocity and Inclination of Ball 

 

 

 
   Fig.7 Excursion of Barycentric Coordinate of Finger 
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Fig.8 Excursion of Barycentric Coordinate of Ball 

 

 

 

V. Conclusion 

 In this paper, we proposed control method of robot 

finger that manipulated a spinning ball as one example 

of dexterous manipulation by the robot hand, and 

verified by the simulation, and the effectiveness was 

shown. Consequently, we clarified whether to control 

the robot hand of the ball spinning that had not been 

discussed up to now like any. We can expect the 

achievement of the robot hand to be able to do a quick, 

appropriate correspondence by manipulating the 

movement of grasped object with the robot hand by the 

feedback control with stability. We plan to verify it by 

the real machine experiment in the future. But, we 

thought that it is a problem how to detect the inclination 

and the position of the ball changed at high speed for 

that accurately. In this time, we handled only the 

manipulation control of the spinning ball, we would like 

to think also about the control that gives the spinning 

force to the ball when the rotational speed of the ball 

descend in next time. Moreover, we thought that it is a 

problem that should also examine control method that 

think about the control of the vertical direction though 

we thought only about the control of horizontal 

direction this time. 
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