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HISTORY

This symposium was founded in 1996 by the support of Science and
International Affairs Bureau, Ministry of Education, Culture, Sports, Science
and Technology, Japanese Government. Since then, this symposium has been
held every year at B-Con Plaza, Beppu, Oita, Japan except in Oita, Japan
(AROB 5th ’00) and in Tokyo, Japan (AROB 6th ’01). The Fifteenth
symposium will be held on February 4 -6, 2010, at B-Con Plaza, Beppu, Oita,
Japan. This symposium invites you all to discuss development of new
technologies concerning Artificial Life and Robotics based on simulation and
hardware in the twenty first century.

OBJECTIVE

The objective of this symposium is the development of new technologies for
artificial life and robotics which have been recently born in Japan and are
expected to be applied in various fields. This symposium will discuss new

results in the field of artificial life and robotics..

TOPICS:
Artificial brain research
Artificial life
Artificial mind research
Bipedal robot
Chaos
Complexity
Control techniques
Evolutionary computations
Genetic algorithms
Human-machine cooperative systems
Innovative computations
Micromachines
Micro-robot world cup
soccer tournament
Multi-agent systems
Nano-robotics
Neurocomputing technologies
and its application for hardware
Robotics
Virtual reality
Others

DEADLINES:
September 1, 2010

Artificial intelligence

Artificial living

Bioinformatics

Brain science

Cognitive science

Computer graphics

DNA computing

Fuzzy control

Human-welfare robotics

Image Processing

Intelligent control
&maodeling

Mobile vehicles

Molecular biology

Nano-biology

Neural networks

Neurocomputers

Pattern recognition

Robust virtual engineering

Visualization

Electronic submission of a 400-600 word long

abstracts at our website

September 15, 2010
October 1, 2010

Notification of acceptance of papers**
Submission of final camera-ready papers

** Accepted papers are divided into two types.Oral presentation (4 pages) and

poster presentation (2 pages)

CONFERENCE LANGUAGE: English
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Artificial Life and Robotics

We invite you to publish your paper

in this journal full of inventive scientific findings and state-of-the art technologies.

Two types of papers from the world are

I . Recommended papers presented at the International Symposium on Artificial
Life and Robotics ( ISAROB),
IT. Contributed papers.

Contribution fee :
4 pages or less ¥ 19,000 per page,
extra pages ¥ 16,000 per page.
(Pages are counted on single-line basis as they appear in the journal.)

Shipping Cost:
in Japan ¥ 700 per one issue,
overseas  ¥3,000 per one issue.

We deliver every corresponding author (or sponsor) one copy of journal in which
his/her paper is included. We would like to thank authors for their support in the form

of contribution fee payable before publication, which funds the production of this
journal contracted by Springer Japan.

Order:

1. Price for co-authors: ¥ 5,000 per copy (for every co-author),

If necessary, please order extra copies for co-authors to the Journal Office.

2. Subscription fee: ¥ 20,000 per year,

3. Purchase price for single issue: ¥ 8,000 per issue.

AROB Journal Office : joffice@alife-robotics.co.jp

©ISAROB 2010
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Our Review System

For contributed papers,
1. Duration:
Two months is our target time of the whole review process, however, we are trying
our best to make it as short as possible.
2. Review results:
Every contributed paper will be reviewed by three assigned reviewers with score
ranging from 1 (highest mark) to 4 (lowest mark);
1. publish with no revision,
2. publish with minor revisions,
3. possibly publish with revision and re-review,

4. reject.

Review results, a total score of the three evaluation scores, would be read as;.
3or4 . accepted and to be published as it is,
4,5 0r6 . accepted and to be published after minor revisions,
7,8,0r9 . acceptable but subject to rewriting and re-review,
10, 11, or 12 . rejected

For recommended papers,
The recommended papers are ones that the chair of each session reads before, during,
and after the symposium that year and recommends to AROB Journal Office using
the same evaluation score above. Therefore, the quality of recommended papers is
apparent at the time of recommendation.

We express our heartfelt gratitude to chairs and reviewers of ISAROB for their
support and sincere voluntary work without which this journal never exists.

AROB Journal Office : joffice@alife-robotics.co.jp

©ISAROB 2010 A-2
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Artificial Life and Robotics

We invite you to advertise your company

in this international journal financed by ISAROB (International Symposium on
Artificial Life and Robotics ) and produced by a renowned publisher, Springer Japan.
Merits:

+ Connectivity with ambitious academic circles in the rapidly-advancing fields,

+ Expanded publicity through toll electronic circulation by Springer-Japan,

+ Reasonable advertising fee (1 page = ¥ 40,000, 2 pages = ¥ 70,000).

Please contact AROB Journal Office at ALife Robotics Corporation Ltd.
joffice@alife-robotics.co.jp  tel/fax: +81-97-594- 0181
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Intelligent Mobile Robot

Full Version

(Taro-1 and
Trao-2)

»

Full Version

Feature:

1.Recognize the line and
moves on or along the line
2. Recognizes the shape of
objects

3. Can be controlled by
voice(20 sentences, etc.)

4. Recognizes human faces
(about 10 people)

5. Can be controlled by
Internet and mobile phone
(remote control)

Price: ¥5,000,000($50,000)

Simplified Version
(Taro-A)

Size and weight of robot
is half of Figurel

Functions of full version
1.~4. are equipped

Fundamental software
based on Window and
Linux is provided

‘The robot is most
suitable for R & D
(Master and Doctor

Simplifed
Version (Taro-A)

Fig.1 Full Version(Taro-1(right),Tqro-
2(left) and Simplified Vesion

ALife Robotics Corporation Ltd.

Address: 301 Koopo Nagaoka, Miyazaki 1385-1,
Oita, 870-1133, JAPAN

tel: 097—567—3088 fax: 097—594-0181
ms@alife-robotics.co.jp

e-mail

URL http://alife-robotics.co.jp/

©ISAROB 2010

detection

Obstacle Rule
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planner
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Server

Woice

module SErvEr

-
Obstacle . .
Eietectio}[ Woice ] Dlanner][ Vlsmn]

Client threads (for TCR/IP netwarking)

Main robot

contral loop Shared memory

i

Motion controller

Wheels Head Carmera
control control cortrol
subsystem subsystemn| |subsystem

Fig.2 System block diagram

courses)

‘Price (Only hardware
from
¥2,300,000(=$23,000)
with fundamental
software

Q)ec. and style can be changed

N

/
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Defense Forxce
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Simplified Version of Intelligent mobile robot-

Taro-A

Main Specification of Taro-A(Born from Taro)

*Weight: 28kg

*Height: 60 (from floor:65cm), Width: 28cm, Depth: 40cm

*Robot behaviors can be controlled by voice

*Behaviors of the Simplified Version of Intelligent of Mobile Robot

1.The robot can understand meaning of human voice and can answer to human by
robot voice . In addition, the robot can provide various information to human’s
requirements.

2. Human asks for robot. What is this by showing object to robot. The robot answers
for it by voice. (Pattern recognition and understanding)

3. The robot can carry various things (Foods, Letters, Newspapers, Other heavy
materials (approximately 25-30kg). The robot can turn around accurately by
specified degree.

4. The robot can climb up on the sloop with 15-30 degrees.

5. The robot can teach child by answering questions from child in pleasant playing
condition as private teacher.

6. The robot can teach English, Japanese, Chinese, any other languages to human.

Correspondence: @ ALife Robotics Corporation Ltd.

T870-1133 301 Koopo Nagaoka, 1385-1 Oaza Miyazaki, Oita, Japan

Tel: 81-97—567—3088, Fax: 81-97—594-0181, e-mail ms@alife-robotics.co.jp
URL http://alife-robotics.co.jp:81/

A-5

-

Size and weight: 2
of Full version of
Intelligent Mobile
Robot “Taro”

*We provide
fundamental
software for robot by
Window or Linux

‘Most suitable for
research and
development on
mobile robot

*Most suitable for
human being’s
partner

‘Price (JPY
2,300,000=$23,000)

(*) Design and
specification will be
decided in
consultation with

\customer

\

J
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[ This is belong to Electro-Communication University, Tokyo, Japan }

Delivery Record (From 2009)

1. ADFA, Australia

2. Electro-Communication Univ., Japan
3. KAIST, Korea

4. TATIUC, Malaysia

5. Others
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100mm

= F1

Alife Robotics Corporation, Ltd.

Challenge for New Technologies in 21st Century
301 Koopo Nagaoka,1385-1 Oaza Miyazaki, Oita 870-1133, Japan

TEL:81-97-567-3088, FAX: 81-97-594-0181, E-MAIL: ms@alife-robotics.co.jp

Table 1 Functions of Fish Robot

Switch No. Functions Comments
1 ON,OFF of Power
2 Right Turn
3 Left Turn
LOW, HIGH
4 Change of Speeds Mode
5 Change for Swing Change for
6 Angle of Caudal Fin 4 Steps
1 Random Mode

150mm
Fig.1 Fish Robot (Sizes)

©ISAROB 2010

' 32mm

Fig.2 Picture of Fish Robot

A-7

are included.
OPTIONS:

C-MOS Camera, Remote Control Unit,
Dorsal, Pectoral, Ventral Fins can be

\installed

1.Hardware and Fundamental Software
2. PIC Writer

3.Text Book for Learning Control
Techniques Based on PIC

J




The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

THE FIFTEENTH INTERNATIONAL SYMPOSIUM

ON
ARTIFICIAL LIFE AND ROBOTICS

(AROB 15th '10)

ORGANIZED BY

Organizing Committee of International Symposium on Artificial Life and Robotics
(ALife Robaotics Corporation Ltd. and Nippon Bunri University(NBU), Japan)

SPONSORED BY

Mitsubishi Electric Corporation Advanced Technology R&D Center
Oita Gas Co., Ltd.

ME System Co., Ltd.

SANWA SHURUI Co.,Ltd

CO-OPERATED BY

Santa Fe Institute (SFI, USA)

The Robotics Society of Japan (RSJ, Japan)

The Institute of Electrical Engineers of Japan (IEEJ, Japan)

Institute of Control, Robotics and Systems (ICROS, Korea)

Chinese Association for Artificial Intelligence (CAAI, P. R. China)

The Institute of Systems, Control and Information Engineers (ISCIE)

The Institute of Electronics, Information and Communication Engineers (IEICE)
The Institute of Electrical and Electronics Engineers, Inc. (IEEE Japan Council)
Japan Robot Association (JARA)

The Society of Instrument and Control Engineers (SICE, Japan)

SUPPORTED BY

Kyushu Bureau of Economy, Trade and Industry, Ministry of Economy, Trade and Industry
OITA PREFECTURE

Oita City

BEPPU CITY

Oita Chamber of Commerce and Industry

The Oita Prefectural Organization of the Industrial Groups
Kyodo News

JIJI PRESS

Oita Godo Shimbunsya

The Asahi shimbun

The Mainichi Newspaper Co., Ltd.

THE YOMIURI SHIMBUN SEIBUHONSHA

The Nishinippon Shimbun

THE NIKKAN KOGYO SHIMBUN, LTD

Japan Broadcasting Corporation Oita Station

Oita Broadcasting System

Television Oita System Corporation

Oita Asahi Broadcasting co., Itd.

©ISAROB 2010 P-1



The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

ADVISORY COMMITTE CHAIRMAN

F. Harashima (Tokyo Denki University, Japan)

GENERAL CHAIRMAN

M. Sugisaka (Nippon Bunri University(NBU), Japan)

PROGRAM CHAIRMAN

H. Tanaka (Tokyo Medical & Dental University, Japan)

VICE-CHAIRMAN

J. L. Casti (Institute for Applied Systems Analysis, Austria)
J. J. Lee (KAIST, Korea)

H. H. Lund (Technical University of Denmark, Denmark)
Y. G. Zhang (Academia Sinica, P. R. China)

ADVISORY COMMITTEE

T. Fukuda (Nagoya University, Japan)

F. Harashima (Tokyo Denki University, Japan)

H. Kimura (RIKEN, Japan)

M. Tomizuka (University of California Berkeley, USA)

INTERNATIONAL ORGANIZING COMMITTEE

K. Aihara (The University of Tokyo, Japan)

C. Barrett (Los Alamos National Laboratory, USA)

M. Bedau (Reed College, USA)

J. L. Casti (Institute for Applied Systems Analysis and The Kenos Circle, Austria)
M. Eaton (University of Limerick, Ireland)

J. M. Epstein (The Brookings Institution, USA)

T. Fukuda (Nagoya University, Japan)

H. Hashimoto (The University of Tokyo, Japan)

D. J. G. James (Coventry University, UK)

K. Kyuma (Mitsubishi Electric Corporation, Japan)

J. J. Lee (KAIST, Korea)

M. H. Lee (Pusan National University, Korea)

S. Rasmussen (Santa Fe Institute, USA)

T. S. Ray (University of Oklahoma, USA)

M. Sugisaka (Nippon Bunri University(NBU), Japan) (Chairman)
C. Taylor (University of California-Los Angeles, USA)

W. R. Wells (University of Nevada-Las Vegas, USA)

Y. G. Zhang (Academia Sinica, P. R. China)

©ISAROB 2010 P-2



The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

INTERNATIONAL PROGRAM COMMITTEE

K. Abe (Nihon University, Japan)

K. Aihara (The University of Tokyo, Japan) (Co-chairman)

T. Arita (Nagoya University, Japan)

M. Bedau (Reed College, USA)

R. Belew (University of California-San Diego, USA)

S. M. Chen (National Taiwan University of Science and Technology, Taiwan)
Y. I. Cho (The University of Suwon, Korea)

Y. Y. Fan (University of California-Davis, USA)

H. Hamdan (Spelec, France)

S. H. Han (Kyungnam University, Korea)

H. Hashimoto (The University of Tokyo, Japan) (Co-chairman)
N. Homma (Tohoku University, Japan)

S. Ishikawa (Kyushu Institute of Technology, Japan)

T. Ito (Ube National College of Technology, Japan)

T. lwamoto (Mitsubishi Electric Corporation, Advanced Technology R&D Center, Japan)
J. Johnson (The Open University, UK)

O. Katai (Kyoto University, Japan)

H. Kawamura (Hokkaido University, Japan)

M. Kono (University of Miyazaki, Japan)

S. Kumagai (Osaka University of Economics and Law, Japan)
K. Kurashige (Muroran Institute of Technology, Japan)

J. M. Lee (Pusan National University, Korea)

H. H. Lee (Waseda University, Japan)

H. H. Lund (Technical University of Denmark, Denmark)

R. Mamat (TATi University College, Malaysia)

M. Nakamura (Saga University, Japan)

K. Nakano (The University of Electro-Communications, Japan)
K. Naitoh (Waseda University, Japan)

W. Nistico (University of Dortmund, Germany)

K. Ohnishi (Niigata University, Japan)

M. Okamoto (Kyushu University, Japan)

S. Omatu (Osaka Prefecture University, Japan)

H. Oogai (Waseda University, Japan)

M. Osano (Aizu University, Japan)

M. Oswald (Vienna University of Technology, Austria)

R. Pfeifer (University of Zurich-Irchel, Switzerland)

L. Pagliarini (Technical University of Denmark, Denmark)

T. S. Ray (University of Oklahoma, USA) (Co-chairman)

S. Sagara (Kyushu Institute of Technology, Japan)

P. Sapaty (National Academy of Sciences of Ukraine, Ukraine)
T. Sawaragi (Kyoto University, Japan)

T. Shibata (AIST, Japan)

K. Shimohara (Doshisha University, Japan)

K. Sugawara (Tohoku Gakuin University, Japan)

M. Sugisaka (Nippon Bunri University(NBU), Japan)

H. Suzuki (The University of Tokyo, Japan)

H. Tanaka (Tokyo Medical & Dental University, Japan) (Chairman)
M. Tanaka-Yamawaki (Tottori University, Japan)

K. Uosaki (Fukui University of Technology, Japan)

H. Umeo (Osaka Electro-Communication University, Japan)
K. Watanabe (Saga University, Japan)

T. Yamamoto (Tokushima College of Technology, Japan)

©ISAROB 2010 P-3



The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

©ISAROB 2010

H. Yanagimoto (Osaka Prefecture University, Japan)

M. Yano (Tohoku University, Japan)

Y. Yin (The Beijing University of Science and Technology, P. R. China)
M. Yokota (Fukuoka Institute of Technology, Japan)

LOCAL ARRANGEMENT COMMITTEE

F. Dai (Matsue National College of Technology, Japan)

Z. Ibrahim (TATi University College, Malaysia)

M. Ito (Maizuru National College of Technology, Japan)

R. Mamat (TATI University College, Malaysia)

M. Rizon (King Saud University, Saudi Arabia)

S. Sagara (Kyushu Institute of Technology, Japan)

M. Sugisaka (Nippon Bunri University(NBU), Japan) (Chairman)
J. Wang (Alife Robotics Co., Ltd., Japan)

X. Wang (Niihama National College of Technology Japan)

HISTORY

This symposium was founded in 1996 by the support of Science and International Affairs
Bureau, Ministry of Education, Culture, Sports, Science and Technology, Japanese
Government. Since then, this symposium has been held every year at B-Con Plaza, Beppu,
Oita, Japan except in Oita, Japan (AROB 5th ’00) and in Tokyo, Japan (AROB 6th '01). The
Fifteenth symposium will be held on 4- 6 February, 2010, at B-Con Plaza, Beppu, Oita, Japan.
This symposium invites you all to discuss development of new technologies concerning
Artificial Life and Robotics based on simulation and hardware in the twenty first century.

OBJECTIVE
The objective of this symposium is the development of new technologies for artificial life and

robotics which have been recently born in Japan and are expected to be applied in various
fields. This symposium will discuss new results in the field of artificial life and robotics.

GENERAL SESSION TOPICS

Acrtificial brain research Artificial intelligence
Acrtificial life & Brain science Chaos & Cognitive science
Control & Techniques | Control & Techniques 11
Evolutionary computations Intelligent control & Modeling
Human-machine cooperative systems Image processing |
Image processing 1l Innovative computations
Mobile vehicles | Mobile vehicles I
Multi-agent systems Neural networks
Robotics | Robotics 11
Robotics & Bipedal robot Robotics & Application
Pattern recognition Virtual reality
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ORGANIZED SESSION TOPICS

System sensing and control

Learning control and robotics

Control and automata

Soft robotics

Intelligent system and applications
Robot control

Intelligent systems

Artificial intelligent

Intelligent classification

Intuitive human-system interaction
Molecular computing

Bio-inspired theory and applications
Brain-like intelligence and biomedical
applications

Avrtificial application & Artificial and green
technology |

Machine learning and computer vision

COPYRIGHTS

MOT and interdisciplinary research
Analysis and implementation of nonlinear
systems

Computer vision and robotics

Intelligent control and applications
Biomimetic machines and robots
Bio-symphony

Intelligent robots

Embracing complexity in natural intelligence
Intelligent signal processing

Special environment localization and
navigation

Real time methods for structural change
detection of ongoing time series date
Artificial application & Artificial and green
technology I

Accepted papers will be published in the proceeding of AROB and some of high quality
papers in the proceeding will be requested to re-submit their papers for the consideration of

©ISAROB 2010

publication in an international journal ARTIFICIAL LIFE AND ROBOTICS. All
correspondence related to the symposium should be addressed to AROB Secretariat.

AROB Secretariat
AL.ife Robotics Corporation Ltd.

301 Koopo Nagaoka 1385-1 Miyazaki, Oita 870-1133, JAPAN

TEL/FAX:+81-97-594-0181
E-MAIL :arobsecr@alife-robotics.co.jp
Home Page: http://alife-robotics.co.jp/
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Sadayoshi Suga
Bunri Gakuen Educational Foundation
Nippon Bunri University
Chairman/Chancellor
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Sadayoshi Suga
Bunri Gakuen Educational Foundation
Nippon Bunri University
Chairman/Chancellor

It is my great pleasure to welcome you all to The Fifteenth International
Symposium on Artificial Life and Robotics. | would like to offer my sincere
thanks and respect to the many people who have helped make this yearly event
possible.

In 2008, Nippon Bunri University invited Professor Sugisaka to lead the
symposium’s team, and with his help we have undertaken this new venture.

As well as being a great venue to meet specialists in many fields, | also feel
it’s an important platform for presenting research and giving Universities the
opportunity to support such research.

As Chairman of this University, | feel great pleasure in working with such
outstanding educators who have, on so many occasions, presented their
research to the world.

It’s my sincere wish that advances in Artificial Life and Robotics Research,
in cooperation with the Medical Sciences, Information Systems and other
technological fields will lead to improvements in all of our lives.

During your stay here in Beppu, please take time to enjoy the beautiful
scenery, relaxing hot springs, and healthy Japanese cuisine that Oita Prefecture
has to offer. It’s my heartfelt hope that when you leave here, you do so with
fresh enthusiasm and motivation.
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Fumio Harashima
Advisory Committe Chairman
(Professor, Tokyo
Metropolitan University)

i Jefns i

Masanori Sugisaka
General Chairman
(Professor, Nippon Bunri
University and President,
AL.ife Robotics Co., Ltd.,
Japan)
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Fumio Harashima
Advisory Committee Chairman of AROB

The science and technology (S&T) on Artificial Life and Robotics was born
in 1996, and it’s been providing human being with happiness. This S & T is
not only important but also necessary for people living in the world to maintain
high quality of life. Research is heart and desire of human being and the S&T
is going toward clarifying tool to achieve our objective.

I would like to congratulate researchers who work in the fields on Atrtificial
Life and Robotics.

Masanori Sugisaka
General Chairman of AROB

It is my great honor to invite you all to the Fifteenth International
Symposium on Artificial Life and Robotics (AROB 15th ‘10).

The symposium from the first (1996) to the Fourteenth (2009) were
organized by Oita University, Nippon Bunri University(NBU), and ALife
Robotics Corporation Ltd. under the sponsorship of the Science and
Technology Policy Bureau, the Ministry of Education, Science, Sports, and
Culture (Monbusho), presently, the Ministry of Education, Culture, Sports,
Science, and Technology (Monkasho), Japanese Government, Japan Society
for the Promotion of Science (JSPS), The Commemorative Organization for
the Japan World Exposition (’70), Air Force Office of Scientific Research,
Asian Office of Aerospace Research and Development (AFOSR/AOARD),
USA. | would like to express my sincere thanks to not only Monkasho, JSPS,
the Commemorative Organization for the Japan World Exposition (’70) but
also Japanese companies for their repeated support.

This symposium is organized by International Organizing Committee of
AROB and is co-operated by the Santa Fe Institute (USA), RSJ, IEEJ,
ICASE (Now ICROS) (Korea), CAAI (P. R. China), ISCIE, IEICE, IEEE
(Japan Council), JARA, and SICE.

The AROB symposium is growing up by absorbing many new knowledge
and technologies into it. The future of the AROB symposium is brilliant
from a point of view of yielding new technologies to human society in 21st
century.

I hope that fruitful discussions and exchange of ideas between researchers
during symposium will yield new merged technologies for happiness of
human beings and, hence, AROB 15th "10 will facilitate the establishment of
an international joint research institute on Artificial Life and Robotics in
future.
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Hiroshi Tanaka
Program Chairman
(Professor, Tokyo Medical
and Dental University)
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Hiroshi Tanaka
Program Chairman of AROB

On behalf of the program committee, it is my great pleasure and honor to
invite you all to the Fifteenth International Symposium on Artificial Life and
Robotics (AROB 15th 2010). This symposium is made possible owing to the
cooperation of Nippon Bunri University and Santa Fe Institute. We are also
debt to Japanese academic associations such as SICE, RSJ, and several
private companies. | would like to express my sincere thanks to all of those
who make this symposium possible.

As is needless to say, the Alife or biologically-inspired Robotics approach
now attracts wide interests as a new paradigm of science and engineering.
Taking an example in the field of bioscience, the accomplishment of HGP
(Human Genome Project) and subsequent post-genomic comprehensive
“Omics data” such as transcriptome, proteome and metabolome, bring about
vast amount of bio-information. However, as a plenty of omics data becomes
available, it becomes sincerely recognized that the framework by which
these omics data can be understood to make a whole picture of life is
critically necessary. Thus, in the post-genomic era, biologically-inspired
systems approach like Alife is expected to give one of new alternative ideas
to integrate this vast amount of bio-data.

This example shows the Alife approach is very promising and may exert a
wide influence on the effort to develop a new paradigm for next generation
of life science. We hope this symposium becomes a forum for exchange of
the ideas of the attendants from various fields, including the life science
field, who are interested in the future possibility of biologically-inspired
computation and systems approach.

I am looking forward to meeting you in Beppu, Oita.
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(Professor, KAIST)
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Ju-Jang Lee
Vice Chairman of AROB

The Fifteenth International Symposium on Artificial Life and Robotics
(AROB) will be held in Beppu, Oita, Japan from Feb. 4th to 6th, 2010.
This year’s Symposium will be held amidst the high expectation of the
increasingly important role of the new interdisciplinary paradigm of science
and engineering represented by the field of artificial life and robotics that
continuously attracts wide interests among scientist, researchers, and
engineers around the globe.

Since the time of the very first AROB meeting in 1996, each year,
listinguished researchers and technologists from around the world are
ooking forward to attending and meeting at AROB. AROB is becoming the
innual excellent forum that represents a unique opportunity for the academic
and industrial communities to meet and assess the latest developments in this
fast growing artificial life and robotics field. AROB enables them to address
new challenges, share solutions, discuss research directions for the future,
exchange views and ideas, view the results of applied research, present and
discuss the latest development of new technologies and relevant applications.

In addition, AROB offers the opportunity of hearing the opinions of well
known leading experts in the field through the keynote sessions, provides the
bases for regional and international collaborative research, and enables to
foresee the future evolution of new scientific paradigms and theories
contributed by the field of artificial life and robotics and associated research
area. The twenty-first century will become the century of artificial life and
intelligent machines in support of humankind and AROB is contributing
through wide technical topics of interest that support this direction.

It is a great for me as the Vice Chairman of the 15th AROB 2010 to
welcome everyone to this important event. Also, | would like to extend my
special thanks to all authors and speakers for contributing their research
works, the participants, and the organizing team of the 15th AROB.

Looking forward to meeting you at the 15th AROB in Beppu-Qita and
wishing you all the best.

John Casti
Vice Chairman of AROB

Since its inception, the AROB has become the most important meeting in
Asia each year for workers in the fields of artificial life and robotics. Many
significant advances in these areas have been first discussed at the AROB,
and it has served as a forum for building an international network of
researchers exploring novel uses of computing for social needs. So as a
member of the Scientific Committee of AROB since it began, I’m pleased to
wish Professor Sugisaka and all participants another successful in the lovely
surroundinas of Beoou.
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Y. G. Zhang
Vice Chairman
(Professor, Academia Sinica)

Yomgguang Theng
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Y. G. Zhang
Vice Chairman of AROB

Dear all friends and all participants,

Here 1 would like to show my warm welcome to you all attending the
Fifteenth International Symposium on Artificial Life and Robotics
(AROB ’10). As you know, this annual symposium was founded in 1996 by
the support of Science and International Affairs Bureau, Ministry of
Education, Science, Sports, and Culture (currently, Ministry of Education,
Culture, Sports, Science and Technology) of Japan. Since then AROB is
gradually become worldwide famous international symposium. Now
AROB is already not an “academic baby”, but “academic teenage”, and
AROB also owns an international journal, named the “Journal of Artificial
Life and Robotics” published by Springer in decade.

The objective of AROB is aimed to develop new technologies for
Artificial Life and Robotics which have been born recently. The important
devotion of AROB is not only to pay attention to the development of theory
on Atrtificial Life, but also expected to apply the principle to various fields,
especially, the combination of both the Artificial Life and Robotics
together. So far there are only few international symposiums or conference
on artificial life, however, AROB is the only one that to explore the new
generation of Robotics in far-sight with artificial life principle. In fact,
some intelligent toys and intelligent systems have already been developed,
although they have not completed knowledge construction and no
evolution. Obviously, this is a very great and difficult career, and need
continuous and consistent efforts of more and more scientists and
engineers. In recent years, to our pleasure, many young professors and
researchers join our team and bring significant outcomes of their work
focusing on intelligent robots that we believe applies to the concepts of
artificial life and artificial brain. We’d like to welcome and encourage more
challenges like these for we are also devoting to the same target.

Beppu, the place of held most AROB symposium, is very charming city in
Japan, she has variety of hot spring (jigoku), beautiful bay and colorful
mountains. Her phantasmagoric visual change in various season attract
many tourists. | hope all of you enjoy and appreciate her.

Finally, 1 would like to show my great thanks to all people who are
working for this AROB 15th "10, including all staffs of AROB Secretariat
at ALife Robotics Co., Ltd., and students, the successful holding of AROB
symposium is dependent on the contributions of you all.

P-10
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Henrik Hautop Lund
Vice Chairman of AROB

I am much honored to invite you to the Fifteenth International Symposium
on Atrtificial Life and Robotics (AROB 15th ‘10). The international
symposium marks its 15" anniversary after the being held each year since
1996, initially organized by Oita University and now being organized by
Nippon Bunri University.

The symposium attracts an impressive range of researchers from all
continents, who all share the vision of merging research based upon artificial
life and robotics. The symposium is visionary in merging these two, science
and engineering disciplines, and has become the most important forum for
research into merging artificial life and robotics.

The research in artificial life and robotics is very important since it both
brings us insight into ourselves as human beings and natural systems, and
brings us new engineering solutions that may influence our lives. It is my
hope that you will use this insight and opportunity to develop systems that
help humankind in socially responsible ways.

I would like to take this opportunity to thank the general chairman of
AROB, Prof. Masanori Sugisaka, for being so visionary 15 years ago to
engage in creating and organizing this important annual event for our
research community. It takes a lot of courage to be the first to create a novel
interdisciplinary research field such as the one that comes from the merge
between artificial life and robotics. Prof. Sugisaka has shown how being
courageous enough to engage in the adventurous activities of merging two
fields may lead to very fruitful research and to the lively research community
that you are now part of with your participation in this international
symposium.

I would also take this opportunity to thank Springer-Verlag for supporting
this research community, and remind all participants of the Springer-Verlag
Artificial Life and Robotics Journal. Hopefully, we will see numerous, high
quality contributions to the journal as the outcome of this symposium and the
research collaboration that may entail the symposium. Indeed, it is my hope
that you will all engage in open and fruitful scientific discussions with your
colleague researchers during the symposium, and that these discussions may
open up for future research collaborations in order to bring new insight into
artificial life and robotics to the community.
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Plenary talker:

PT1 From dream to reality:
Snake-like, spider-like robots

Shigeo Hirose

(Tokyo Institute of Technology, Japan)

Mother Nature is precious source of imagination to develop new
type of robotic system. | will introduce the history of designing a
series of snake-like robots, and discuss the design and control of

Professor amphibious snake-like robot ACM R-5 and rescue robot Souryu which
Shigeo Hirose can crawl into the debris after a big earthquake occurred. | also talk
about spider-like walking robots, such as wheel-walking hybrid
vehicle Roller Walker, quadruped wall-climbing robot Ninja, and 7 ton
world largest walking robot for steep slope construction task.

i Education: :
i -1n 1971, B.E. degree in Mechanical Engineering from Yokohama National University, Japan

- In 1973, Master Degree from Dept of Control Engineering at Tokyo Institute of Technology, Japan

- In 1976, Doctor Degree from Dept of Control Engineering at Tokyo, Institute of Technology, Japan

i Professional Training and Employment:
i -1976-1979 Research Associate, Tokyo Institute of Technology
-1979- 1992 Associate Professor, Tokyo Institute of Technology
-1992 - Professor, Dept of Mechanical and Aerospace Engineering, Tokyo Institute of Technology
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PT2 Extreme events in human society:
The xevents observatory and simulator

John L. Casti

(International Institute for Applied Systems Analysis, Austria)

In this plenary talk, | discuss extreme events (Xevents) created by
humans, not nature. These include things like terrorist attacks,
pandemics, political revolutions and financial system meltdowns. The
talk explores the types of methodological tools needed to develop
early-warning signals for such events—and what to do with such

Professor signals once they are obtained. We also present the outlines for a new
John L. Casti research venture at 1lASA, involving an Xevents “observatory” for
development of methodology and an Xevents “simulator” to serve as a
laboratory for both testing of tools, as well as identification of Xevents
that have never before occurred.

Education:

- In 1969, M.S. degree in Mathematics from the University of Southern California, Los Angeles
- In 1970, Ph.D. Mathematics from the University of Southern California, Los Angeles

Professional Training and Employment:

- 1974--present, Research Scholar, Int’l Institute for Applied Systems Analysis, Vienna
- 1992-2002, Professor, Santa Fe Institute, Santa Fe, USA

- 2002-2005, Professor, Wissenschaftzentrum Wien, Vienna

- 2005-present, Director, The Kenos Circle, Vienna

©ISAROB 2010
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PT3 Robomusic with modular playware

Kasper Falkenberg, Niels K. Barendsen, Jacob Nielsen,
Carsten Jessen, Henlik Hautop Lund

(Technical University of Denmark, Denmark)

Playware is intelligent hardware and software that creates play and
playful experiences for users of all ages. Playware research seeks to
understand play dynamics and play forces in order to implement them
in play tools. Playware is of course not the only type of products
which can create play and motivate users to perform actions, but
digital technology contains new and expanded possibilities, e.g. when
developed with embodied artificial intelligence. Playware-tools are
tools with a behaviour that initiates play force (e.g. a motion, in the
case of sensorimotor play) via interaction. This is the basis for the play
dynamic to emerge through which the users are brought into a state of
playing. Embodied artificial intelligence can be used to design
behaviours of the play tools, e.g. by providing means for creating
adaptive play tools. The understanding of play dynamics can help
guiding this design of behaviours to be used specifically to create
playful and motivating tools for a variety of play interactions,
well-knowing that there are both similarities and differences in the
play dynamics of different users, environments and activities. Using a
modular approach inspired by behavior-based robotics gives
opportunity to create modular playware that allows any user to create
activities in a flexible manner, regardless of the cognitive and physical
abilities of the user. Indeed, the modular approach allows a
generalization over users, environments and activities as well as a
commercial possibility of mass-production for customization. For
Human-Robot Interaction, when considering a modular approach, we
are often interested in the interactivity and the opportunities for the
human interaction, so instead of developing self-reconfigurable
modular robotics, we may describe the above systems in terms of
user-configurable modular robotics. In this talk, I will show numerous,
specific examples of how such an approach of modular playware (in
the form of modular interactive tiles and cubes) facilitates
generalization over users, environments and activities in the fields of
playgrounds, cardiac rehabilitation, stroke rehabilitation, elderly home
care, autism therapy, dementia treatment, soccer training, dancing,
music concerts, etc.,, and how the playful approach provides
motivation for users to interact with the modular technological
solutions in these fields. Videos will feature use in rehab, play, sport,
music, and dance.

Professor
Henrik Hautop Lund

Education:
- M.Sc. degree in Computer Science from University of Aarhus, Denmark
- Ph.D. degree in Computer Systems Engineering from University of Southern Denmark

Professional Training and Employment:
- 1992-1993 and 1994-1995, Research Assistant, the National Research Council, Rome, Italy, University of
- 1996-1997, Research Associate (Post Doctor), Department of Artificial Intelligence,
Edinburgh, UK
- 1997-2000, Head of LEGO Lab
- 1998-2000, Research Associate, Department of Computer Science, University of Aarhus, Denmark
- 2000-2008, Full Professor, the Maersk Mc-Kinney Moeller Institute, University of Southern Denmark
- 2003-2007, Member of the Danish Research Council
- 2008-present, Full Professor, the Center for Playware, Technical University of Denmark

©ISAROB 2010
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Invited talker:

ITl XML-based genetic programming framework:
Design philosophy, implementation and applications

lvan Tanev and Katsunori Shimohara
(Doshisha University, Japan)

We present the design philosophy, the implementation and various
applications of XML-based genetic programming (GP) framework
(XGP). The key feature of XGP is the distinct representation of
genetic programs as DOM-parse trees featuring corresponding flat
XML-text. XGP contributes to the achievement of (i) fast prototyping
of GP by using the standard built-in APl of DOM-parsers for
manipulating the genetic programs, (ii) human-readability and
modifiability of the genetic representations (iii) generic support for the

Associate Professor

lvan Tanev representation of grammar of strongly-typed GP  using
W3C-standardized XML-schema; and (iv) inherent inter-machine
migratability of the text-based genetic representation (i.e., the XML
text) in the distributed implementations of GP.
Educatlon .....................................................................................................................................................................................

- In 1987, M.S. degree in Computer Engineering (with honors) from Leningrad Institute of Electrical
Engineering, Leningrad, Soviet Union

- In 1993, Ph.D. in Computer Engineering from Saint Petersburg State University of Electrical Engineering,
Saint Petersburg, Russia

- In 2001, Dr.Eng in Computer Science and System Engineering from Muroran Institute of Technology,
Muroran, Japan i

Professional Training and Employment:
i -1987, Researcher, Space Research Institute, Bulgarian Academy of Sciences, Bulgaria
- 1988-1989, Researcher, Central Institute of Computer Engineering and Technology, Bulgaria
- 1994-1997, System Administrator, National Electricity Company, Bulgaria
- 2001-2002, Software Developer, Synthetic Planning Industry Co.Ltd., Japan
- 2002-2004, Senior Researcher, ATR Human Information Science Laboratories, Japan
- 2004-2006, Lecturer, Department of Information Systems Design, Doshisha University, Japan
- 2006-present, Associate Professor, Department of Information Systems Design, Doshisha University, Japan
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IT2 Brain’s doing in its resting-state:
Default mode network as an inside story within the brain

Jian-Qin Liu*and Katsunori Shimohara?

(*NICT, KARC, Japan)
(°Doshisha University, Japan)

As a promising research field after the turn of the new century,
Default Mode Network (abbreviated as DMN) of the brain shows the
strong potential of a new breakthrough to neuroscience, which
emphasizes the baseline of the brain’s activities when brain is awake
but without any external input signal to it. This study is highlighted
Expert-Researcher recently and expected to provide keys to understanding the mental

Jian-Qin Liu disorders such as Alzheimer’s disease. This paper consists of
following two sections. (1) A brief tutorial on the DMN is presented
with necessary fundamental knowledge of neuroscience on brain. (2)
A framework of network informatics for DMN is proposed based on
network dynamics; models of information networks are discussed by
bridging the gap between the level of regions and the level of neurons
of the brain; major issues on analyzing the DMN by brain imaging
technology are discussed as well. In a word, one of the inspirations
from DMN is how spontaneous collective behavior is emerged within
an autonomous system, which is crucial to systematically understand
the brain’s function and exploring new design principles of
autonomous robotics to demonstrate complex life-like behaviors in
engineering.

Education:
- In 1986, B.S. in Computer and Systems Science from Nankai University, China
- In 1992, M.S. in Automation Theory and Applications from Xi’an Jiaotong University, China
- In 1997, Ph.D. in Industrial Automation from Central South University of Technology, China
- In 2006, Dr. of Informatics from Kyoto University, Japan

Professional Training and Employment:

- 1986-1991, Assistant Lecturer, Institute of Al and Robotics, Department of Information and Control
Engineering, Xi’an Jiaotong University

- 1992-1994, Lecturer, Institute of Al and Robotics, Department of Information and Control Engineering, Xi’an

Jiaotong University

- 1994.09-1995.09, Guest Researcher, Information and Communication R & D Center, Ricoh Co. Ltd., Japan

- 1995-1999, Associate Professor, College of Information Engineering, Central South University of Technology

- 2000, Certificate of Professor, College of Information Engineering, Central South University

- 1999-2003.03, Researcher, Advanced Telecommunications Research Institute International (ATR), Japan

- 2003.04-2006.03, Senior Researcher, Advanced Telecommunications Research Institute International (ATR),

Japan

- 2006.04-present, Expert Researcher, Kobe Advanced ICT Research Center (KARC), National Institute of

Information and Communications Technology (NICT), Japan
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IT3 Wearing the playware
Luigi Pagliarini* and Henrik Hautop Lund*

(*Technical University of Denmark, Denmark)
(?Academy of Fine Arts of Bari, Via Gobetti, Italy)

In this conceptual paper, we describe and define the range of
possible applications and the technical contours of a robotic system to
be worn on the body for playful interactions. Earlier work on Modular

Professor Robotic Wearable, MRW, described how, by using modular robotics
Luigi Pagliarini for creating wearable, it is possible to obtain a flexible wearable
processing system, where freely inter-changeable input/output
modules can be positioned on the body suit in accordance with the
task at hand. Here, we drive the attention on early prototypes to show
the potentialities of such an approach, and focus on depicting possible
application in the electronic games domain. Indeed, the Modular
Robotic Wearable is an example of modular playware, which can
create playful interactions for many application domains, including
electronic games.

Education:

- Master Degree in Experimental Neuropsychology

Professional Training and Employment:

An Artist, Art Curator, Psychologist, Multimedia and Software Designer, and a worldwide known as a

theoretician and expert in (mainly Artistic) Robotics, A.l. and Artificial Life.

- Professor, Theories of Perception and Psychology of Shape and of Computer Art, the Academy of Fine Arts of
Bari, Italy

- Associate Professor, Center for Payware, Technical University of Denmark

- Founder and Director, the Pescara Electronic Artists Meeting

- President, the Cultural Association Artificialia

- Art Director, Ecoteca

- Founder of RoboCup Junior and Member of its International Committee

©ISAROB 2010
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TIME TABLE(2/4)
RoomA RoomB | RoomC RoomD
2/3 13:00
Regi ion (Regi ion Desk
(Wed)  17:00 egistration (Registration Desk)
Welcome Party (at Hotel ARTHUR)
2/4 8:00 Registration (Registration Desk)
(Thur) 840 | 0S19 (6) 0S20 (6) GS7 (6) 0S 25 (6)
Chair M. Yokota Chair J. M. Lee Chair M. K. James Chair D.H.Kim
10:10
10-30 : Coffee Break : :
Opening Ceremony (Room E) Chair J.Y. Shim
10:55
Plenary Talk (Room E)
PT1 S.Hirose Chair J.J.Lee
11:45
Lunch
12:40
0S16 (5) GS13 (5) 0S21 (5) GS 8 (5)
Chair Y. Ishida Chair 1. Zunaidi Chair M. Oswald Chair S.Y.Yi
13:55 Coffee Break
14151 0s1 (7) 0s2 (7) GS2 (7) 0S 9 (6)+GS15-1
Chair M. Uchida Chair T.lIto Chair T. Fuchida Chair J-T. Zou
16:00
16:05 | GS12 (6) 0S15 (6) 0S8 (6) GS18 (6)
Chair K-L.Su Chair M. Rizon Chair K-H. Hsia Chair J.M. Lee
17:35
GS:General Session 0OS:Organized Session PS:Poster Session PT:Plenary Talk IT: Invited Talk
GS1 Artificial brain research GS20 Robotics & Application intelligence

GS2 Artificial intelligence

GS3 Atrtificial life & Brain science
GS4 Chaos & Cognitive science

GS5 Control technique 1

GS6 Control technique 1I

GS7 Evolutionary computations

GS8 Intelligent control & Modeling
GS9 Human-machine cooperative systems
GS10 Image Processing 1

GS11 Image Processing 11

GS12 Innovative computations

GS13 Mobile vehicles 1

GS14 Mobile vehicles 1T

GS15 Multi-agent systems

GS16 Neural networks

GS17 Robotics 1

GS18 Robotics 1I

GS19 Robotics & Bipedal robot

©ISAROB 2010

GS21 Pattern recognition

GS22 Virtual reality

OS1 System sensing and control

0S2 MOT and interdisciplinary research

0OS3 Learning control and robotics

0S4 Analysis and implementation of
nonlinear systems

OS5 Control and automata

0S6 Computer vision and robotics

OS7 Soft robotics

0S8 Intelligent control and applications
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0S10 Biomimetic machine and robots

0S11 Robot control
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0OS15 Artificial intelligent

0S16 Embracing complexity in natural
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0S22 Brain-like intelligence and
biomedical applications

0S23 Bio-inspired theory and application

0S24 Real time methods for structural change

detection of ongoing time series data
0S25 Artificial application & Atrtificial and
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0S26 Artificial application & Artificial and
green technology 1T
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TIME TABLE(2/5)
RoomA RoomB | RoomC ‘ RoomD RoomE
2/5 8:00 Registration (Registration Desk)
(Fr)  840| o517 (5) 0S27 (3) GS1 (5)
Chair S. Omatsu Chair  H. Hamdan Chair M. Obayashi
willendat 9:25
9:55 Coffes Broak
1015 offee Breal
Plenary Talk ( Room E)
PT2 J. Casti Chair Y.G. Zhang

11:05 | OS7 (4) GS14 (4) GS21 (4) 0s11 (4) PS1 (4)

Chair K. Nakazono Chair J. Wang Chair K. Hashimoto | Chair Y-M.Jia
12:05

Lunch

13:00

GS3 (4) GS4 (4) 0S13 (4) Invited Talks session PS2 (5)

00 Chair M. Nakamura | Chair T. Shimada Chair J.Y. Shim IT1 | Tanev

14:
14:05 IT2 J-Q.Liu

0S 22 (6) GS20 (6) 0sS18 (5)

IT3 L. Pagliarini
Chair N. Homma Chair S.H. Han Chair  S. Omatsu
Chair K. Shimohara
will end at 15:20
15:35
15:55 Coffee Break
Plenary Talk ( Room E)

16:45 PT3 H. Lund Chair H. Tanaka

GS11 (3) 0S3 (4) GS10 (4) 0S14 (4)

Chair C-N. Ko Chair H.H. Lee Chair T. Matsubara Chair J.J. Lee
17:45 | willend at 17:30
18:25

AROB Award Ceremony (Chair K. Naitoh)
Banquet — Hotel Shiragiku (Chair J. M. Lee)...... Welcome Address  H.Tanaka / M. Oswald/
Y-MJia/ K.L. Su/ L. Pagliarini

20:35

GS:General Session OS:Organized Session PS:Poster Session PT:Plenary Talk IT: Invited Talk

GS1 Artificial brain research GS20 Robotics & Application intelligence
GS2 Artificial intelligence GS21 Pattern recognition 0OS17 Intelligent classification
GS3 Artificial life & Brain science GS22 Virtual reality 0S18 Intelligent signal processing
GS4 Chaos & Cognitive science 0OS1 System sensing and control 0S19 Intuitive human-system interaction
GS5 Control technique 1 0S2 MOT and interdisciplinary research 0S20 Special environment localization and
GS6 Control technique I 0OS3 Learning control and robotics navigation
GS7 Evolutionary computations 0S4 Analysis and implementation of 0S21 Molecular computing
GS8 Intelligent control & Modeling oss r&onltinelar s(;j/ste{ns . 0S22 Ig_rain—ldike Iintellli'gerg_ce and
- ; ; ontrol and automata iomedical applications

gg?on:nn;zg Irjnrz:\)ir:Sr;?ncgoo;I)eratlve systems 0Ss6 Computer'vision and robotics 0S23 Bio-iqspired theory and application
GS11 Image P ing 11 OS7 Soft r_obotlcs o 0S24 Real tl_me meth0d§ for_structu_ral change

age Processing 11 0S8 Intelligent control and applications detection of ongoing time series data
GS12 Innovative computations 059 Intelligent system and application 0525 Artificial application & Artificial and
GS13 Mobile vehicles I 0S10 Biomimetic machine and robots green technology 1
GS14 Mobile vehicles II 0S11 Robot control 0S26 Artificial application & Artificial and
GS15 Multi-agent systems 0S12 Bio-symphony green technology 1T
GS16 Neural networks OS13 Intelligent systems 0527 Machine learning and computer vision
GS17 Robotics 1 0S14 Intelligent robots
GS18 Robotics 1T 0S15 Atrtificial intelligent
GS19 Robotics & Bipedal robot 0S16 Embracing complexity in natural
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TIME TABLE(2/6)
RoomA RoomB RoomC RoomD
2/6 8:00 Registration (Registration Desk)
(Sat) 8:40
0S4 (5) 0S23 (6) OS5 (6) GS 22 (6)
Chair H. Suzuki Chair 1. Yoshihara Chair M. Kono Chair T.Yamada
will end at 9:55
18%8 Coffee Break
' 0S24 (5) 0S12 (5) 0sS10 (5) GS9 (5)
Chair  T.Hattori Chair K. Naitoh Chair K. Watanabe Chair  A. Nakamura
11:45 Lunch
12:40
GS5 (4) GS15 (4) GS17 (5) GS 6 (3)
Chair M. Oya GS15-1->0S89-7 Chair S. Sagara Chair H.H. Lee
will end at 13:40 Chair S.M. Yang will end at 13:25
will end at 13:40
ﬁig Coffee Break
' GS16 (7) GS19 (7) 0S26 (6) 0S6 (6)
Chair T. Kondo Chair M. Zhao Chair D. H. Kim Chair Y. Yoshitomi
will end at 15:45 will end at 15:45
16:00

GS:General Session

GS1 Atrtificial brain research

GS2 Artificial intelligence

GS3 Attificial life & Brain science
GS4 Chaos & Cognitive science
GS5 Control technique I

GS6 Control technique 1T

GS7 Evolutionary computations

GS8 Intelligent control & Modeling
GS9 Human-machine cooperative systems

GS10 Image Processing 1
GS11 Image Processing 11
GS12 Innovative computations
GS13 Mobile vehicles 1

GS14 Mobile vehicles 1T
GS15 Multi-agent systems
GS16 Neural networks

GS17 Robotics 1

GS18 Robotics 1T

GS19 Robotics & Bipedal robot
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OS:Organized Session

PS:Poster Session

GS20 Robotics & Application

GS21 Pattern recognition

GS22 Virtual reality

OS1 System sensing and control

0S2 MOT and interdisciplinary research

0OS3 Learning control and robotics

0S4 Analysis and implementation of
nonlinear systems

OS5 Control and automata

0S6 Computer vision and robotics

OS7 Soft robotics

0S8 Intelligent control and applications

0S9 Intelligent system and application

0S10 Biomimetic machine and robots

0S11 Robot control

0S12 Bio-symphony

0OS13 Intelligent systems

0S14 Intelligent robots

0OS15 Atrtificial intelligent

0S16 Embracing complexity in natural

P-20

PT:Plenary Talk

IT: Invited Talk

intelligence

0OS17 Intelligent classification

0S18 Intelligent signal processing

0S19 Intuitive human-system interaction

0S20 Special environment localization and
navigation

0S21 Molecular computing

0822 Brain-like intelligence and
biomedical applications

0S23 Bio-inspired theory and application

0S24 Real time methods for structural change
detection of ongoing time series data

0S25 Artificial application & Atrtificial and
green technology I

0S26 Artificial application & Atrtificial and
green technology 1T

0S27 Machine learning and computer vision
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TECHNICAL PAPER INDEX

February 4 (Thursday)

Room E
10:55~11:45 Plenary Talk
Chair J.J. Lee (KAIST, Korea)

PT1 From dream to reality: Snake-like, spider-like robots
S. Hirose (Tokyo Institute of Technology, Japan)

February 5 (Friday)

Room E
10:15~11:05 Plenary Talk
Chair Y. G. Zhang (Academia Sinica, China)

PT2 Extreme events in human society: The xevents observatory and simulator
J. Casti (International Institute for Applied Systems Analysis, Austria)

15:55~16:45 Plenary Talk
Chair H. Tanaka (Tokyo Medical and Dental University, Japan)

PT3 Robomusic with modular playware
H. Lund (Technical University of Denmark, Denmark)

Room D
13:00~15:35 Invited Talks Session
Chair K. Shimohara(Doshisha University, Japan)

IT1 XML-based genetic programming framework:Design philosophy, implementation and
applications
I. Tanev (Doshisha University, Japan)

IT2 Brain's doing in its resting-state: Default mode network as an inside story within the brain
J-Q. Liu (Doshisha University, Japan)

IT3 Wearing the playware
L. Pagliarini (Technical University of Denmark, Denmark)
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February 4 (Thursday)

8:00~Registration

Room A

8:40~10:10 OS19 Intuitive human-system interaction
Chair: M. Yokota (Fukuoka Institute of Technology, Japan)
Co-Chair: T. Oka (Fukuoka Institute of Technology, Japan)

0S19-1 Towards natural intelligence modeling as a formal system based on mental image directed
semantic theory (Part 1)
M. Yokota, H. Li, H. Quan, K. Sugita (Fukuoka Institute of Technology, Japan)
T. Oka (Nihon University, Japan)

0S19-2 Towards natural intelligence modeling as a formal system based on mental image directed
semantic theory (Part 2)
M. Yokota, R. Zhao, T. Tometsuka, K. Sugita (Fukuoka Institute of Technology, Japan)
T. Oka (Nihon University, Japan)

0S19-3 Commanding a humanoid to move objects in a multimodel language
T. Oka (Nihon University, Japan)
M. Yokota, K. Sugita (Fukuoka Institute of Technology, Japan)

0S19-4 Face detection and face authentication based on 3D face image
H. Kamitomo, C. Lu (Fukuoka Institute of Technology, Japan)

0S19-5 Stripes extraction technique of projection pattern for 3D shape measurement
K. Sun, C. Lu (Fukuoka Institute of Technology, Japan)

0S19-6 A software framework for universal multimedia access
Y. Maeda, K. Sugita (Fukuoka Institute of Technology, Japan)
T. Oka (Nihon University, Japan)
M. Yokota (Fukuoka Institute of Technology, Japan)

12:40~13:55 OS16 Embracing complexity in natural intelligence
Chair: Y. Ishida (Toyohashi University of Technology, Japan)
Co-Chair: T. Okamoto (Kanagawa Institute of Technology, Japan)

0S16-1 Evaluations for an immunity-based anomaly detection with dynamic updating of profiles
T. Okamoto (Kanagawa Institute of Technology, Japan)
Y. Ishida (Toyohashi University of Technology, Japan)

0S16-2 A secure routing scheme for mobile wireless sensor networks
Y. Watanabe, Tong Tran Nhat Linh (Nagoya City University, Japan)

0S16-3 Prediction of space weather by adaptive information processing
M. Tokumitsu, Y. Ishida (Toyohashi University of Technology, Japan)
S. Watari (National Institute of Information and Communications Technology, Japan)
K. Kitamura (Tokuyama College of Technology, Japan)
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0S16-4 An adaptive sensor network for home intrusion detection by human behavior profiling
M. Tokumitsu, M. Murakami, Y. Ishida (Toyohashi University of Technology, Japan)

0S16-5 A network visualization of stable matching in stable marriage problem
Y. Morizumi, T. Hayashi, Y. Ishida (Toyohashi University of Technology, Japan)

14:15~16:00 OS1 System sensing and control
Chair: M. Uchida (The University of Electro-Communications, Japan)
Co-Chair: T. Mizuno (Tokyo Polytechnic University, Japan)

0OS1-1 Broadband robust PWM power amplifier using approximate 2DOF digital control
T. Nomura, H. Iwata, K. Higuchi, N. Nakano (The University of Electro-Communications,
Japan)

OS1-2 A consideration on immunity-based reinforcement learning with continuous states
S. Hosokawa, K. Nakano (The University of Electro-Communications, Japan)

0S1-3 Investigation of voluntary movements in auditory stimulated conditions by integrative measur-
ement
K. Saito, Y. I. Park, M. Uchida (The University of Electro-Communications, Japan)

0OS1-4 Swing analysis of body-parts motion accompanied by apparent movement
Y. I. Park, K. Saito, M. Uchida (The University of Electro-Communications, Japan)

0S1-5 EMG activity of force sensation evoked by vibration stimulation
T. Mizuno, M. Sato, M. Kimura, Y. Kume (Tokyo Polytechnic University, Japan)

0OS1-6 Emotion spectrum analysis for daily repetitive mental workload
A. Nozawa, K. Karita (Myojo University, Japan)

0S1-7 Single-trial analysis of voice stimulus evoked potentials
H. Tanaka, T. Matsuoka (Kogakuin University, Japan)

16:05~17:35 GS12 Innovative computations
Chair: K-L. Su (National Yunlin University of Science & Technology, Taiwan)

GS12-1 Fast processing method for PIV using GPGPU
K. Miyazaki, K. Kawasue (University of Miyazaki, Japan)

GS12-2 Data envelopment analysis for evaluating Japanese universities
K. Inoue, R. Gejima, S. Aoki (Osaka Prefecture University, Japan)

GS12-3 Data envelopment analysis for supply chain
A. Naito, R. Gejima, K. Inoue, S. Aoki, H. Tsuji (Osaka Prefecture University, Japan)

GS12-4 On a Brownian cellular automaton implementing self-reproducing loop
Koji Ono, T. Isokawa (University of Hyogo, Japan)
F. Peper (Nano ICT Group, Japan)
Jia Lee(ChongQing University, China)
A. Saitoh, N. Kamiura,N. Matsui (University of Hyogo, Japan)
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GS12-5 An application of self-reproducing loops to defect-tolerant computation on self-timed cellular
automaton
Koji Ono, T. Isokawa (University of Hyogo, Japan)
F. Peper (Nano ICT Group, Japan)
A. Saitoh, N. Kamiura,N. Matsui (University of Hyogo, Japan)

GS12-6 Management of experience data for rapid adaptation to new policies based on bayesian
significance evaluation
Saifuddin Md. Tareeq (The Graduate University for Advanced Studies)
T. Inamura (National Institute of Informatics, Japan)

Room B
8:40~10:10 OS20 Special environment localization and navigation
Chair: J. M. Lee (Pusan National University, Korea)

0S20-1 A robust control of mobile inverted pendulum using single accelerometer
H.U. Ha, S.M. Ryu, J.M. Lee (Pusan National University, Korea)

0S20-2 Localization of multiple robots in a wide workspace
J.H. Park, W.S. Jang, J.M. Lee (Pusan National University, Korea)

0S20-3 Pallet recognition and driving method for pallet-engaging of unmanned autonomous forklift
J.J. Park, J.M. Kim, K.H. Jung, S.S. Kim, (Pusan National University, Korea)

0S20-4 Monitoring the level in a large structure localization method
J.M. Kim, H.J. Kim (Pusan National University, Korea)

0S20-5 Performance improvement of outdoor localization using classified sensing points
T.B. Kwon, J.B. Song, Y.J. Lee (Korea University, Korea)

0S20-6 Collision detection of robot manipulator in cryogenic environment
S.H. Lee, K.H. Yu, M.C. Lee (Pusan National University, Korea)

12:40~13:55 GS13 Mobile vehicles I
Chair: 1. Zunaidi (TATi University College, Malaysia)

GS13-1 Trajectory tracking control of mobile robot moving along curved wall using imaginary wall
S. Furuno, K. Yanagi (Kitakyushu National College of Technology, Japan),
M. Kobayashi (Kitakyushu Institute of Technology, Japan),
G. Hirano (Kinki University, Japan)

GS13-2 Vision-based obstacle avoidance system for autonomous mobile robot in outdoor environment
J.E. Jung, K.S. Lee, H.G. Park (Pusan National University, Korea)
Y.H. Koh (Futronic Co., Ltd., Korea)
M.H. Lee (Pusan National University, Korea)

GS13-3 Cooperative localization by using knowledge of self-organized regularity
M. Kubo, T. Matsubara, S. Shimizu, H. Sato (National Defense Academy, Japan)

GS13-4 A collaborative localization tolerant to recognition error by double check particle exchange
T. Matsubara, M. Kubo, Y. Murachi (National Defense Academy, Japan)
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GS13-5 Study on the route extraction based on the image processing
J. Wang (Beijing Jiaotong University, China)
M. Sugisaka (Nippon Bunri University, Japan)

14:15~16:00 OS2 MOT and interdisciplinary research
Chair: T. Ito(Ube National College of Technology, Japan)
Co-Chair: S. Matsuno (Ube National College of Technology, Japan)

0S2-1 Estimating stochastic volatility models of stock returns in Chinese markets
S.Q. Lu, S. Xie (Fudan University, China)
T. Ito(Ube National College of Technology, Japan)

0S2-2 An analysis of organizational behaviors in the Keiretsu of Mazda
T. Ito, S. Tagawa (Ube National College of Technology, Japan)
M. Sakamoto(University of Miyazaki, Japan, Japan)
S.Q. Lu (Fudan University, China)

0S2-3 An analysis of interactive influence in the Keiretsu of Mazda
S. Matsuno, T. Ito (Ube National College of Technology, Japan)
Z. Xia (Wenzhou University, China)
M. Sakamoto(University of Miyazaki, Japan, Japan)

0S2-4 The connection law and networks
T. Ito (Ube National College of Technology, Japan)
Y. Ma (Wuhan University of Science and Engineering, China)
M. Sakamoto(Miyazaki University, Japan)

0S2-5 Discovering the efficient organization structure: horizontal versus vertical
S. Ikeda (University of Miyazaki, Japan)
T. Ito (Ube National College of Technology, Japan)
M. Sakamoto (University of Miyazaki, Japan)

0S2-6 A centrality analysis of transaction relationship of Panasonic
Y. S. Park (Ube National College of Technology, Japan)
Y. Chen (Kyushu International University, Japan)

0S2-7 A study of accounting standard-setting using graph theory
K. Ogata (University of Nagasaki, Japan)

16:05~17:35 OS15 Artificial intelligent
Chair: Mohamed Rizon (King Saud University, Saudi Arabia)
Co-Chair: Ali Selamat (Universiti Teknologi Malaysia, Malaysia)

0S15-1 Fast shape matching and retrieval based on approximate dynamic space warping
Naif Alajlan (King Saud University, Saudi Arabia)

0S15-2 Prediction model of permeability from well logs using type-2 fuzzy logic systems

Sunday Olusanya Olatunji, Ali Selamat (Universiti Teknologi Malaysia, Malaysia)
Abdul Azeez, Abdul Raheem (King Fahd University of Petroleum and Mineral, Saudi Arabia )
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0S15-3 Real-time iris detection
Mohamed Rizon (King Saud University, Saudi Arabia)
Chai Tong Yuen (Universiti Tunku Abdul Rahman, Malaysia)
Ali S. AlMejrad (King Saud University, Saudi Arabia)

0S15-4 Comparison of human emotion recognition through different set of EEG channels
M. Murugappan (Universiti Malaysia Perlis, Malaysia)
M. Rizon (King Saud University, Saudi Arabia)
R. Nagarajan(Universiti Malaysia Perlis, Malaysia)
Ali S. AlMejrad (King Saud University, Saudi Arabia)
S. Yaacob (Universiti Malaysia Perlis, Malaysia)

0S15-5 Design of intelligent system for speech monitoring and treatment of low and excessive vocal inten-
sity
Ali S. AlMejrad (King Saud University, Saudi Arabia)

0S15-6 Modified relevance feedback for content based image retrieval using support vector machine
Ali Selamat, Pei-Geok Lim (Universiti Teknologi Malaysia, Malaysia)

Room C
8:40~10:10 GS7 Evolutionary computations
Chair: M.K. James (Tokyo University of Information Sciences, Japan)

GS7-1 Mixed constrained image filter design using particle swarm optimization
Z. Bao, T. Watanabe (Waseda University, Japan)

GS7-2 A reinforcement learning with switching controllers for continuous action space
M. Nagayoshi (Niigata College of Nursing, Japan),
H. Murao, H. Tamaki (Kobe Univ., Japan)

GS7-3 A framework for embodied evolution with pre-evaluation applied to a biped robot
J. Nakai, T. Arita (Graduate School of Information Science, Nagoya University, Japan)

GS7-4 Efficient flooding method for wireless sensor networks based on discrete particle swarm optimi-
zation computing multiple forwarding nodes sets
J. Nagashima, A. Utani, H. Yamamoto (Tokyo City University, Japan)

GS7-5 Fixed column primer for Boolean Matrix multiplication with DNA computing
N.Rajaee, H.Aoyagi, O.0no (Meiji University, Japan)

GS7-6 Applying soft computing for remote sensing data composite algorithms
Kenneth J. Mackin, T. Yamaguchi, J.G. Park, E. Nunohiro, K. Matsushita (Tokyo University of
Information Sciences, Japan)
Y. Yanagisawa, M. Igarashi (Nihon University, Japan)

12:40~13:55 OS21 Molecular computing
Chair: M. Oswald (Vienna University of Technology, Hungary)
Co-Chair: Y. Suzuki (Nagaya University, Japan)

0S21-1 P-system communications architectures configuration based on growing SOM
A. Gutiérrez, S. Delgado, S. Gémez (Universidad Politécnica de Madrid, Spain)
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0S21-2 Hardware circuit for the application of evolution rules in a transition P-system.
V. Martinez, S. Alonso, A. Gutiérrez (Universidad Politécnica de Madrid, Spain)

0S21-3 Calculating maximal multisets by using RAM as support
A. Arteta, F Arroyo, A. Gofii (Universidad Politécnica de Madrid, Spain)

0S21-4 Investigation of the efficient protection from Influenza pandemic using CARMS
Y. Suzuki (Nagoya University, Japan)
K. Tsunoda (Kobe University, Japan)
K. Shinya (Nagoya University, Japan)

0S21-5 Organization levels in P systems
M. Oswald (Vienna University of Technology, Hungary)

14:15~16:00 GS2 Artificial intelligence
Chair: T. Fuchida (Kagoshima University, Japan)

GS2-1 Reinforcement learning using Voronoi space division
Kathy Thi Aung, T. Fuchida (Kagoshima University, Japan)

GS2-2 Machine learning approach to 9-dof robotic arm control
S.Nishioka, S.Maeda (Kyoto University, Japan)
Y.Nakamura (Osaka University, Japan)

T.Ueno (Kyoto University, Japan)
H.Ishiguro (Osaka University, Japan)
S.Ishii (Kyoto University, Japan)

GS2-3 Consideration on gesture recognition based on multilayer neural network by using input device of
home gaming console
I. limura, T. Fujiki (Prefectural University of Kumamoto, Japan)
H. Tsurusawa (Oita National College of Technology, Japan)
S. Nakayama (Kagoshima University, Japan)

GS2-4 A learning Petri net model based on reinforcement learning
L-B. Feng, M. Obayashi, T. Kuremoto, K. Kobayashi (Yamaguchi University, Japan)

GS2-5 On detecting a human and its body direction from a video
Y. Nakashima, J-K. Tan, S. Ishikawa, T. Morie (Kyushu Institute of Technology, Japan)

GS2-6 Parallel computing method of extraction of frequent occurrence pattern of sea surface tempera-
ture from satellite data
A. Niimi, T. Yamaguchi, O. Konishi (Future University-Hakodate, Japan)

GS2-7 Cultural evolution of compositional language under multiple cognition of meanings

R. Matoba, S. Sakamoto, T. Hashimoto (Japan Advanced Institute of Science and Technology,
Japan)
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16:05~17:35 OS8 Intelligent control and applications
Chair: K-H. Hsia (Far East University, Taiwan)
Co-Chair: C-C. Wang (Far East University, Taiwan)

0S8-1 Production scheduling and process planning based on mixed-integer evolutionary algorithm
Y-C. Lin, Y-C. Lin (WuFeng Institute of Technology, Taiwan)
K-L. Su (National Yunlin University of Science and Technology, Taiwan)

0S8-2 Further study on camera position estimation from image by ANFIS
S-F. Lien (National Yunlin University of Science and Technology, Taiwan)
K-H. Hsia (Far East University, Taiwan)
C-C. Wang (Chienkuo Technology University, Taiwan)
T-E Lee (National Yunlin University of Science and Technology, Taiwan)
J-P. Su (Overseas Chinese University, Taiwan)

0S8-3 Gaussian radial basis function neural network controller of synchronous reluctance motor in
electric motorcycle applications
C-A. Chen (Automotive Research and Testing Center, Taiwan)
H-K. Chiang, W-B. Lin (National Yunlin University of Science and Technology, Taiwan)

0S8-4 Implementation of robust complex extended Kalman filter with LabVIEW for detection in
distorted signal
W-B. Lin (Far East University, Taiwan)
H-K. Chiang (National Yunlin University of Science and Technology, Taiwan)
K-R. Shih (National Formosa University, Taiwan)
C-A. Chen (Automotive Research and Testing Center, Taiwan)

0S8-5 Fuzzy PID control for an overhead crane using hybrid optimization approach
C-N. Ko (Nan-Kai University of Technology, Taiwan)
C-C.Yang (Hsiuping Institute of Technology, Taiwan)
G-Y. Liu (Nan-Kai University of Technology, Taiwan)
K-L. Su (National Yunlin University of Science and Technology, Taiwan)

0S8-6 Parameter estimation of chaotic systems by nonlinear time-varying evolution PSO method
C-N. Ko, Y-Y. Fu, C-M. Lee (Nan-Kai University of Technology, Taiwan)
C-J. Wu (National Yunlin University of Science and Technology, Taiwan)

Room D
8:40~10:10 OS25 Artificial application & Artificial and green technology I
Chair: Dong-Hwa Kim (Hanbat University, Korea)

0S25-1 Spatial information of game for body interface using webcam
Y. J. Lee (Jeonju University, Korea)

0S25-2 A study on accurate time synchronization protocol with improved SNTP for smart AMR

(withdrawal)
S.Y Oh, C.H. Lee (ADMOTECH Inc., Korea)
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0S25-3 Calculation of arm parameter for surface scanning with axis moment
J.C. Jeong, H.C. Shin (University of Science & Technology, Korea)
D.D. Lee, C.H. Lee (ADMOTECH Inc., Korea)

0S25-4 Development of interactive wireless AMR with distribution automation system
C.H. Yoon, D.D. Lee, C.H. Lee (ADMOTECH Inc., Korea)

0S25-5 Improved SNTP for accurate time synchronization in smart AMR systems
S.Y. Oh, D.D. Lee, C.H. Lee (ADMOTECH Inc., Korea)

0S25-6 Personal color decision system using fuzzy logic
J.M. Oh, M.S. Hong, J.T. Kim, D.W. Lee, C.W. Son, G. Lee (Hannam University, Korea)

12:40~13:55 GS8 Intelligent control & modeling
Chair: S.Y. Yi (Seoul National University of Technology, Korea)

GS8-1 Evaluation of cycling posture considering the difference of saddle height with principal compo-
nent analysis based on leg electromyography
S. Matsumoto, T. Tokuyasu (Oita National College of Technology, Japan)
Koji Hirakoba (Kyushu Institute of Technology, Japan)
Keichi Ohba (Oita National College of Technology, Japan)

GS8-2 A control system based on the fuzzy neural network for a robot joint
H. Zhao (Shanghai Institute of Technology, China)
M. Sugisaka (Nippon Bunri University, Japan)

GS8-3 Proposal of sensors for robot supporting to take medicines on time
Y. Kitazono, X. Zheng, S. Nakashima, S. Yang, S. Serikawa (Kyushu Institute of Technology,
Japan)

GS8-4 Development and case study of trend analysis software based on FACT-Graph
R. Saga (Kanagawa Institute of Technology, Japan)
H. Tsuji, T. Miyamoto (Osaka Prefecture University, Japan)
K. Tabata (Kanagawa Institute of Technology, Japan)

GS8-5 Gait planning for a robot dog
S.Y. Yi (Seoul National University of Technology, Korea)
D.S. Choi (DASA Corp., Korea)

14:15~16:00 OS9 Intelligent system and application
Chair: J-T. Zou (National Formosa University, Taiwan)
Co-Chair: K-L. Su (National Yunlin University of Science & Technology, Taiwan)

0S9-1 The development of the omnidirectional home care mobile robot

J-T. Zou (National Formosa University, Taiwan)
F-C. Chiang (WuFeng Institute of Technology, Taiwan)
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0S9-2 Path planning of the multiple mobile robot system
S-V. Shiau, K-L. Su (National Yunlin University of Science & Technology, Taiwan)
C-C. Wang (Chienkuo Technology University, Taiwan)
J-H. Guo (National Yunlin University of Science & Technology, Taiwan)

0S9-3 Multi-level multi-sensor based security system for intelligent home
S-H Chia, K-L Su, S-V Shiau (National Yunlin University of Science & Technology, Taiwan)
T-L Chien (Wu-Feng Institute of Technology, Taiwan)

0S9-4 Multisensor fusion based gas detection module
J-H. Guo (NationalYunlin University of Science & Technology, Taiwan)
I-C. Chien (National Cenrral University, Taiwan)
K-L. Su, C-J. Wu (NationalYunlin University of Science & Technology, Taiwan)

0S9-5 A fast parameters estimation for nonlinear multi-regressions based on choquet integral with
guantum-behaved particle swarm optimization
Y-M. Jau, C-J. Wu, J-T. Jeng (National Yunlin University of Science & Technology, Taiwan)

0S9-6 Application of a remote image surveillance system in a robotic weapon
C-C. Wang (Chienkuo Technology University, Taiwan)
K-H. Hsia(Far East University, Taiwan)
K-L. Su (National Yunlin University of Science & Technology, Taiwan)
Y-C. Hsieh, C-L. Lin (Chienkuo Technology University, Taiwan)

16:05~17:35 GS18 Robotics 1I
Chair: J.M. Lee (Pusan National University, Korea)

GS18-1 Human tracking with variable prediction steps based on Kullback-Leibler divergence
N. Takemura, Y. Nakamura (Osaka University, Japan)
Y. Matsumoto (AIST, Japan)
H. Ishiguro (Osaka University, Japan)

GS18-2 Optimal path planning with holonomic mobile robot using localization vision sensor
D.S. Lee, C.S. Kim, S.Y. Kim, K.S. Lee, H.G. Park (Pusan National University, Korea)
Y.H. Koh (Futronic Co., Ltd., Korea)
M.H. Lee (Pusan National University, Korea)

GS18-3 Efficient robotic memory controller for long-term planning
Hassab Elgawi Osman (Tokyo Institute of Technology, Japan)

GS18-4 Construction of the robot control system with use of pointing action and voice
Y. Takenaka, N. Abe, Y. Tabuchi (Kyushu Institute of Technology, Japan)
H. Taki (Wakayama University, Japan)
Shoujie He (VUuCOMP, USA)

GS18-5 The water-tank test of novel underwater positioning system based on sensor networks
Bin Fu, Lian Lian (Shanghai Jiao Tong University, China)
Zhang Feifei, M. Ito (Tokyo University of Marine Science and Technology, Japan)
Li Wen tao (Shanghai Jiao Tong University, China)

©ISAROB 2010 P-30



The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

GS18-6 Countering asymmetric situations with distributed artificial life and robotics approach
Peter Sapaty (National Academy of Sciences, Ukraine)
M. Sugisaka (Nippon Bunri University, Japan)

February 5 (Friday)

8:00~ Registration

Room A

8:40~9:55 OS17 Intelligent classification

Chair: S. Omatu (Osaka Prefecture University, Japan)
Co-Chair: J. A. Dargham (University Malaysia Sabah, Malaysia)

0S17-1 Intelligent classification of bills by neural networks
S. Omatu, M. Yoshioka, H. Yanagimoto (Osaka Prefecture University, Japan)

0S17-2 Signal separation by independent component analysis
S. Omatu, M. Yoshioka, H. Yanagimoto (Osaka Prefecture University, Japan)

0S17-3 The land cover estimation with ALOS satellite image using neural-network
Y. Tsuchida, S. Omatu, M. Yoshioka (Osaka Prefecture University, Japan)

OS17-4 The analysis of Japanese voice sound by using real-time spectral analysis
H. Nakatsuji, S. Omatu (Osaka Prefecture University, Japan)

0OS17-5 Selection of parameters in design of real-time spectral analysis
H. Nakatsuji, S Omatu (Osaka Prefecture University, Japan)

11:05~12:05 OS7 Soft robotics
Chair: Kunihiko Nakazono (University of the Ryukyus, Japan)

0S7-1 GA simulation of evolution of the hierarchical module structure on gene networks
S. Nakashima, K. Kurata (University of the Ryukyus, Japan)

0S7-2 Swing-up control of the acrobot using genetic programming considering an actuator dynamics
R. Fukushima, E. Uezato (University of the Ryukyus, Japan)

0S7-3 Neurocontrol for a rotary crane system with disturbance
K. Tamanoi, K. Nakazono (University of the Ryukyus, Japan)

OS7-4 Particle swarm optimization with genetic recombination - A hybrid evolutionary algorithm

S-C. Duong, H. Kinjo, E. Uezato (University of the Ryukyus, Japan)
T. Yamamoto (Tokushima Technology College, Japan)

13:00~14:00 GS3 Artificial life & Brain science
Chair: M. Nakamkura (Research Institute of Systems Control)

GS3-1 Why we talk?: Altruism and multilevel selection in the origin of language
K. Sugiura, T. Arita (Graduate School of Information Science, Nagoya University, Japan)
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GS3-2 A variety of competitive properties arises from STDP incorporating metaplastic regulation
S. Kubota (Yamagata University, Japan)
J. Rubin (University of Pittsburgh, USA)
T. Kitajima (Yamagata University, Japan)
T. Nakamura (Yamagata University, Japan)

GS3-3 Automatic estimation of light sleep level during short nap
B. Wang (East China University of Science and Technology, China)
T. Sugi (Saga University, Japan)
X. Wang (East China University of Science and Technology, China)
Shuichiro Shirakawa (National Centre of Neurology and Psychiatry, Japan)
M. Nakamura (Research Institute of Systems Control, Japan)

GS3-4 Evolving behavior sequences for a humanoid entertainment robot
W-P. Lee, J-S. Jong, T-H. Yang (National Sun Yat-sen University, Taiwan)

14:05~15:35 OS22 Brain-like intelligence and biomedical applications
Chair: N. Homma (Tohoku University, Japan)
Co-Chair: N. Sugita (Tohoku University, Japan)

0S22-1 A guess for natural neural activity and a suggestion on the modification of the ANN
Y. G. Zhang (The Institute of Systems Science, China)
M. Sugisaka (Nippon Bunri University, Japan)

0S22-2 Research on automatic text summary based on latent semantic indexing
D. Ai, Y. Zheng, D. Zhang (University of Science and Technology of Beijing, China)

0S22-3 Sensitivity improvement of automatic pulmonary nodules detection in chest X-ray CT images
S. Shimoyama, N. Homma, T. Ishibashi, M. Yoshizawa (Tohoku University, Japan)

0S22-4 A time variant seasonal ARIMA model for lung tumor motion prediction
K. Ichiji, M. Sakai, N. Homma, Y. Takai, M. Yoshizawa (Tohoku University, Japan)

0S22-5 Pulse transmission time based on temporal difference in the instantaneous phase between
electrocardiogram and photoplethysmogram signals
M. Murakoshi, M. Yoshizawa, N. Sugita, M. Abe, N. Homma, T. Yambe, S. Nitta (Tohoku
University, Japan)

16:45~17:30 GS11 Image Processing II
Chair: C-N. Ko (Nan-Kai University of Technology, Taiwan)

GS11-1 Segmentation of artery areas on none-enhanced fresh blood imaging based on dot enhancement
filter and 3-D region growing method
A. Yamamoto, T. Nishizaki, H.S. Kim, J-K. Tan, S. Ishikawa (Kyushu Institute of Technology,
Japan)

GS11-2 Construction of a sense of force feedback and vision for micro-objects
R.Uehara, E.Hayashi (Kyushu Institute of Technology, Japan)

GS11-3 A real-time face detection and recognition system for mobile robot in the complex background
S. Chen, T. Zhang, C. Zhang, Y. Cheng (Tsinghua University, China)
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Room B

8:40~9:40 OS27 Machine learning and computer vision
Chair: H. Hamdan (SUPELEC, France)
Co-Chair: Khaled Al Mutib (King Saud University, Saudi Arabia)

0S27-1 Biomimetic control architecture for robotic cooperative tasks
N. Bizdoaca (University of Craiova, Romania)
H. Hamdan (SUPELEC, France)
D. Coman, A. Petrisor, E. Bizdoaca (University of Craiova, Romania)

0S27-2 ANN dexterous robotics hand optimal control methodology grasping and manipulation forces
optimization
Ebrahim Matter al-Gallaf (University of Bahrain, Kingdom of Bahrain)
Khaled Al Mutib (King Saud University, Saudi Arabia)
Hani Hamdan (SUPELEC, France)

0S27-3 Dense stereovision using mono-CCD color cameras
Hachem Halawana (LAGIS, USTL)
Hani Hamdan (SUPELEC, France)

11:05~12:05 GS14 Mobile vehicles I
Chair: J. Wang (Beijing Jiaotong University, China)

GS14-1 Intelligent OkiKoSenPBX1 security patrol robot via network and map-based route planning
Mbaitiga Zacharie (Okinawa National College of Technology, Japan)

GS14-2 Obstacle arrangement detection using multichannel ultrasonic sonar for indoor mobile robots
K. Okuda, M. Miyake, H. Takai (Hiroshima City University, Japan)
K. Tachibana (Osaka Gakuin University, Japan)

GS14-3 A collision avoidance achievement of vehicle warning system in intersection via DSRC
C. W. Hsu, C. N. Liang, L. Y. Ke, H. Y. Huang, F. Y. Huang (Automotive Research & Testing
Center, Taiwan)

GS14-4 Autonomous navigation system using geographical feature elements information for navigation
mapping system
I. Zunaidi, M. Rozailan, MS Samsi (TATi University College, Malaysia)
N. Kato (Mie University, Japan)

13:00~14:00 GS4 Chaos & Cognitive science
Chair: T. Shimada (Meiji University, Japan)

GS4-1 Visual attention model involving feature-based inhibition of return
S. Hotta, S. Oba, S. Ishii (Kyoto University, Japan)

GS4-2 Relation between impression of touch panels' coloration and operation
M. Sakamoto, H. Suto, M. Sawai (Muroran Institute of Technology, Japan)
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GS4-3 An extension of a duffing oscillator and nonlinear energy harvesting (withdrawal)
T. Shimada, T. Moriya, H. Uchiyama (Meiji University, Japan)

GS4-4 Matrix diagonalization in the quantum anisotropic Kepler problem
K. Kubo, T. Shimada (Meiji University, Japan)

14:05~15:35 GS20 Robotics & Application
Chair: S. H. Han (Kyungnam University, Korea)

GS20-1 Variable step-size affine projection algorithm based on excess mean square error
C.Hee Lee, P.G. Park (Pohang University of Science and Technology, Korea)

GS20-2 Basic research on new underwater positioning technology based on machine vision
B. Fu, W-T. Li, T. Ge, L. Lian, H. Zhang (Shanghai Jiao Tong University, China)

GS20-3 Basic research on underwater laser ranging and speed-measuring
B. Fu, H. Zhang, T. Ge, L. Lian, W-T. Li (Shanghai Jiao Tong University, China)

GS20-4 Ultrasonic sensor based navigation for a mobile robot using fuzzy logic
Nguyen Huu Cong (Kyungnam University, Korea)
Sung-Hyun Han (Kyungnam University, Korea)

GS20-5 Robust real-time control of autonomous mobile robot by using ultrasonic and infrared sensors
V-Q. Nguyen, S-B. Kyun, S.H. Han (Kyungnam University, Korea)

GS20-6 Artificial life intelligent contour following industrial robot
MS Samsi, | Zunaidi, N Nagarajan, Y Sazali , M Rozailan (TATi University College, Malaysia)

16:45~17:45 OS3 Learning control and robotics
Chair: H.H. Lee (Waseda University, Japan)
Co-Chair: H. Ogai (Waseda University, Japan)

0S3-1 Real time traffic signal learning control using BPNN based on prediction for probabilistic
distribution of standing vehicles
C. Cui, J.S. Shin, H.H. Lee (Waseda University, Japan)

0S3-2 Advanced pipe inspection robot using rotating probe
K. Nishijima (Waseda University, Japan)
Y. Sun (Shanghai Jiao Tong University, China)
H. Ogai (Waseda University, Japan)
R.K. Srivastava, B. Bhattacharya (Indian Institute of Technology Kanpur, India)

0S3-3 Quasi-ARX neural network and its application to adaptive control of nonlinear systems
J. HU, L. Wang (Waseda University, Japan)

0S3-4 Real-time generation of developed view for drain pipe based on web camera video
Z. Wang, H. Ogai, S. Takeno (Waseda University, Japan)
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Room C
8:40~9:55 GS1 Artificial brain research
Chair: M. Obayashi (Yamaguchi University, Japan)

GS1-1 Revisited: Hebbian postulate under homeostatic plasticity
S. Fernando, S. Matsuzaki, Y. Nakamura, A. Marasinghe (Nagaoka University of Technology,
Japan)

GS1-2 Memory capacity and information capacity of the sparsely encoded associative memory with
replacing units
R. Miyata (University of the Ryukyus, Japan)
S. Muta, K. Kurata (University of the Ryukyus, Japan)

GS1-3 A study on Q-learning considering negative rewards
T.Fuchida, Kathy T.A, A.Sakuragi (Kagoshima University, Japan)

GS1-4 Intelligent agent construction using the attentive characteristic patterns of chaotic neural
networks
M.Obayashi, T.Kuremoto, K.Kobayashi (Yamaguchi University, Japan)

GS1-5 An effective image transmission method in ZigBee System for intruder detection systems
S.K. Hwang, S.G. Lee (Hannam University, Korea)

11:05~12:05 GS21 Pattern recognition
Chair: K Hashimoto (Osaka Prefecture University, Japan)

GS21-1 A color-based particle filter for multiple objects tracking in outdoor environment
B. Sugandi, H. Kim, J.K. Tan, S. Ishikawa (Kyushu Institute of Technology, Japan)

GS21-2 A Study of dimension reduction of Gabor features from different facial expressions
R. Samad, H. Sawada (Faculty of Engineering, Kagawa University, Japan)

GS21-3 Interactive musical editing system to support human errors and offer personal preferences for an
automatic piano
- A method for searching for similar phrases using DP matching and for inferring performance
expression with the best alignment of DP matching-
K. Koga, E. Hayashi (Kyusyu Institute of Technology, Japan)

GS21-4 A Corpora-based detection of stylistic inconsistencies of text in the targeted subgenre
K Hashimoto (Osaka Prefecture University, Japan)
K. Takeuchi, H. Ando (Osaka Electro-Communication University, Japan)

13:00 ~14:00 OS13 Intelligent systems
Chair: J. Y. Shim (Kangnam University, Korea)
Co-Chair: J. J. Lee (KAIST, Korea)

0S13-1 Emotion inspired mechanism in the intelligent system
J.Y. Shim (Kangnam University, Korea)

0S13-2 Object recognition algorithm using vocabulary tree and pre-matching array
H.Y. Seo, J.J. Lee (KAIST, Korea)
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0S13-3 Memory association and reaction by conditioning
J.Y. Shim (Kangnam University, Korea)

0S13-4 Application of neuro-fuzzy PID controller for post chlorine process
H.H. Lee, C.M. Oh, J.J. Lee (KAIST, Korea)
AK. Lee, D.H. Lee (Korea Water Resources Corporation, Korea)

14:05~15:20 OS18 Intelligent signal processing
Chair: Sigeru Omatu (Osaka Prefecture University, Japan)
Chair: Mohad Saberi Mohamad (Osaka Prefecture University, Japan)

0S18-1 Face image make up system by using « -filter
M. Yoshioka, S. Omatu, H. Yanagimoto (Osaka Prefecture University, Japan)

0S18-2 Image segmentation using probability density estimation
K. Imaguma, M. Yoshioka, S. Omatu, H. Yanagimoto (Osaka Prefecture University, Japan)

0S18-3 Particle swarm optimization with a modified sigmoid function for gene selection from gene
expression data
M.S. Mohamad, S. Omatu (Osaka Prefecture University, Japan)
S. Deris (Universiti Teknologi Malaysia, Malaysia)
M. Yoshioka (Osaka Prefecture University, Japan)

0S18-4 Selecting informative gene for cancer classification by using particle swarm optimization
M.S. Mohamad, S. Omatu (Osaka Prefecture University, Japan)
S. Deris (Universiti Teknologi Malaysia, Malaysia)
M. Yoshioka (Osaka Prefecture University, Japan)

0S18-5 Radon transform for face recognition

J. A. Dargham, A. Chekima, E. Moung (University Malaysia Sabah, Malaysia)
S. Omatu (Osaka Prefecture University, Japan)

16:45~17:45 GS10 Image Processing 1
Chair: T. Matsubara (National Defense Academy, Japan)

GS10-1 A dynamically reconfigurable processor for the H.264/AVC image prediction
Y. Hayakawa, A. Kanasugi (Tokyo Denki University, Japan)

GS10-2 X-ray computed tomography using material-class modeling by MRF energy minimization
W. Fukuda, S. Maeda, A. Kanemura, S. Ishii (Kyoto University, Japan)

GS10-3 Implementation of TFT inspection system using the stream processor
B.Y. Park, C.H. Lee, P.G. Park (Pohang University of Science and Technology, Korea)

GS10-4 Study on the crack detection of bridges based on digital image processing
J. Wang, G. Zhang, Mingcheng E (Beijing Jiaotong University, China)
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Room D

11:05~12:05 OS11 Robot control

Chair: Y-M. Jia (Beihang University, China)
Co-Chair: J-P. Du (Beihang University, China)

OS11-1 Adaptive image filtering for tracking control of robots
D. Cao, Y-M. Jia (Beihang University, China)
J-P. Du (Beijing University of Posts and Telecommunications, China )

0S11-2 Non-fragile control for trajectory tracking of mobile robot systems with time-delay
N. Ni, Y-M. Jia (Beihang University, China)
J-P. Du (Beijing University of Posts and Telecommunications, China )

0S11-3 Experimental comparison among three typical data-driven control algorithms
S.Jin, Y. Li, Y. Zhu, J. Hao, Z. Hou (Beijing Jiaotong University, China)

0S11-4 Adaptive identification and prediction control foe time delay nonlinear systems based on neural
networks
J. Na, X. Ren (Beijing Institute of Technology, China)

16:45~17:45 OS14 Intelligent robots
Chair: J. J. Lee (KAIST, Korea)
Co-Chair: Maki .K Habib (The American University in Cairo, Egypt)

0S14-1 Behavior based autonomous navigation system for mobile robots
M.K. Habib (The American University in Cairo, Egypt)

0S14-2 The optical FBG contact force measurement system for the haptic feedback of minimal invasive
surgery robot
H.S. Song, J.W. Suh, Y.I. Yoo, J.J. Lee (KAIST, Korea)

0S14-3 Impedance model force control using a neural network-based effective stiffness estimator
F. Nagata, T. Mizobuchi (Tokyo University of Science Yamaguchi, Japan)
T. Hase, Z. Haga (R&D Center, Meiho Co. Ltd., Japan)
K. Watanabe (Okayama University, Japan)
M K. Habib (The American University in Cairo, Egypt)

0S14-4 Fuzzy sliding mode control for under-actuated system with mismatched uncertainties
S.Y. Shin, J.J. Lee (KAIST, Korea)

Room E
11:05~12:05 PS1 Poster session 1

PS1-1 A study of embedded community network system in home automation
C-L. Chen, P-Y. Chen (Nan Kai University of Technology, Taiwan)

PS1-2 A novel coding method for genetic algorithms based on redundant binary number
A. Murayama, A. Kanasugi (Tokyo Denki University, Japan)
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PS1-3 The optimal combination of dither matrix by using genetic algorithm
T. Kato, K. Tanaka (Meiji University, Japan)

PS1-4 Improved algorithm for solving the maximal CliqueProblem with DNA computing
H. Aoyagi, N. Rajaee, O. Ono (Meiji University, Japan)

13:00~14:00 PS2 Poster session 2

PS2-1 Difference of 3-back task performance due to three levels of arousal
M.H. Choi, J.S. Choi (Konkuk University, Korea)
B.C. Min (Hanbat National University, Korea)
G.R. Tack, S.C. Chung (Konkuk University, Korea)

PS2-2 Detection of human respiration based on measurement system of current generated by electro-
static induction
K. Kurita (Kochi National College of Technology, Japan)

PS2-3 Authentication of the reconstructed image from computer-generated hologram: synthesized by complex
Hadamard transform
F. Inaba, N. Fujii, K. Tanaka (Meiji University, Japan)

PS2-4 Feature extraction method using laser range finder for SLAM
T.R. Kim, S.Y. Jung, J.M. Kim, S.S. Kim (Pusan National University, Korea)

PS2-5 A case study of discussion classes in mathematics education (Research for the improvement of

mathematics education)
Hyang Joo Rhee (Duksung Womens University, Korea)

February 6 (Saturday)

8:00~ Registration

Room A

8:40~10:10 OS4 Analysis and implementation of nonlinear systems
Chair: H. Suzuki (The University of Tokyo, Japan)

Co-Chair: T. Kohno (The University of Tokyo, Japan)

0S4-1 An Izhikevich type silicon neuron circuit
Y. Nagamatsu, K. Aihara, T. Kohno (The University of Tokyo, Japan)

0S4-2 A digital spiking silicon neural network
T. Nakayama, Y. Katori, K. Aihara, T. Kohno (The University of Tokyo, Japan)

0S4-3 Failure of pseudo-periodic surrogates
M. Shiro, Y. Hirata, K. Aihara (The University of Tokyo, Japan)

0S4-4 Estimation of excess entropy from spike trains
H. Motoyoshi, Y. Katori, and H. Suzuki (The University of Tokyo, Japan)
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0S4-5 Synchronized brain activity changes related to perceptual alternations
K. lwayama (The University of Tokyo, Hokuriku Innovation Cluster for Health Science, Japan)
K. Takahashi (The University of Tokyo, JSPS Research Fellow, Japan)
K. Watanabe (The University of Tokyo, Hokuriku Innovation Cluster for Health Science, Japan)
Y. Hirata, K. Aihara, H. Suzuki (The University of Tokyo, Japan)

10:30~11:45 OS24 Real time methods for structural change detection of ongoing time
series data

Chair: T. Hattori (Kagawa University, Japan)

Co-Chair: H. Kawano (NTT Advanced Technology, Japan)

0S24-1 Structural change point detection by sequential probability ratio test and Chow test
T. Hattori, K. Takeda (Kagawa University, Japan)
T. Izumi (Micro Technica Co.,Ltd, Japan)
H. Kawano (NTT Advanced Technology, Japan)

0S24-2 Extended SPRT for structural change detection of time series based on multiple regression
model
T. Hattori, K. Takeda (Kagawa University, Japan)
T. Izumi (Micro Technica Co.,Ltd, Japan)
H. Kawano (NTT Advanced Technology, Japan)

0S24-3 Application of SPRT to image data sequence for remote monitoring system
K. Takeda, T. Hattori (Kagawa University, Japan)
T. Izumi (Micro Technica Co.,Ltd, Japan)
H. Kawano (NTT Advanced Technology, Japan)
S. Masuda (C Micro Co., Ltd., Japan)

0S24-4 Early structural change detection as an optimal stopping problem (1)
-Formulation using dynamic programming with action cost
T. Hattori, K. Takeda (Kagawa University, Japan)
T. Izumi (Micro Technica Co.,Ltd, Japan)
H. Kawano (NTT Advanced Technology, Japan)

0S24-5 Early structural change detection as an optimal stopping problem (1)
-Solution theorem and its proof using reduction to absurdity
H. Kawano (NTT Advanced Technology, Japan)
T. Hattori, K. Takeda (Kagawa University, Japan)
T. Izumi (Micro Technica Co.,Ltd, Japan)

12:40~13:40 GS5 Control technique I
Chair: M. Oya (Kyushu Institute of Technology, Japan)

GS5-1 Lateral control of an UCT(Unmanned Container Transporter) using ultrasonic satellite system
and system identification (withdrawal)
H.G. Park, S.M. Yoon 1, K.S. Lee, S.Y. Kim (Pusan National University, Korea)

M.H. Lee (Pusan National University, Korea)
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GS5-2 Autonomous load-balancing data transmission scheme to multiple sinks for long-term operation
of wireless sensor networks
K. Matsumoto, A. Utani, H. Yamamoto (Tokyo City University, Japan)

GS5-3 Robust ride comfort control of vehicles without measurements of tire deflection
K. Okumura (Department of Fukuoka Industrial Technology Center, Japan)
M. Oya (Kyushu Institute of Technology, Japan)
H. Wada (Shin-Nippon Nondestructive Inspection Co., Japan)

GS5-4 Specification and real-time control of robotic manufacturing systems based on concurrent process
modeling
G. Yasuda (Nagasaki Institute of Applied Science, Japan)

14:15~16:00 GS16 Neural networks
Chair: T. Kondo (Tokushima University, Japan)

GS16-1 Learning algorithm of the revised RBF network and its application to the media art system
C. Kondo (Keio University, Japan)
T. Kondo (Tokushima University, Japan)

GS16-2 Feedback GMDH-type neural network algorithm and its application to medical image analysis
of cancer of the liver
C. Kondo (Keio University, Japan)
T. Kondo (Tokushima University, Japan)

GS16-3 Improvement of a neural network based motion generator with bimanual coordination for upper
limb prosthesis
E. Inohira, H. Yokoi (Kyushu Institute of Technology, Japan)

GS16-4 Midpoint-validation algorithm for support vector machine classification
H. Tamura, S. Yamashita, K. Tanno (University of Miyazaki, Japan)

GS16-5 An analog-digital circuit for sound localization based on the biological auditory system
T. Tomibe, K. Nishio (Tsuyama National College of Technology, Japan)

GS16-6 Artificial neural networks paddy field classifier using spatiotemporal remote sensing data
T. Yamaguchi, K. Kishida, E. Nunohiro, J.G. Park, Kenneth J. Mackin, K. Hara,
K. Matsushita, I. Harada (Tokyo University of Information Sciences, Japan)

GS16-7 Transformation of neural network weight trajectories on 2D plane for learning type neural

network direct controller
T. Yamada (Ibaraki University, Japan)
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Room B

8:40~10:10 OS23 Bio-inspired theory and application
Chair: 1. Yoshihara (University of Miyazaki, Japan)
Co-Chair: M. Yasunaga (University of Tsukuba, Japan)

0S23-1 Study upon cooperative optimization problem between two humans by mutual tracking
Y. Hayashi (Tohoku Institute of Technology, Japan)
Y. Tamura (Tohoku Gakuin University, Japan)
F. Ishida (Toyama National College of Technology, Japan)
K. Sugawara (Tohoku Gakuin University, Japan)
Y. Sawada (Tohoku Institute of Technology, Japan)

0S23-2 A study on the behavior of a few ant workers
K. Sugawara, M. Yuki (Tohoku Gakuin University, Japan)
Y. Hayashi (Tohoku Institute of Technology, Japan)
T. Kikuchi, K. Tsuji (University of the Ryukyus, Japan)

0S23-3 Estimation of average hitting time in genetic algorithms by Markov chain
Q-L. Ma, Y-A. Zhang, M. Sakamoto, H. Furutani (University of Miyazaki, Japan)

0S23-4 Quest for genetic information hidden behind disorder in DNA sequences
Y. Koyama, K. Nishimuta, K. Yamamori, I. Yoshihara (University of Miyazaki, Japan)
M. Yasunaga (University of Tsukuba, Japan)

0S23-5 Development of a novel crossover of hybrid genetic algorithms for large-scale traveling sales-
man problems
M. Kuroda, K. Yamamori (University of Miyazaki, Japan)
M. Munetomo (Hokkaido University, Japan)
M. Yasunaga (University of Tsukuba, Japan)
I. Yoshihara (University of Miyazaki, Japan)

0S23-6 Signal integrity improvement method and its robustness evaluation for VLSI and
VLSI-packaging
M. Ishiguro, H. Nakayama, Y. Shimauchi, N. Aibe, Y. Yamaguchi (University of Tsukuba, Japan)
I. Yoshihara (University of Miyazaki, Japan)
M. Yasunaga (University of Tsukuba, Japan)

10:30~11:45 OS12 Bio-symphony
Chair: K. Naitoh (Waseda University, Japan)
Co-Chair: T. Ohira (SONY CSL Inc., Japan)

0S12-1 Onto-biology: clarifying also spatiotemporal structure
K. Naitoh (Waseda University, Japan)

0S12-2 Morphogenetic-cycle model: Clarifying several stages of embryo, brain, lung, and heart
A. Suzuki, K Naitoh (Waseda University, Japan)

0S12-3 Inner-asymmetry and outer-symmetry underlying life
K. Ogata, K Naitoh (Waseda University, Japan)
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0S12-4 Entrainment of a circadian clock in vitro
H. Ito (Ochanomizu University, Japan)
T. Yoshida, Y. Murayama, M. Nakajima, T. Kondo (Nagoya University, Japan)

0S12-5 Delay, Noise and Resonance: Human balancing and temporal non-locality
Toru Ohira (SONY CSL Inc., Japan)

12:40~13:55 GS15 Multi-agent systems
Chair: S.M. Yang (The University of Suwon, Korea)

GS15-1 Robots’ action control of autonomous decentralized FMS by remorse mind
H. Yamamoto, K. Ikebuchi, T. Yamada (Gifu University, Japan) (moved to OS9-7)

GS15-2 Improvement of a software estimate efficiency centered PSP practice support system using
multiagent techniques
D. Yamaguchi (Toin University of Yokohama, Japan)
A. Niimi (Future University-Hakodate, Japan)
M. Takahashi (Toin University of Yokohama, Japan)

GS15-3 A communication protocol based on IR-Space division transceivers for mobile robots
T. Abe, H. Takai (Hiroshima City University, Japan)
K. Tachibana (Osaka Gakuin University, Japan)

GS15-4 Intelligent network surveillance system based on ontology
S.M. Yang (The University of Suwon, Korea)

GS15-5 A multi-agent-based approach for furniture arrangement
S. Ono, T. Oshige, S. Nakayama (Kagoshima University, Japan)

14:15~16:00 GS19 Robotics & Bipedal robot
Chair: M. Zhao (Tsinghua University, P. R. China)

GS19-1 Design of robotic arm’s action to imitate the mechanism of an animal’s consciousness
T. Yamasaki, E. Hayashi (Kyushu Institute of Technology, Japan)

GS19-2 Development of an autonomous-drive personal robot (Self-position correcting by door
recognition)
S. Matsuura, E. Hayashi (Kyusyu Institute of Technology, Japan)

GS19-3 A user recognition system using a stemma camera
S. Tanaka, E. Hayashi (Kyusyu Institute of Technology, Japan)

GS19-4 Design of robotic behavior that imitates animal consciousnesss
- Development of method for pursuing or escaping from an object -
K. Kurogi, E. Hayashi (Kyusyu Institute of Technology, Japan)

GS19-5 Recognition and movement in artificial environment with bipedal robot
N. Ohtsu, N. Abe, K. Tanaka, Y. Tabuchi (Kyusyu Institute of Technology, Japan)
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GS19-6 Estimation of other's sensor patterns based on motion imitation and communication
-- Identification of symbolization strategy for sensor by comparative evaluation questions --
K. Okuno (Sokendai, Japan)
T. Inamura (NI1/Sokendai, Japan)

GS19-7 A walking gait generation using stance-leg actuation
X. Zhang, M. Zhao (Tsinghua University, P. R. China)

Room C

8:40~10:10 OS5 Control and automata

Chair: M. Kono (University of Miyazaki, Japan)
Co-Chair: M. Yokomichi (University of Miyazaki, Japan)

0S5-1 Sampled-data models for affine nonlinear systems using a fractional-order hold and their zero
dynamics
M. Nishi, M. Ishitobi (Kumamoto University, Japan)

0S5-2 Development of 6-DOF force feedback system with pneumatic parallel mechanism
Y. Hitaka (Kitakyushu National College of Technology, Japan)
Yoshito, Tanaka, Yutaka Tanaka (Hosei University, Japan)
J. Ishii (Kitakyushu National College of Technology, Japan)

0S5-3 A study of guaranteed cost control of the manipulator with passive revolute joint
J. Hara, N. Takahashi, J. Kato, O. Sato, M. Kono (University of Miyazaki, Japan)

0S5-4 Analysis of manipulator in consideration of relative motion between tray and object
A. Sato (Miyakonojo National College of Technology, Japan)
0. Sato, N. Takahashi, A. Uekubo, M. Kono (University of Miyazaki, Japan)

0S5-5 Parallel turing machines on four-dimensional input tapes
T. Ito (Ube National College of Technology, Japan)
M. Sakamoto, A. Taniue, T. Matsukawa (University of Miyazaki, Japan)
Y. Uchida (Ube National College of Technology, Japan)
H. Furutani, Y. Ma, M. Kono (University of Miyazaki, Japan)

0S5-6 Some properties of four-dimensional parallel turning machines
Y. Uchida (Ube National College of Technology, Japan)
M. Sakamoto, A. Taniue, R. Katamune (University of Miyazaki, Japan)
T. Ito (Ube National College of Technology, Japan)
H. Furutani, M. Kono (University of Miyazaki, Japan)

10:30~11:45 OS10 Biomimetic machine and robots
Chair: K. Watanabe (Okayama University, Japan)
Co-Chair: K. Izumi (Saga University, Japan)

0S10-1 Adaptation of robot perception on fuzzy linguistic information by evaluating vocal cues for
controlling a robot manipulator
A.G.B.P. Jayasekara (Saga University, Japan)
K. Watanabe (Okayama University, Japan)
K. Kiguchi, K. Izumi (Saga University, Japan)
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0S10-2 Stick-slip motion control for an orthogonal-type robot
F. Nagata, T. Mizobuchi, S. Tani (Tokyo University of Science, Japan)
T. Hase, Z. Haga (R&D Center, Meiho Co. Ltd., Japan)
K. Watanabe (Okayama University, Japan)
M. K. Habib (American University in Cairo, Egypt)

0S10-3 Modeling an autonomous underwater vehicle with four-thruster
Zainah Md. Zain, K. Watanabe, T. Danjo (Okayama University, Japan)
K. Izumi (Saga University, Japan)
I. Nagai (Okayama University, Japan)

0S10-4 The number of unscented transformations and the effect of noise estimates in an unscented
kalman filtering problem
Saifudin bin Razali, K. Watanabe, S. Maeyama (Okayama University, Japan)
K. Izumi (SagaUniversity, Japan)

0S10-5 Research on movements in formation of multiple mobile robots
T. Kato, K. Watanabe, S. Maeyama (Okayama University, Japan)

12:40~13:55 GS17 Robotics 1
Chair: S. Sagara (Kyushu Institute of Technology, Japan)

GS17-1 Development of variable stiffness joint drive module and experimental results of joint angle
control
J. Kobayashi (Kyushu Institute of Technology, Japan)
K. Okumura, Y. Watanabe (FITC, Japan)
N. Suzuki (Mitsuwa, Japan)

GS17-2 Digital RAC with disturbance observer for underwater vehicle-manipulator systems
S. Sagara, T. Yatoh, T. Shimozawa (Kyushu Institute of Technology, Japan)

GS17-3 Development of an autonomous-drive personal robot ““An object recognition system using image
processing and an LRS”
Y. Kibe, E. Hayashi (K.I.T., Japan)

GS17-4 Path planning algorithm using the values clustered by k-means
W.S. Kang, S.H. Lee, B. Abibullaev, J.W.Kim, J.N. An (DGIST, Korea)

GS17-5 Homing navigation with image matching approach
J.W. Lee, D.E. Kim (Yonsei University, Korea)

14:15~15:45 OS26 Artificial application & Artificial and green technology I
Chair: D.H. Kim (Hanbat National University, Korea)

0S26-1 Online-based therapeutic services for individuals who are searching for new challenges in life
J.H. Lim (Daegu cyber university, Korea)
H.W. Yoon (Gachon university of medicine and science, Korea)

0S26-2 Multimodal context-awareness system for automated monitoring-control (withdrawal)
S.D. Park, H.K. Chang, B.M. Jang, B.H. Kim, E.J. Choi (Hannam Univ., UBNC Co. Ltd, Korea)
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0S26-3 The design of GHG(Greenhouse Gas) reduction control system
Y.S. Choi, S.K. Cha, K.J. Cheon, H.C. Kim (Comesta, Inc. Korea)

0S26-4 Analysis of soil cement characteristics using recycled fine aggregates for landfill (withdrawal)
Y.M. Kim (Hanbat National University, Korea)

0S26-5 Design of LCL filter for renewable energy sources using bacterial foraging optimization
D.H. Kim (Hanbat National University, Korea)
J.H. Cho (Chungbuk National University Korea)

0S26-6 Semantic query processing based on SQL
H.C. Lee, H.S. Hwang (WonKwang University, Korea)

Room D
8:40~10:10 GS22 Virtual reality
Chair: T. Yamada (Gifu University, Japan)

GS22-1 Detection of volume data of aortic tissues based on three dimensional domain growing
T. Tokuyasu, T. Shuto, K. Yufu (Oita National College of Technology, Japan)
N. Abe (Kyushu Institute of Technology, Japan)
S. Kanao, A. Marui (Kyoto University, Japan)
M. Komeda (Nagoya Heart Center, Japan)

GS22-2 Autonomous walking with use of quadruped virtual robot
K. Miyoshi, N. Abe, Y. Tabuchi (Kyusyu Institute of Technology, Japan)
H. Taki (Wakayama University, Japan)
Shoujie He (VUCOMP, USA)

GS22-3 Construction of the head model for the operation simulation system targets the brain aneurysm
T. Miyagi, N. Abe (Kyushu Institute of Technology, Japan)
Y. Kinoshita (Munakata Suikokai General Hospital, Japan)
T. Tokuyasu (Oita National College of Technology, Japan)
H. Taki (Wakayama University, Japan),
Shoujie He(VUuCOMP, USA)

GS22-4 The construction of remote communication system between haptic-devices
Y. Uchida, N. Abe (Kyushu Institute of Technology, Japan)
Y. Kinoshita (Munakata Suikoukai General Hosputal, Japan)
H. Taki (Wakayama University, Japan)
T. Tokuyasu (Oita National College of Technology, Japan)
Shoujie He(Vu COMP,USA)

GS22-5 Construction of virtual dense elastic object from medical image data and deformation with
haptic device
H. Takada, N. Abe (Kyushu Institute of Technology, Japan)
Y. Kinoshita (Munakata Suikokai General Hospital, Japan)
H. Taki (Wakayama University, Japan)
T. Tokuyasu (QOita National College of Technology, Japan),
Shoujie He (VUCOMP, USA)
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(GS22-6 Stability analysis of 3D grasps by considering curvatures and torsions of contact geometry
T. Yamada (Gifu University, Japan)
T. Taki (Nagoya Institute of Technology)
M. Yamada (Nagoya Institute of Technology)
Y. Funahashi (Chukyo University)
H. Yamamoto (Gifu Univesity)

10:30~11:45 GS9 Human-machine cooperative systems
Chair: A. Nakamura (AIST, Japan)

GS9-1 Real time interpolation of haptic information using case base
T. Toki, H. Taki, H. Miura, N. Matsuda, M. Soga (Wakayama University, Japan)
N. Abe (Kyushu Institute of Technology, Japan)

GS9-2 Recovery technique from classified errors in skill-based manipulation
A. Nakamura, Y. Kawai (AIST, Japan)

GS9-3 Development of an inheritance assist system for experienced operation skill
by using a haptic function of PHANToM
T. Tokuyasu, K. Yufu, T. Shuto (Oita National College of Technology, Japan)
N. Abe (Kyushu Institute of Technology, Japan)
A. Marui (Kyoto University, Japan)

GS9-4 Automatic detection of pedestrians from stereo camera images
K. Inumaru, J-K Tan, S. Ishikawa (Kyushu Institute of Technology, Japan)
T. Morie (Kyushu Institute of Technology)

GS9-5 Human behavior analysis with optical flow and median-filtered temporal motion segmentation
method
Md. Atigur Rahman Ahad, J.K. Tan, H. Kim, S. Ishikawa (Kyushu Institute of Technology, Japan)

12:40~13:25 GS6 Control technique 1I
Chair: H. H. Lee (Waseda University)

GS6-1 A method using same light sensor for detecting multiple events on window in home intruding
crime
A. Yamawaki, T. Katakami,Y. Kitazono,S. Serikawa (Kyushu Institute of Technology, Fukuoka,
Japan)

GS6-2 A learning control of unused energy power generation
S. Shikasho, J.S. Shin, C-Y. Cui, H.H. Lee (Waseda University, Japan)

GS6-3 Design optimization of switched reluctance motor torque controller in electric vehicles

Y. Zhu, D. Wang, G. Zhao, D. Yang, M. Xin (Harbin Institute of Technology, China)
T. Ito (Ube National College of Technology, Japan)
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14:15~15:45 OS6 Computer vision and robotics
Chair: Y. Yoshitomi (Kyoto Prefectural University, Japan)
Co-Chair:O. Sato (Miyakonojo National College of Technology, Japan)

0S6-1 An improvement of MSEPF for visual tracking
Y. Nakagama , M. Yokomichi (Miyazaki University, Japan)

0S6-2 A system for synchronizing nods of a CG character and a human using thermal Image processing
and moving average model
R. Kato, Y. Yoshitomi, T. Asada, M. Tabuse (Kyoto Prefectural University, Japan)

0S6-3 Quadruped walking with parallel link legs
T. Yaginuma, E. Shimizu, M. Ito (Tokyo University of Marine Science and Technology, Japan)
J. Tahara (Japan Agency for Marine-Earth Science and Technology, Japan)
T. Takesima (Tokyo University of Marine Science and Technology, Japan)

0S6-4 Development of under water use humanoid robot
Y. Li, E. Shimizu, M. Ito (Tokyo University of Marine Science and Technology, Japan)

0S6-5 Improvement of underwater vehicle remote control environment with parallel link operation base
K. Inabe, E. Shimizu, M. Ito (Tokyo University of Marine Science and Technology, Japan)
J. Tahara (Japan Agency for Marine-Earth Science and Technology, Japan)

0S6-6 Spinning control of basketball with robot fingers
Y. Ohtake, M. Ito, F. Zhang (Tokyo University of Marine Science and Technology, Japan)
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From Dream to Reality:
Snake-like, Spider-like Robots

Shigeo HIROSE, Makoto MORI, Ryuichi HODOSHIMA
Tokyo Institute of Technology, Tokyo, JAPAN,hirose@mes.titech.ac.jp

Abstract

In this paper, we introduce two types of robots started
to develop from the inspiration of the motion of wild
life and at the same time aiming at practical
applications. One is a snake-like robot. Variable
motion of the snake-like robots is introduced and
demonstrated their motion by the constructed
mechanical model ACM-R3. Another is spider-like
walking robot. Design of the construction walking
machine which can move around on the steep slope is
discussed and demonstrated the feasibility of the
concept by the constructing TITAN XI, seven ton
quadruped waking machine.

1. Introduction

The acquisition of useful knowledge in engineering
from studying living things is not necessarily easy.
Movements and shapes, etc., of living things are
determined by a large number of factors. To extract
the contributions of desired factors from their large-
scale system requires not only careful observations but
also carefully planned experiments. Even should the
contributions be clarified, direct engineering
application is often difficult because the constitutive
elements of living things such as the muscular and
neural systems differ greatly from engineering
elements which can be utilized by man. However, the
biological inspiration is very variable and they
sometimes visualize us brand new type of the
machines.

In this paper, we introduce two types of robots started
to develop from the inspiration of the motion of wild
life and at the same time aiming at practical
applications. One is a snake-like robot and another is
spider-like walking robot.

2. Snake-like robot

2.1. Research on biomechanisms of snakes

We have been developing snake-like robot since 1972
as Figure 1 and try to make the machine practical for
many applications. We called the snake-like machine,
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having a slender code-like body with active bending
function as “Active Cord Mechanism (ACM)”. The
feature of the ACM or snake-like machine is
versatility. The body of snake can be an “arm” when it
holding something by coiling the body around the
object, it can be a “leg” when it makes creeping
motion and it can be a “trunk” when it moves from
brunch to brunch. It is surprising that the very simple
slender body of the snake can be transferred to
perform such versatile motions. The feature of the
snake-like robots will be said as follows:

1. The snake can propel itself over very uneven,
rough ground, or along winding paths by using its
slender body,

2. It is adapted to moving over places where the
surface is not firm, such as marshland or sand
dunes, because it can distribute its weight over its
whole body,

Figure 1: ACM prototype model(1972)

3. Because it normally propels itself in a
kinematically stable posture, it is adapted to
achieve stable movement on irregular terrain,
such as spanning rifts or in trees.

These are the characteristics derived from the specific
feature of the snake’s slender and active body. When
we regard the characteristics of the ACM from the
engineering viewpoint, we can add following features:
4. Because its body is formed from

compartmentalized sections, it has a high level of

redundancy and can thus form a highly reliable



system. For example, once a section is broken, all
we have to do is to separate the broken section
and the rest of the system will work. We can
separate the body into several independent
sections, and they can perform different tasks
individually if necessary. In short it has the
feature of the essence of a decentralized system.

5. Between the joints make bending movements
only, and endless rotational movements is not
used. For this reason, improvements in
airtightness are possible, and in addition, the fact
that creeping propulsion movements are highly
efficient in water offers the possibility of an
amphibious mobile body.

From the above, we can think of the ACM’s mode of
movement as having the special characteristic of being
well adapted to rough ground. From research on the
ACM’s movement function, we can anticipate the
development of a new shape of ‘off-the-road vehicle’,
that can propel over all types of natural and artificial
environment on earth.

Until now, the engineering applications have been
examined taking these functions as manipulator and
locomotor’s mechanism [1]. The engineering analysis
was especially carried out on creeping propulsion by
the snake. It was clear that the creeping propulsion
was based on the ratio of friction between the trunk
direction and the direction that is orthogonal to it by
the course. It can be said that this is similar to skating,
and it has been proposed as “glide propulsion”. Such
propulsion has been realized in the mechanical models
ACM-IIl and ACM-R1 [2]. Moreover the next
mechanical model ACM-R2 was meant to add a new
degree of freedom in the pitch direction at each node,
and to construct an ACM that realizes three-
dimensional and various functions [3]. Snake-like
robots are also studied around the world, such as Poly
Bot (Mark Yim et al.) [4], Sewer Robot (K. -U.
Scholl et al.) [5], GMD-SNAKE2 (Bernhard Klaassen
et al.) [6], snake robot by Kevin J. Dowling [7] and so
on[12][13].

Active Cord Mechanisms are useful for disaster relief
such as searching for survivors of earthquakes through
the debris of collapsed houses. With possibilities to
approach these issues in mind, we developed the new
Active Cord Mechanism “ACM-R3” (Figure 2) to be
used easily by snake-like robotics researchers in
several applications [8][10].

In this paper, the various move methods realized by 3-
dimensional ACM are divided into three kinds, and
are introduced. One is movement by which a Shift
control system and one are generated by the Rolling
control system, and another is generated by those
compositions.
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Figure 2: ACM-R3-21 unit model

2.2. Shift-control Category

2.2.1. Serpentine

Two-dimensional Serpentine Locomotion has already
been realized (Figure 3). ACM-R3 can go ahead and

backward according to the shape in the continuous
curve of body (s-axis) by transiting an angle using
only the yaw angle joints. It also can control its speed,
and steer itself by adding a bias to the angle order.

Figure 4: change winding angle

In this mode the winding angle alpha can be changed
to the maximum of 97.4 degrees continuously. It can
also be steered if the sum of bias angle and alpha
angle is within the limit of 61.2 degrees for every



joint. Figure 4 shows ACM-R3 moving with the alpha
angle changing continuously.

2.2.2.  Sinus-Lifting

When a snake winds and progresses, it floats and
oscillates both ends in the air, because they work as
frictional resistance. We call this three-dimensional
motion as Sinus-lifting [1]. This motion can be
realized by the composition of the horizontal
serpenoid curve around the yaw axis and the sagittal
serpenoid curve from the bending angle around the
pitch axis. The ratio of the wave length of serpenoid
curves in the horizontal and the sagittal plane is
1:2.This body-shaped curve raises the body at the
extremities and supports itself at the center of the
horizontal serpenoid curve [9]. ACM-R3 realizes this
motion as shown in Figure 5.

Figure 5: Sinus-lifting

The main advantages when performing this motion
with a snake-like robot such as ACM-R3 are the
following.

Firstly, in this method there are fewer units generating
impelling force and touching the ground. This is
especially effective when creeping on a slippery floor,
so that wheels with a higher concentrated will not slip
so easily.

In addition, when moving on a surface with high
friction, dispersion of the model as a difference from a
theoretical value causes binding force from the
ground, and generates large resistance forces. If two-
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dimensional serpentine locomotion is carried out on
such rough surfaces, large resistance occurs, and there
are cases when the mechanism cannot move. By
reducing the grounding portion sharply, these
resistances can be minimized.

2.2.3. Pedal Wave

The locomotion of “pedal wave” without stretching
also can be realized. A serpenoid curve is generated in
the perpendicular direction of the s-axis, and it makes
slow progress in the main direction by sending a
wave, as shown in Figure 6, and Figure 7. However,
only the grounding passive wheels are removed in
order not to slip. It was also verified that it could steer
by bending the joints of yaw axis.

Figure 7: Pedal Wave sequence



2.2.4. Side-Winding

The snake which lives in a desert performs the Side-
Winding locomotion as a method of moving. This
locomotion carries the body to move for side direction
by shift control. The projection form to a run plane is
mostly in agreement with the usual serpentine
promotion, so it can apply the control formula of
serpentine locomotion about yaw axes control. On the
other hand, it is necessary to adjust perpendicular
direction so that it may ground for every cycle. To
apply basic angle control of pitch axes to same cycle
sine-curve makes this form.

Figure 8: Sinus-lifting

In this locomotion with continuous sine-curve angle
control, the body-line may ground with curve. Unless
it generates the waveform of two or more cycles to
whole length, it puts grounding mark only to one point
and cannot carry out stable movement. Furthermore,
it has the feature which is easy to cause rocking along
with a grounding curved surface like the state of the
Lateral-Rolling promotion under below-mentioned
Sinus-Lifting locomotion.

The above problem affects a dispersion problem
greatly in the system to which the number of
paragraphs is restricted. Applying the waveform of
about four cycles to the system can also realize Side-
Winding. However, as a cycle is increased, promotion
distance also becomes small and the influence of
dispersion also becomes quite larger. If the
intermittent state of straight line form is wedged
whenever it generates Side-Winding by one cycle, it
will become unnecessary to suppress rocking, and to
become possible to stabilize and ground, and for the
number of cycles to full length to be also two or more
cycles. It checked that it could stabilize and move also
with the system by this method.

Although the friction coefficient to sidewall was
theoretically movable satisfactory even if it was
uniformly high, also in the experiment which attached
the passive wheel for glide promotion (also setting in
the state with few friction coefficients of the direction
of a trunk axis), it checked that the direction
movement of the side was possible as figure 8.
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2.2.5. Spiral Swimming Locomotion

Fundamentally, in shift control, since it promotes by
crookedness, application can be done also to
underwater movement. The ACM for underwater type
“HELIX" is already developed, and it proved
experimentally that underwater movement can be
performed using the generation formula of the spiral
form which is the special solution of a Side-Winding
formula [11].

Figure 9: Spiral locomotion(HELIX)

2.3. Rolling-control Category

The snake-like robot makes its s-axis to be curved on
the ground plane, rotates in a bending direction
around the s-axis, and then rolls at the lateral
direction.

2.3.1. Basically Lateral Rolling (arch type)

In conventional research, experiments are mainly
conducted with simple circle forms in which the point

Figure 10: Lateral Rolling

of
inflection does not exist. For an Active Cord
Mechanisms that is able to bend along its s-axis, it is
also possible to make a part of the body bended and to
move in this way. This is an effective motion method
for when some joints break down. There is little load



in each joint, since the whole bended body is used.
Both shapes have been realized by ACM-R3, as
shown in Figure 10. Since the units rotate at right
angles to the rotating direction of the passive wheels,
they actually do not depend on attached wheels to
perform this motion.

2.3.2. Lateral Rolling (winding type)

In the previous method, motion toward the inner side
of the s-axis bended body is more stable than toward
outside. For this reason, in movement on a slope, if an
inner side is turned to the bottom of the slope, it can
always perform stable movements. If bending angle is
enlarged, its stability increases. However, rotating a
straight body or a body bended in a single curvature
are not the only options. It is possible to perform
Lateral Rolling in the posture (in the shape “S”
character) to which the point of inflection exists in the
bended s-axis. When the general serpentine
movement, which has one cycle assigned to the total
length, is considered, the center of gravity is always
located in the center position of the wave axis.
Besides, in the waveform posture in any arbitrary
phase generated in such state, experiments confirmed
that Lateral Rolling movement to the direction of the
side is possible, as shown in Figure 11. If it has only
bending portion touched to a run plane steadily, it can
advance with Lateral Rolling movement.

PR

Figure 11: S-character like Lateral Rolling

2.3.3. Lateral-Walking

The above-mentioned Lateral-Rolling is movement
produced with the posture relation of the curve and
run side which a trunk axis should imitate by
performing rotation centering on a space curve held.
However, since it has limited width unlike a space
curve, though the system is in not a curve but a
straight line state, it has static stability. The grounding
paragraph has the 43mm stable domain also for ACM-
R3 used for the experiment in the main subject at the
maximum in the trunk axis radius direction. If the
center of gravity has been settled in a static stable
margin domain to every angle of the circumference of
a trunk axis, a trunk paragraph will begin static
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walking in the direction contrary to the advance
direction of original Lateral-Rolling locomotion,
without rotating to a run plane (figure.12). Suppose
that this movement is called Lateral-Walking.

E————— T

Figure 12: Lateral Walking

Unlike the usual Lateral-Rolling, the feature of this
moving method is in what "grounding point keeps
still" like Side-Winding promotion. In order that the
above-mentioned Lateral-Rolling movement may
progress with rotational movement to the ground like
a wheel, it is needed to all the directions of the
circumference of a trunk axis for grounding to be
possible. Therefore, in a brittle run side like the sands,
the trouble of the promotion accompanying decline in
movement efficiency or run side collapse may happen.
Lateral-Walking does not almost have the posture
change under movement, and a grounding portion is
not accompanied by rotational movement, either. If it
is the system which has grounding capability in the
one direction of the circumference of a trunk axis, it is
realizable promotion movement.

However, promotion speed becomes remarkably slow
compared with the usual Lateral-Rolling. If both sides
compare by movement of one cycle, although
perimeter distance part promotion is possible at the
maximum in Lateral-Rolling, it can promote only to
stable domain width at the maximum in Lateral-
Walking.

2.4. Mixture Category

2.4.1. Lean Serpentine

The posture of ACM-R3 in the above-mentioned “S”
character-like Lateral Rolling is exactly the same as
the  posture in  two-dimensional  Serpentine
locomotion. Therefore, it is possible to start Lateral
Rolling operation from any position while in
Serpentine form.

In addition, since ACM-R3 has all the body covered
by passive wheels, the friction ratio required for glide
propulsion can be obtained in the direction of s-axis to



every side. So, if ACM-R3 started performing Lateral
Rolling from Serpentine movement, it means that
Serpentine  movement can be resumed by the
mechanism at any time (even after rotating a certain
angle), as shown in Figure 13.

Therefore, if "Serpentine Locomotion”, which moves
in the direction of s-axis, and "Lateral Rolling", which
is propelled in the perpendicular direction of s-axis,
are compounded, the new proposed method "Lean
Serpentine  (Serpentine Locomotion in Leaned
Posture)" is realizable, as shown in Figure 13.

This locomotion differs from the usual Serpentine
method in the fact that both pitch and yaw axes are
coupled at an arbitrary rate. Although there is a
difference in the effectiveness of this propulsion
method, the great advantage is that omni-directional
motion is possible. With this feature, ACM-R3 can
also perform in narrow spaces.

Figure 13: Serpentine Locomotion in leaned

2.4.2. Lean Sinus-Lifting

The same idea of Lean Serpentine is applied to Sinus-
lifting. By combining Sinus-lifting and Lateral rolling,
a new motion mode is obtained, called Lean Sinus-
lifting (Sinus-lifting locomotion in leaning). In this
method, the same effects of Lean Serpentine are
obtained, such as omni-directional movement.(Figure
14,15).
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Figure 15: Sinus-lifting in leaning

2.4.3. Lift Rolling

If Sinus-Lifting posture is inverted, only the points of
maximum amplitude touch the ground (Figure 16).
This propulsion method can reduce useless friction, so
that wheels are grounded in the state perpendicular to
the advance direction and grounding points decrease
on the whole. In other words, it gives an effect of
moving on the ground similar to vehicles. (It can be
realized without wheels around the body, though.)

Figure 16: Lift Rolling

3. Spider-like robot

3.1. Research on walking machines

We have been working on walking machine research
since 1976. In general, walking machines are not
practical. Its mechanism usually weights too much
because more numbers of actuators are required to
drive system of the multi DOF legs than the wheeled
or crawler vehicle and commercially available



actuators are bulky and heavy. However, the foot of
walking machines contacts the ground with discrete
points and the contact points can be arbitrary selected
according to the terrain condition, walking machines
have such special characteristics:

1) Walking machines can move stably over a rugged
terrain, and can pass over fragile objects on the
ground without touching them.

2) Walking machines can change the direction of
motion without slipping even if the sole contacts the
ground with a large area.

3) The legs can be utilized not only for motion, but
also rest. At standstill posture, the legs become
outriggers to hold the upper body stable even on an
uneven ground. The upper body can be actively driven
while the feet are fixed to the ground.

In addition, the legs that are insect-type like a spider
has the following characteristics:

4) It provides high stability during both walking and
working, as the legs are sprawled.

5) It can provide a wide movable range for the legs on
the ground, which facilitates terrain-adaptive walking.
So, by carefully selecting the applications, walking
machines will be used in practical situations.

We believe that optimum numbers of the leg are four
which is the minimum number for walking machines
to walk statically stably. The number of the leg should
be as small as possible because this reduces the
number of the actuators, and total body weight
decreases. So we have been mainly studying on
mechanisms, gait control, sensor system of quadruped
walking machines.

Figure 17: TITAN IV on staircase

A typical example of a quadruped walking machines,
TITAN 1V [14] is shown Figure.17. TITAN IV was
exhibited at the science exhibition of Tsukuba in
1985.

It has made straight and turning walking on a stage
with three steps for half a year (Figure.17). It has
walked, in total, about 40 km. On sole of the feet are
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installed whisker sensors which identify the ground
contact conditions and detects the obstacles such as
the step of staircase. The body of the machine is
maintained horizontal by using inclination sensors.

3.2. Walking machine for steep slope operation

We have been developing a quadruped walking robot
for steep slope operation [15].

In Japan, many slopes are being reinforced in order to
construct road or railway in sites surrounded by
mountains. These slopes need to have concrete frames
installed and anchor/rock bolts inserted, and these
works are performed by man. However they are large-
scale works and the conventional methods are
inefficient and consume too much money and time. In
addition, they are very dangerous because the workers
may fall down. From this background, the automation
of some steps is required.

| s 77

-

Figure.18: Conventional mechanized construction
method on slopes
Construction machines with wheels or crawlers that
drill holes for inserting rock bolts have already been
developed and this construction method is called
“Non-scaffold construction method”, as shown in the
left picture of Figure.18. This construction method
should be better than the conventional method, but
these machines have difficulties in working on such
an environment. The workspace of the wheeled
machines is limited because of rugged terrain and
crawler machines have possibilities of destroying
concrete frames.
Taking a different approach, we have already pointed
out the advantages of a quadruped walking robot
supported by tethers for this kind of works, such as
stable motion on rugged terrain and motion on the
slope without damaging the obstacles [16].
So, we decided to develop a practical quadruped
walking robot for steep slope operation, TITAN XI,
which is intended for practical use, in order to
improve existing construction methods.
TITAN XI shall perform the following three
operations:
1. Transfer from the ground to the slope.
2. Walk on the slope with concrete frames and
transport the drilling machine to the work site.
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Control the posture of the drilling machine using
the legs and perform drilling to install rock bolts.
operation on slopes using TITAN XI shall be

performed according to the following procedure, as
shown in Figure.19.

1.
2.

To

Transported by the truck to the vicinity of the site.
Use auxiliary crawlers to descend from the truck
and travel on the level terrain to get close to the
slope.

Switch to walking when the robot is near the
slope and transfer from the ground to the slope.
Walk on the slope to transport the drilling
machine to the work site (mainly crossings of
concrete frames).

Control the posture of the drilling machine using
the legs and perform drilling.

Repeat 4 and 5.

(c) Walk on a slope (d) Drill holes at the crossing

Figure.19: Construction steps

perform such works, TITAN Xl is composed

mainly of the following mechanism elements

(Fig
1.
2.
3.

4.
5.
6.

7

ure.20):

A box-shaped body of 2.2x3.4x0.2 [m]

4 legs of the same characteristics

Auxiliary traveling crawlers to travel on the level
terrain

Two winches to rewind auxiliary tow wire

A drilling machine

An engine-lift to keep the engine in a horizontal
position.

Based on the discussion above, we manufactured a
prototype of TITAN Xl, as shown in Figure.21. The
specifications are shown in Table.1.
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Figure.21: TITAN XI

To confirm the performance of TITAN XIl, we have

conducted the
(Figure.22), tether
Ll ‘\._

basic  experiment
system (Figure.23).
) Sagiigan

of walking

._ m AN
Figure.20: Concept of TITAN

Xl

Table.1: Specification of TITAN XI

Size [m] 4.8x5.0x2.0
Mass [kg] 7,000
Power [kW] 41.9




Figure.22: Snapshots of standard gait of TITAN XI.

- '-.

—

Figuré.23: Wé'lking with tether on slope

As shown above, mechanism of TITAN Xl was
completed. However, there are still several technical
challenges for practical application. They include:

1.  Measure the slope and make the map using the

optical system, and realize terrain-adaptive gait

using the map information.

Travel from the level terrain to the slope.

3. Walk on the slope and transport the drilling
machine to the work site (mainly crossings of
concrete frames).

4. Control the posture of the drilling machine by
using the multi DOFs legs and conduct drilling
experiment.

We will examine these technical challenges soon and

repeat experiments to build a machine for practical

use.

n
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4, Conclusion

We introduced two biologically inspired robots that
we have developed. These robots will be used in wide
application in the near future.

Snake-like robots can go in the narrow space like the
interspaces of rock, rubble, pipes. So they will be used
in rescue operation, or the inspection device inside the
machines.

Spider-like robots can move on the rugged terrain like
the rocky ground, construction site, staircases. So they
will be used in off-road vehicle, robot for agriculture
and forestly, vehicle for the construction works, and
humanitarian demining robots.
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In this plenary talk, I discuss extreme events (Xevents) created by humans, not nature. These include things like
terrorist attacks, pandemics, political revolutions and financial system meltdowns. The talk explores the types of
methodological tools needed to develop early-warning signals for such events—and what to do with such signals once
they are obtained. We also present the outlines for a new research venture at ITASA, involving an Xevents
“observatory” for development of methodology and an Xevents “simulator” to serve as a laboratory for both testing of
tools, as well as identification of Xevents that have never before occurred.
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1. Xeventsin Natureand in Life

Consider the following events:

e A virulent strain of the avian virus jumps to
humans in Hong Kong, sweeps across Asia,
and ends up killing more than fifty million
people.

e A magnitude 8 earthquake centered on the
Ginza in Tokyo kills two million people
outright, with property damage mounting into
the trillions.

e Bees around the world begin dying off in
massive numbers, interfering with pollination
of plants worldwide, precipitating a global
food shortage.

e An asteroid ten kilometers wide crashes into
the Atlantic Ocean, setting off a tsunami that
destroys all life on Earth.

e Iranian terrorists set off a nuclear weapon in
Times Square during rush hour, leveling much
of Manhattan, killing a half a million people,
and permanently reducing New York City to
rubble.

e A tanker car carrying chlorine derails in Rio de
Janeiro, spilling its content and killing more
than five million Cariocas.

This list could be carried on almost indefinitely. The
point is that surprising events capable of killing
millions, if not hundreds of millions, of humans happen.
Moreover, even without huge loss of lives, capital stock
is decimated, setting back development worldwide for
decades. Not a single one of the items on the foregoing
list is impossible. And, in fact, some of them like an
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asteroid impact or the spill of a deadly chemical have
already happened—many times!

Each of these events is what has come to be called
recently an “extreme” event, or Xevent for short. These
are events generally seen as deadly surprises whose
likelihood is difficult to estimate, and that can turn
society upside-down in a few years, perhaps even
in both the
“human-caused” variety. The asteroid strike illustrates
the former, while a terrorist-inspired nuclear blast serves
nicely for the latter.

But what really qualifies as an Xevent, anyway? I
don’t think a consensus has emerged on the question.
But two factors are certainly part of the answer: (1) an
Xevent is rare, something outside everyday experience,

minutes. Xevents come “patural” and

and (2) the event is capable of causing massive
destruction of human life and property. In regard to the
first property, if sufficient data on the type of event
exists to enable us to apply statistical tools to estimate
the likelihood of an Xevent taking place, the distribution
describing that likelihood will be one with what are
termed “fat tails”. The default gaussian distribution so
beloved by probabilists and statisticians everywhere
simply does not apply to measure how often such events
are likely to occur. Xevents are a lot more frequent than
the normal distribution would lead us to believe.
Evolutionary biologists and geophysicists have noted
that many long-term processes are ultimately driven by
the Xevents. For instance, the theory of “punctuated”
equilibrium in evolutionary biology argues that most of
the time evolution isn’t doing much of anything. Then
along comes an Xevent, such as the Cambrian explosion
about 530 million years ago in which most major
groups of complex animals appeared over about 70-80



million years, and the whole system is set off onto an
entirely new trajectory. There is evidence suggesting
that the same phenomenon applies in the human social
domain, as well.

Generally speaking, when we use the term “extreme
event” we think of something that’s negative or
damaging to society, as with the events mentioned
above. But this bias stems mostly from the linguistic
fact that in everyday speech the word “event” refers to
an occurrence that’s localized in space and time. In
other words, it’s something that takes a relatively short
period of time and is confined to a limited spatial
region. Hurricanes and tornadoes are good examples.
They unfold over a few hours and generally affect a
limited geographical area. With this interpretation of
what’s meant by an “event”, it’s not surprising that
almost all Xevents are negative, in that they result in
many deaths and/or do great property damage and they
do it quickly. But if we abandon such a limited
interpretation of what constitutes an event, things begin
to look rather different.

The first point to note is that events have a
characteristic unfolding time (UT), a period that
measures the time between the start of the event and
when it ends. For some events, like earthquakes, the UT
might be just a few minutes or even seconds. For other
types of events, such as a war, the UT is more likely to
be measured in years. Moreover, ecvents are not
necessarily localized in space, either. Something like a
financial crisis or a pandemic may well encompass the
entire world.

When it comes to the effect of an event on society, we
have what might be termed an impact time (IT) over
which the event’s effects can be felt. So, for instance,
the IT of an asteroid strike may well be millennia, while
the IT of a hurricane like Katrina is probably just a few
years.

Putting these two notions together, consider the
quantity

X =1-Ur/(UT + IT)

This quantity is always between 0 and 1, which is
convenient Here are a few examples to illustrate the
basic idea of this measure:

e A Force 5 Hurricane Sriking Miami Beach:
Here the X is near 1, with a short UT and a
much longer IT. So this is an Xevent.

e A Force 5 Hurricane over the Caribbean Sea:
In this case, X = 0, t since the IT is zero (there
is no societal impact, at all). Thus, it is not an
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Xevent, at all.

e The Post-WWI I German “ Economic Miracle”:
This event might be an Xevent or not,
depending on what you mean by the event

impact. Is the the

implementation of the Marshall Plan? If so, the

versus  its event
UT is around 5 years, while the IT is probably
about 25 years. So the X = 5/6, which would
characterize this as a “moderate” Xevent.

e The Development of Agriculture: Best accounts
would measure the UT as about 8,000 years
ending around 2000bc. In this case, the IT is
still taking place, 4,000 years later. Then X
would then be around 1/3—and growing. I'd
characterize this as a “mild” Xevent, one that’s
developing into a major one.

The last two examples are Xevents that are by no
means negative or damaging, but just the opposite. Here
we see why the conventional interpretation that an
Xevent always refers to something negative is very
misleading. If the UT is short, the overwhelming
likelihood is that the impact on society will be
destructive for the simple reason that it’s a lot easier—
and quicker—to tear something down than to build it up
(2™ Law of Thermodynamics!). So if you insist that the
term “event” refers to an action or occurrence very
localized in time, you’re virtually forced into regarding
it as an Xevent that leads to death and destruction, not
growth and better life quality.

Of course, there will be problems with almost any
measure like X in the sense that examples can be cited
when everyday common sense says one thing while the
measure suggests something else. So I think X as
defined above should be taken as a kind of HFule-of-
thumb? a starting point for deeper consideration of any
potential Xevent.

2. Fingerprints of Xevents

A careful examination of numerous natural and man-
made Xevents turns up a few distinguishing fingerprints
of such events. These include
» Satistical: If there exists sufficient data to

statistics,  the
distributions for the occurrence and magnitude
of an Xevent is generally from a family of
probability distributions, like that (stable) Levy
or (stable) Paretian distribution. These
families the gaussian
distribution as a very special case, as the

employ extreme event

include familiar
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gaussian is the only member of the family that
has a finite variance.
display the fat tail property, which technically
means they have an infinite variance. Many
Xevents, though, are so rare that we have little,
if any, data upon which to bring statistical
procedures of any type to bear upon them.

We also note the ubiquity of power-law
distributions in the world of Xevents. These
distributions measure the relationship between
the frequency of an event and its magnitude.
For instance, an earthquake twice as large is
four times as rare. If this pattern holds for
earthquakes of all sizes, then the distribution is
said to “scale”. This means that there is no
typical size of earthquake in the conventional
sense of “size”.

All other members

It's now known that the distributions of a
wide variety of quantities seem to follow the
power-law form, at least in their upper tail
(Xevents). Scientific interest in power-law
relations stems partly from the ease with which
certain general classes of mechanisms generate

The Mere Possibility of Disaster or Boom: In
the developing world, the very possibility of
disasters, combined with the lack of social
safety nets, limits risk taking in the society
(i.e., lack of credit due to disaster risk) and
appears to be a major contributor to poverty
traps. On the other hand, in the developed
exploration  of
“possibility space” is likely to lead to new
technological innovations that can be expected
to lead to an Xevent-generated boom leading to
“the next big thing”.

Policy Response: Society typically
underestimates the chance of an Xevent, even
those that are not so unlikely. For example,
expenditures on disaster assistance involve
investing far more in reacting to disasters than

countries, research and

in taking steps to prevent them. Moreover,
probabilistic tools are rarely used to support
policy decisions involving Xevents.

3. Methodological |ssues

Let’s now consider a few conceptual issues that serve as
them. The demonstration of a power-law
relation in a collection of data can point to
specific kinds of mechanisms that might
underlie the phenomenon in question, and

a framework for a coherent research program on
Xevents.

v Anticipation: Without a doubt, the single most

often suggests a deep connection with other,
seemingly unrelated, systems

important tool we could develop for dealing
with Xevents would be a systematic procedure
for early warning of a possible event. As the

> Dynamics: Systems displaying Xevents live far saying goes, “forewarned is forearmed”, and to
from equilibrium. This means that system have a reliable, consistent procedure for
variability and collective effects from the anticipating major discontinuities like a
components of the system in interaction are the financial meltdown or a crash of the Internet
most important determinants of the behavior of would be a huge step toward effectively
the system. addressing such crises.

» Evolutionary Processes. As noted earlier, the Forecasting: Some may argue that anticipation
Xevents shape the direction that the system’s and forecasting are the same thing, for all
evolution takes. Small, incremental changes practical purposes. But this is not the case.
operate for long periods of time. Then, wham, Anticipation deals with early warning of the
an Xevent takes place and the whole system is possibility of an event occurring; forecasting
shot off onto an entirely different course. has to do with claims that an event of a certain

> More Effect than Cause: The commonalities of type and of a certain magnitude will take place
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behavior of Xevent systems is focused more on
the effect the events have on human life than
on the specific cause that gives rise to the
event. Deaths from the Xevent are large,
financial losses are large, and environmental
destruction is large.

at a certain place and time with a given
likelihood. As noted earlier, the notion of
likelihood is a slippery one, especially in the
context of Xevents where we have little, or
perhaps even no, actual data upon which to
base any kind of standard probabilistic
forecast. What we need here is more like a
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“theory of surprise” than a theory of likelihood.

Trends: The majority of people operating as
“futurists” generally make the following type
of forecast: “Tomorrow will be just like today
except a little better or a little worse”. In short,
they are trend followers and simply extrapolate
whatever the current trend is into the future.
For such people, surprises never occur and
trends never change. Strangely, this kind of
trend following is almost always right. But it’s
also almost always useless as well, and you
certainly shouldn’t pay any money to a so-
called futurist for this type of forecast. What
you should be ready to pay for, though, is
information about the turning points, those
moments in time when the current trend is
rolling over and beginning to change. That type
of information is golden (and not fool’s gold,
either). Mathematically, such turning points are
called “critical” points and there is a very well
developed theory about them in the dynamical
systems literature. Oddly, though, that theory
has been very little employed for the kind of
practical questions about Xevents that concern
us here.

Modeling: Traditional mathematical modeling
a la physics will have to give way to what
Stephen Wolfram has termed “a new kind of
science”. This is a science in which computer
programs replace mathematical formalisms.
The creation of an agent-based modeling
(ABM) laboratory for testing hypotheses about
Xevents is necessarily an important component
of whatever form an Xevents initiative might
take, since we require some type of
“laboratory” to do controlled, repeatable
experiments with systems that we cannot
experiment with “in the wild”.

To summarize, here’s a telegraphic list of the types of
methodological foci a possible Xevents research activity

might comprise:

©ISAROB 2010

Global catastrophes (including the human-
caused variety)
Early-warning/horizon-scanning systems
Extreme risk analysis
procedures

and management

Surprise, resilience and tipping points

Methods of forecasting collective social events
and behaviors

Computer simulation and scenario construction
as laboratories for studying Xevent
Development of  counterfactual
experiments in social processes

thought

Tools for the analysis of the fragility of critical
infrastructures
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Abstract

Based on the concepts of RoboMusic and Modular
Playware, we developed a system composed of modular
playware devices, which allow any user to perform music
in a simple, interactive manner. The key features
exploited from the Modular Playware approach are
modularity, flexibility, and construction, immediate
feedback to stimulate engagement, creative exploration
of play activities, and in some cases activity design by
end-users (e.g. DJ’s). We exemplify the approach with
the development of 11 rock genres and 6 pop music
pieces for modular - BLOCKS, which are exhibited and
in daily use at the Rock Me exhibition and used at several
international music events in Japan and USA. A key
finding is that the professional music design is essential
for the development of primitives in a musical behaviour-
based system and this professional aesthetics is necessary
for engaging the users in the activity of assembling and
coordinating these ‘professional” musical primitives. The
paper describes, explores and discusses this concept.

Introduction

In recent developments, some research has focussed on
the development of modular robotic devices that act as
playware. We define playware as the use of technology
to create the kind of leisure activities we normally label
play, i.e. intelligent hardware and software that aims at
producing play and playful experiences among users of
all ages and of which e.g. computer games are a sub-
genre [1, 2].

The aim of the research is to combine robotic systems,
artificial intelligence and play culture to produce new
products that can be used in play, sports, health,
rehabilitation, music, architecture, art and learning. Here,
we will focus on how we may be able to combine the
modular playware approach [3] with the RoboMusic
approach [4] in order to design novel, interactive music
products that allow any user to perform and remix music
with a professional sound quality.
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Modular Playware

In response to the somewhat static nature of much related
work, the Modular Playware design approach [3] was
developed to lead to flexible, interactive play tools for
both sensorimotor and constructive play activities as
designed by the end-users themselves. It is our belief that
the flexibility obtained through distributed and modular
playware holds many advantages for developing
engaging play as can be performed with music. The
principles for the creation of flexible, modular play tools
include the design of playware based upon modularity
and flexibility, tangibility and immediate feedback to
stimulate engagement, construction and physical
movement, end-user activity design and inclusive games
design.

In some playware research, for allowing any user to
create activity, we find inspiration in user-guided
behaviour-based robotics (e.g. [S, 6]). This approach
was developed and applied to many robotic systems, such
as manipulative robotic technologies, mobile and
humanoid robots, in order to investigate how non-expert
users could develop their own complex robot behaviours
within very short time with no prior knowledge to the
robot technology. The concept was initially explored
with software components, e.g. for RoboCup Junior in
1998 [7], and later extended with hardware components
through the robotic building block concept that allowed
‘programming by building’ [8], which, for instance,
allow African school children and African hospitalised
children with no a priori knowledge whatsoever about IT,
robotics and technology to develop their own electronic
artefacts [9, 10]. In the case with such a physical user-
guided behaviour-based system, according to the
definition [5, 6], each module needs to have a physical
expression and should be able to process and
communicate with its surrounding environment. The
communication with the surrounding environment can be
through communication to neighbouring robotic modules
and/or through sensing or actuation. The modular system
is constructed from many such modules.



We build on the belief that behaviour-based systems can
include not only the coordination of primitive behaviours
in terms of control units, but also include coordination of
primitive behaviours in terms of physical control units.
We can imagine a physical module expressing a
primitive behaviour. Thereby, the physical organisation
of primitive behaviours made by the user will (together
with the interaction with the environment) decide the
overall behaviour of the system. Hence, in a similar way
to the control of robot behaviours by the coordination of
primitive behaviours [11, 12], we can imagine the overall
behaviour of a robotic artefact to emerge from the
coordination of a number of physical robotic modules
that each represents a primitive behaviour. Here, we will
present such modules for music creation utilising the
concept of RoboMusic, expanding the concept to allow
music creation through physical construction with music
behaviour primitives.

RoboMusic

RoboMusic defines a novel genre of music [4]. In
RoboMusic, music is composed using robotic
instruments, music is recorded based on playing robotic
instruments, and concerts are performed with robotic
instruments.

A robot is defined to be a programmable machine that by
its interaction with the surrounding environment
autonomously can perform a variety of tasks, and its
behaviour is different from a computer program by the
interaction with the environment through sensors and
actuators. Hence, a robotic instrument is programmable
instrument that by its interaction with the surrounding
through sensors and actuators can be used for playing a
variety of music. Through communication, robotic
instruments can be used together to orchestra an
ensemble. If left untouched by human (or environmental)
interaction, the robotic instrument will behave with its
own performance composed by the music artist. When a
human or other environmental subject interacts with a
robotic instrument, the instrument may change
performance from its normal autonomous behaviour.

The artistic and technological challenge of the music
artist is to compose baseline behaviour of the robotic
instruments and compose the behavioural response to
interaction by human musicians. The music artist is
transformed from a composer of static music tunes to a
developer of robot behaviours — behaviours that are
expressed by the robotic system as music pieces. Music
compositions are transformed from being static to
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become dynamic; music compositions are transformed
from being static nodes to become robotic behaviours.

A RoboMusic concert is performed with robotic
instruments, and changes the concept of live concerts by
inviting the audience to interact with the band’s
instruments themselves and thereby guide the live
performance of the music themselves. The audience is
actively engaged in the performance of the music of their
concert, and their interaction with the robotic instruments
guides the robotic behaviour and thereby creates a unique
live concert performance that change from concert to
concert depending on the behaviour of the audience.
Each RoboMusic concert is a unique live performance.
The music artist has composed the baseline, and the
audience is manipulating the robotic instruments to allow
the robotic behaviour to change, and thereby the music
tune to diverge. For the audience, the concert form has
changed from passive listening to active participation in
playing the concert.

In RoboMusic, the design challenge is to create primitive
robotic behaviours and to coordinate these primitive
behaviours in order for the music piece to emerge as the
coordination of primitive behaviours. Thereby, a music
composition emerge from the way the composer,
musicians or audience interact with the robotic
instruments that provide the primitive behaviours.

Each robotic instrument is used to trigger a particular
primitive behaviour dependent on the interaction with the
instrument(s). In RoboMusic, the primitive behaviours
can be anything from a volume or a cut-off to a small
sequence of tones. The music composer designs the way
in which the primitive behaviours that are triggered
should interact with each other.

Hence, as is the case when designing behaviour-based
robots such as mobile robots (e.g. [11, 12]), the robot
designer (in this case the music composer) designs the
primitive behaviours and the coordination scheme. And,
as is the case with user-guided behaviour based robotics
[5, 6], if non-expert users (e.g. live concert audience) are
supposed to manipulate and become creative with the
systems, it is crucial that the designer (music composer)
creates primitives on a fairly high abstraction level that
allows the non-expert user to understand and have
positive feedback from the human-robot interaction
within a very short time frame.

For the first RoboMusic concert by Funkstar De Luxe in
2006, instruments used to play the music included
interactive tiles that measure touch, rolling pins that
measure rotational acceleration, and light&sound



cylinders that measure distance (of a person/hand). Such
features as pressure, rotational acceleration and distance
were used to trigger primitive behaviours which include
variations in resonance, cut-off, volume and pan of
musical tracks in the musical composition (see Figure 1
and 2 for the concert set-up).

Figure 1. Left: Two Tiles and a RollingPin used as robotic
instruments. Right: The RoboMusic live concert set-up, with
Funkstar De Luxe and his control station in the center, and the
robotic instruments on the left and right side of the stage.

)
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Figure 2. The concert set-up for RoboMusic. In a similar way,
we developed the cubes to communicate to a MIDI Control Box
(MCB) which is connected to MIDI Device, which in this case
is a PC running Ableton Live.

Modular I-BLOCKS for RoboMusic

Using the modular building blocks, I-BLOCKS, as the
technologic platform, we create a RoboMusic scenario
where a user can experiment freely with music using a set
of pre-composed looped musical pieces. The -BLOCKS
is our user-configurable modular robotic platform
developed and tested through several prototype and
application generations [10, 13, 14, 15]. For the
RoboMusic application presented here, the user identifies
the functionality and behaviour of the I-BLOCKS
through musical feedback when rotating, attaching and
detaching the I-BLOCKS (see Figure 3).
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-l
Figure 3. Children creating music with the cubic - BLOCKS.

The current generation [-BLOCKS consists of cubic
modules (see Figure 4) that can communicate with each
other when physically connected. Each cube can
communicate with up to four of its six possible
neighbours and is fully self-contained with respect to
power, connectors and processing. At the edges of the
four communicating sides of a cube are four RGB LEDs,
which can light up in many different colours. The I-
BLOCKS communicate locally via infrared light, and can
be internally expanded to support global wireless radio
communication (XBEE) as well, in order to facilitate
‘structure to structure’ or ‘structure to device’
communication.

PUR shell

Figure 4. An explained visualization of the I-BLOCK.

Each I-BLOCK makes use of a 3D accelerometer to
detect its orientation with respect to gravity. This makes
it able to detect, for instance, which side is facing down.

The I-BLOCKS connect to each other’s faces using
magnets, allowing for uni-sex connection at 90-degree
angles. At the electronic centre of each I-BLOCK is the
Atmel ATMEGA1280 8-bit microcontroller, which takes
care of all processing including peripheral device



communications etc. The I-BLOCKS’ hardware is
encapsulated by black polyurethane (PUR) shell that has
a soft rubber-like feel, with hard plastic plate lids in top
and bottom in which charge plugs, programming
connectors, sensors and actuators are integrated.

The I-BLOCKS are meant as a general platform for
exploring physical programming — or “programming by
building”. The construction with I-BLOCKS results not
only in the development of a physical structure, but also
in the development of a functionality of that physical
structure. This functionality or emergent behaviour is a
product of user interaction, the sensor inputs, the actuator
outputs, the communication and the processing of the
individual I-BLOCKS [15].

Summary of the cubic -BLOCKS:

PUR (Polyurethane) Shell (9x9x9 cms)
Magnetic connectors

ATmegal280 microcontroller

4 communication channels (IR light)
Opportunity for expansion, e.g. display, XBee or
USB and various sensors.

4 RGB LEDs

e 3-axis accelerometer

The music created by the user is computed and played
back on a PC, using the Ableton Live© music software
as a playback unit responding to MIDI messages coming
from the I-BLOCKS. In order to allow the - BLOCKS to
“talk MIDI” to a PC we designed and built a socalled
“MIDI Box” that converts serial wireless data coming
from an XBEE-enabled I-BLOCK into MIDI signals (see
Figure 2 and 5). By using wireless technology we allow
users to manipulate the I-BLOCKS freely just like
conventional building blocks.

PC with Ableton Live
Music -BLOCKS [ —

XBEE I-BLOCK

Figure 5. Music setup with - BLOCKS, MIDI-box and PC.

The pieces of music that was made here were all
constructed using these rules: There are five or six
predefined instruments or groups of instruments, varying
in type according to genre, and within each piece of
music there are up to six variations per instrument type,
and there can be an unspecified number of different
instruments.
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In this application each coloured I-BLOCK represents an
instrument or group of instruments. The individual I-
BLOCKS orientation - which side is facing down -
determines the variation of that specific instrument. The
I-BLOCK LEDs change colour depending on their
orientation, in order to make it possible for the user to
remember and activate specific variations.

The musical setup can be seen from Figure 5. Note the
black XBEE-enabled I-BLOCK, which communicates
wirelessly with the MIDI Box. When instrument blocks
are connected to this, music starts playing depending on
the actual I-BLOCK’s colour and orientation. The music
is loop-based, meaning that when active, each variation
of each instrument is playing for a certain time and then
repeating itself over and over until it is finally
deactivated when the user removes the current instrument
I-BLOCK from the structure or shifts its orientation.

Music development

In the development of the musical content we chose to
make two overall categories of music:

1) Songs that are inspired by and which represent certain
historic periods of popular music in order to give the user
an insight into a specific style or genre of music.

2) Songs that are made by famous Danish artists and then
modified to fit this concept allowing the user to “remix”
these songs.

We made 11 different songs representing non-classical
music from the 1950’s (rockabilly rock ‘n’ roll) and up
untill the 1990’s (Grunge). These 11 styles of music are
chosen from their ability to show various forms of
musical expression both in regard to instrumental and
vocal performance as well as in regard to composition,
production and recording methods that were used through
the last sixty years.

The musical content is composed, arranged and recorded
following careful study and analysis of each musical
style and its characteristics, making the songs fit into
these characteristics as well as possible. We have tried to
record each music piece in the same way as the
corresponding musical style was originally recorded (e.g.
Rockabilly is recorded in mono and with very few
microphones in order to create that specific sound).
When composing, recording and mixing the music, we
have studied the original productions closely. For
instance, we have strived to make our Reggae track



sound like an original Bob Marley tune but with new
melodies and lyrics.

These extraordinary efforts regarding the musical quality
was done to ensure that the user experience to interact
with music and not with technology. We see the
technology used as a means that allows for the any user
to gain access to music as a kind of “material”, with
which the user can mould directly in the authentic,
timbral substance [16]. By the use of the modular
playware concept contained in the [-BLOCKS, music
becomes a physical, moldable object, much like
modeling-wax — flexible and manageable in the hands of
the user. Because music is so much more than a simple
series of notes, the “material” that is put to the user’s
disposal consequently must comprise the elements, which
make up the different musical styles. When manipulating
the I-BLOCKS, the user is not altering notes, but all parts
of the musical sounds as a musician is doing when
playing. It is obvious, we believe, that the musical
“material” is composed with the craftsmanship and
aesthetical feeling of a skilled musician.

The second part (famous Danish pop songs) is
characterized by a modern HiFi music production. The
challenge in converting these songs into tracks usable in
this musical setup has been to make new drum, guitar,
bass, etc. tracks that fit the original tune and at the same
time being so diverse and varied that it was possible for
the user to create a remix that sounds different without
being “untrue” to the original song. The creation of these
tracks for allowing appropriate and aesthetical appealing
combinations clearly demands professional remix skills.

Recording methods

To record and mix the music we use Logic Pro 8
(multitrack recording software). We record both “real”
instruments such as drum, bass, guitars, keyboards and
software instruments which emulate e.g. grand pianos,
old analog synthesisers, drums etc. In order to recreate
music from different periods of time in music history, it
is extremely important that the musicians who record the
tracks have a deeper understanding of the different styles,
which has been build up over years by listening and
consciously or unconsciously analyzing the tiny
differences in feel and approach towards playing the
music. This professional competency is crucial for
making the small musical parts (primitives) fit well
together (coordinate) to a musical piece of high quality in
all the potential combinations.

All songs are made as relatively short loops (16-32 bars)
that are made to go on and on until the user chooses to
stop the song. In every song there are drums, basses,
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guitars, keyboards and vocals (there are exceptions for
these groups of instruments if a specific style of music
e.g. does not have guitars in it). At the end of the
recording/mixing process all the files are imported into
Ableton Live (version 8.0) — software that is specialized
in handling loops. The I-BLOCKS control the tracks in
Ableton Live.

Everything has to fit together

There are five I-BLOCKS representing five different
instruments (drums, bass, guitar, keyboards and vocals)
and one “master” blocks that works as an “on/off button”.
When the master is connected to one or more of the I-
BLOCK instruments, they play a certain figure
(melody/rhythm/chords/riff). Every I-BLOCK has six
sides. Each side represents one figure. In order to choose
another figure, the user simply turns the - BLOCK. That
means that every one of the 30 different tracks which
each song has (5%6=30) has to fit each other in every
possible combination, and at the same time every figure
has to sound good and be interesting to the user if it plays
alone. The key to this challenge was to make real quality
recordings on every single track and create a certain role
for every instrument-group in which one can create very
distinguishable figures, which have an explicit response
when changing figures. However, at the same time the
figures should be created to not making the musical
whole too “full” and unclear when all five cubes are on
and playing. To make cube responses distinguishable, it
also becomes very important to ‘“clean up” excess
frequencies, for example so the bottom part of the guitar
does not interfere with the bass.

Tests

The RoboMusic concept may provide both a means for
everyday users to develop their own musical pieces by
coordinating the musical primitives, and a means for
professional musicians to perform at concerts with
physical, interactive musical objects. The two uses can
even be combined by allowing the audience to interact
with the musical primitives in professional live
performances as interplay with the professional
musician(s).

Everyday user play: RockMe

The above-mentioned 11 different songs in the historic
category are implemented as the main part of the
exhibition “Rock Me” at The Danish Rockmuseum,
which is under construction in vicinity of the famous
annual rock festival at Roskilde, Denmark, (Europe’s
oldest and largest rock festival). The exhibition consists



of three music stations, two equipped with headphones to
allow visitors to explore rock genres in groups of two
(see Figure 6), and one equipped with loudspeakers and a
stage where visitors can perform for each other.

The main finding from the first half year of the exhibition
is that the I-BLOCKS music concept works very well for
the visitors, who use them in a relatively short period.
The concept is easily understood and grasped, because it
is based on the principle of building blocks and because
any change in the physical construction results in clear
audible changes. In spite of the fact that the connection
between building blocks and music is new and unknown
to the visitors, they accept this new ‘“material” and
immediately  start manipulating, building, and
experimenting, which to us is an important proof of
concept regarding modular playware and physical user
interaction. ~Not  surprisingly, the performance

opportunity is mainly used by kids and young people,
who come in groups, for instance school classes.

“Dhens ryteishe M,
atte blevet

Figure 6. Visitors playing music with the cubic I-BLOCKS at
the RockMe exhibition, Roskilde, Denmark.

Professional live performance

The cubic I-BLOCKS were used for live RoboMusic
performances at a number of occasions. For DJ and dance
music, we performed together with Funkstar De Luxe at
the Winter Music Conference, Miami, March 2009,
which is one of the world’s largest DJ and dance music
events [17]. For the opening of the RockMe exhibition, a
famous Danish pop musician, Simon Kvamm of Nephew,
and a famous Danish rap musician, L.O.C., performed a
battling session where each of them performed each
other’s music using the cubes (see Figure 7). Also, live
rock music performances were made during the robot
festival RoboDays in Odense, Denmark, September
2009, and at Japan Robot Festival in Toyama, Japan,
September 2009.
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In all live performances, the professional musicians were
able to utilise the RoboMusic concept in a natural way
with the cubes to make an appropriate live performance.
The RoboMusic performances would last only around 30
minutes, and thereby in some cases appear only as a part
of a longer concert. The professional musicians seemed
to receive a very positive response from the audience.
Main challenges for the professional musicians were in
all cases (i) to remember that cubes can only connect on
four of the six sides (IR communication is only on four
sides), (ii) the timing for attaching and detaching cubes at
the exact beat timing, and (iii) to know/remember what
musical effect results from turning a cube.

Figure 7. Professionalpop musician, Simon Kvamm of the
Danish pop music group Nephew, performing live with the I-
BLOCKS in Roskilde, Denmark, July 2009.

Discussion and Conclusion

The challenge of understanding what musical effect
results from interaction is general to the RoboMusic
concept, and appears in both everyday user play and
professional live performances. This challenge is
particular clear with the I[-BLOCK cubes, but also
general to other RoboMusic instruments. Indeed,
transparency of functionality is a general challenge for
most tangible interface design, and part of a modular
playware design [3]. The mapping between the physical
affordances of the objects with the digital components
(different kinds of output and feedback) is a design and
technological challenge.

This challenge becomes particular evident with the
RoboMusic concept in which the user combines three
senses to understand the functionality: auditory, visual
and touch. Here, the user has to match the visual sense to
the auditory result. We believe that there is a lot to learn
for tangible interface design from understanding such



relationships between different sensory modalities and
from understanding the cognitive challenges which are
involved.

For the user interaction (e.g. in user-guided behaviour-
based systems), the RoboMusic experiments also
highlight the challenge of understanding how to design
the primitives at the most appropriate granularity level.
An interesting research topic appears to be to gain
knowledge about whether the same granularity level of
primitives is the most appropriate for all user groups, and
how the granularity level relates to transparency of
functionality. In the case of RoboMusic, it is further
necessary to design the primitives (music components),
so that the coordination is aesthetical appealing while at
the same time the design provides the necessary freedom
to the user to become creative. We find it essential to put
focus on professional design of primitive behaviours and
coordination of primitive behaviours for the specific
application field (e.g. music, soccer, physiotherapy,
cognitive rehabilitation). In this case of RoboMusic, this
is done by the professional music composers who designs
the musical tracks (primitives) and tries to ensure that the
tracks can mix (coordinate) in an aesthetical appealing
form (i.e. the music composer becomes a designer of
primitive behaviours for a behaviour-based system [4].)

The RoboMusic concept is general to many different
implementations of musical primitives, coordination
mechanisms and designs of ‘instruments’. Here, we
exemplified with the cubic I-BLOCKS as an instance of
modular playware for RoboMusic, and the cubic I-
BLOCKS showed good potential in a number of informal
tests. Whereas this paper by intention provides the
general concept description of RoboMusic with modular
playware, future publications will report on more formal
testing with the cubic I-BLOCKS, and hopefully other
researchers may utilise the general concept for
investigating other implementations and experiments.
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Abstract

We present the design philosophy, the implementation
and various applications of XML-based genetic pro-
gramming (GP) framework (XGP). The key feature of
XGP is the distinct representation of genetic programs as
DOM-parse trees featuring corresponding flat XML-text.
XGP contributes to the achievement of (i) fast prototyp-
ing of GP by using the standard built-in API of
DOM-parsers for manipulating the genetic programs, (ii)
human-readability and modifiability of the genetic rep-
resentations (iii) generic support for the representation of
grammar of strongly-typed GP using W3C-standardized
XML-schema; and (iv) inherent inter-machine migrat-
ability of the text-based genetic representation (i.e., the
XML text) in the distributed implementations of GP.

Keywords: genetic programming, strongly-typed genetic
programming, genetic representation, XML, DOM.

1 Motivation

Developing controllers of mobile autonomous robots
is often performed as a sequence of simulated off-line
design (phylogenetic learning) of the robot’s software
model followed by on-line adaptation (ontogenetic
learning) on the physical robot situated in real environ-
ment. Justification to incorporate off-line software simu-
lation into the process of robots controller design comes
from the facts that verification of robot behavior on
physical robots is extremely time consuming and often
dangerous for the robot and surrounding environment.
These arguments in favor of software simulation of con-
troller as a process, which precedes the physical design
and online learning on real robot become even more
relevant within the context of recently emerged trends in
robotics such as investigating the social behavior, the role
and value of communication in emergent coherence, co-
operation and collaboration in the robots’ societies situ-
ated in inherently competitive or cooperative environ-
ments. Simulating robot controllers as software agents
and focusing on the model of their relevant features is
viewed as a promising way to address the above men-
tioned shortcomings of direct verification of behavior on
physical robots.

GP, which we propose as an approach for offline
learning implies that the agent’s code is automatically
designed by computer system via simulated evolution
employing selection and survival of the fittest in a way
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similar to the evolution of species in the nature. While
for many tasks handcrafting the agent code can be seen
as natural approach, it might be unfeasible for most of
real-world problems due to their typically enormous
complexity. Moreover, in many problems the challenge is
to develop a solution, which is competitive or even better
than human-designed one. Such a solution might be well
beyond the abilities of human to handcraft it.

The software model of the evolvable robot’s control-
ler should fulfill the basic requirements of being adequate,
fast running, and quickly developed. Considering the
adequacy of the model as beyond the scope of this
document, we intend to highlight the issues related to the
efficiency of the system (in terms of reduced developing-
and execution time) for evolving agent’s behavior. The
typically slow developing time of GP stems from the
highly specific semantics of main attributes of GP (rep-
resentation, initial population, genetic operations and
fitness evaluation) and the lack of generic support to
these attributes in 3G algorithmic languages and corre-
sponding software engineering standards. Developing
time of GP can be significantly reduced incorporating
commodity-off-the-shelf software components and stan-
dards in software engineering of GP. The runtime of GP
can be reduced as a cumulative result of reduced compu-
tational effort (the amount of individuals that should be
processed in order to obtain a solution with specified
probability) and increased computational performance
(the amount of individuals evaluated per unit of time).

The objective of our research is to develop a genetic
representation of the evolvable autonomous agents,
which based on commodity-off-the-shelf software com-
ponents and widely adopted industrial standards, would
facilitate the achievement of easy and quick development
phase of GP and would contribute to the achievement of
better computational effort. The long-term aim is to em-
ploy such a representation in our research on the emer-
gence and the survival value of social behavior and
communication in multi-agent systems.

The remaining of the document is organized as fol-
lows. Section 2 introduces GP as algorithmic paradigm
for offline learning of behavior of predator agents in
predator-prey multi-agent systems (MAS). It also elabo-
rates the proposed approach of representing evolvable
agents (genetic programs) as DOM-parsing trees and
discusses its design-time and runtime-related implica-
tions. Section 3 presents the result of verification of our
approach on predator-prey pursuit problem. Conclusion
is drawn in Section 4.



2 Approach
2.1 Algorithmic Paradigm

We consider a set of stimulus-response rules as a
natural way to model the reactive behavior of autono-
mous agents which in general can be evolved using artifi-
cial neural networks, genetic algorithms, and GP. GP is
a domain-independent problem solving approach in
which a population of computer programs (individuals) is
evolved to solve problems [2]. The simulated evolution
in GP is based on the Darwinian principle of reproduc-
tion and survival of the fittest. In GP individuals are rep-
resented as parsing trees whose nodes are functions, vari-
ables or constants. The nodes that have sub-trees are
non-terminals - they represent functions where the

sub-trees represent the arguments to function of that node.

Variables and constants are terminals — they take no ar-
guments and they always are leaves in the parsing tree.
The set of terminals for evolving agent’s behavior in
predator-prey MAS [3] includes the relevant stimuli such
as perceptions (e.g. distance and visible angle to various
objects in the world), its own state, etc.; and the response
(actions) which the agent is able to perform. The most
relevant functions (non-terminals) are the arithmetical
and logical operators (>, <, =, +, -, etc.), and the 1F-THEN
function, establishing the relationship between certain
stimulus and corresponding response. A sample stimu-
lus-response rule is shown in Figure 1. It expresses a
reactive behavior of turning to the bearing (angle) of the
peer agent (Peer_a) plus 10 (degrees) as a result of
stimulus of distance to that agent (Peer_d) being less
than 20 (mm). A parsing tree of rule, depicted in Figure 1
is shown in Figure 2.

| IF (Peer_d<20) THEN Turn(Peer_a+10) |

Figure 1. Sample stimulus-response rule governing the agent
behavior.

Figure 2. Sample stimulus-response rule represented as a pars-
ing tree in GP.

Parsing-tree representation and its flat equivalents
(LISP S-expression, postfix or prefix notations) are typi-
cally maintained and manipulated by GP-systems in a
customized way. Therefore, an eventual tailoring of the
available general purpose GP-systems for the task of
evolving autonomous agents would be a time consuming
approach. Design of GP-system from scratch would be
(if not the only feasible) at least faster and more flexible
way, providing that the implementation of main attributes
of GP is based on widely adopted industrial standards
and off-the-shelf technologies.

2.2 Genetic Representation

Inspired by flexibility and recently emerged wide-
spread adoption of document object model (DOM) and
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extensible markup language (XML), we propose an ap-
proach of representing genetic program as a
DOM-parsing tree featuring corresponding flat XML text.
Our additional inspiration comes from the fact that de-
spite of the reported use of DOM/XML for representing
computer architectures, source codes, and agents’ com-
munication languages we are not aware about any at-
tempts to employ this technology for representing ev-
olvable structures such as genetic programs in generic,
standard, and portable way. Our approach implies per-
forming genetic operations on DOM-parsing tree using
off-the  shelf, platform- and language neutral
DOM-parsers, and using XML-text representation as a
format, feasible for migration among the computational
nodes in eventual distributed GP.

The DOM-parsing tree of the sample rule considered
earlier (Figure 1) looks in exactly the same way as pars-
ing tree in canonical representation of genetic programs
(Figure 2). However the flat representation of the rule is
XML (Figure 3), rather than LISP S-expression.

<GP>
<IF-THEN>
<LE>
<PERC>Peer d</PERC>
<PERC>20</PERC>
>

S:
<PERC>Peer a</PERC>
<PERC>10</PERC>
</PLUS>
</TURN>
</1F-THEN>
</GP>

Figure 3. XML representation of stimulus-response rule in GP.

2.3 Design-time Implications

In contrast to the typical approaches to manipulate
parsing trees using custom code and representations, the
proposed XML-based genetic programming (XGP) offers
benefits of requiring minimum programming efforts and
allowing developers to use the software platform, devel-
oping language, and/or programming paradigm which
better fits the aims of concrete implementation of GP.
These benefits are result of:

e Use of APl of DOM-parsers: parsing tree of genetic
program is manipulated using built-in APl of
DOM-parsers,

o Platform neutrality of parsers: DOM-parsers are avail-
able for virtually any of widely used software plat-
forms (e.g., as Java classes), facilitating the portability
of GP across different software platforms,

e Language neutrality of parsers: DOM-parsers are also
available as language-neutral components (e.g. Micro-
soft COM), offering the same programming model of
parsing trees regardless of the language employed to
develop the code of GP that manipulates them, and

e Paradigm neutrality of parsers: DOM-parsers are
available for programming paradigms, such as data-
base stored procedures, web-client and web-server-side
scripts, etc.

2.4 Run-time Implications

The potential strength of GP to automatically evolve
a set of stimulus-response rules featuring arbitrary com-
plexity without the need to a priory specify the extent of



such complexity might imply an enormous computational
effort caused by the need to discover a huge search space
while looking for optimal solution to the problem. A
well-known way to limit the search space, and conse-
quently, to reduce the computational effort of GP is to
impose a restriction on the syntax of evolved genetic
programs based on their a priory known, domain specific
semantics. The approach is known as strongly typed ge-
netic programming (STGP) and its advantage over ca-
nonical GP in achieving better computational effort is
well proven. Our objective is in XGP to realize a generic
support of STGP.

Considering the same sample rule as shown in Figure
3, and multimodality of perception information, it is no-
ticeable that all nodes (i.e. both the functions and their
operands) are associated with data types such as distance
(Peer_d, 20), angle (Peer_a, 10), Boolean (Peer_d<20),
etc. An eventual arbitrary creation or modification of
such genetic program semantically would make little
sense: e.g. it is unfeasible to maintain a rule with stimu-
lus-related part featuring arithmetical expression in-
volving operands of different data types (e.g. distance,
angle and Booleans) at least because physically they are
of different dimensions. In addition, there is clear possi-
bility in maintaining introns if such an expression com-
pares perception variable with constant beyond the range
of corresponding sensor (e.g. Peer_d>1000, in case that
sensor range is 400). Analogically, the semantics of ac-
tion Turn() implies a parameter of corresponding data
type - an angle. However data types are not explicitly
specified in considered so far DOM/XML representation
of genetic programs in XGP, and consequently, not evi-
dent for the routines that create and alter it. To address
the issue, in XGP we explicitly introduced the notion of
type (in a way similar to STGP) represented as XML-tag
for all the entities the genetic programs are composed of.
In addition, we established a set of rules (i.e. grammar)
describing the allowed relationship between types in se-
mantically meaningful genetic program. Routines that
create and alter genetic programs (e.g. creation of initial
population and mutation) refer to the type of entity they
are going to currently alter and impose the corresponding
constraints to the sub-tree structures or values being gen-
erated. In crossover only nodes (with corresponding
sub-trees) of the same type can be swapped.

In XGP we represent the grammar of STGP as a XML
schema [1][2], which is an official World Wide Web
Consortium (W3C) recommended, standard way to
define the relationship among the entities in
XML-document (i.e. genetic program). Since the syntax
of schema conforms to the XML-standard, the routines
those create and alter the parsing tree of genetic program
access the schema via APl of DOM-parsers in a way,
identical to the way of accessing DOM/XML-based
representation of genetic program.

We developed a set of formal rules for translating a
BNF-defined grammar of STGP into corresponding
XML-schema. Without touching the details of such rules,
we present the resulting fragment of XML-schema
(Figure 4) that corresponds to stimulus-related part of
sample rule illustrated in Figure 3. Notice the definition
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of the sensory abilities — the morphology of the agent: the
kind of perception information (wall_d, Peer_d) and
the range of corresponding sensor (0..400). In a similar
way XML schema defines the response abilities (actions)
of the agents. Considering the communication as
response for the speaker and stimulus for listener, the
XML-schema offers a generic way to define the
communication abilities of the agent. The section of
XML-representation of strongly typed genetic program
created applying the same fragment of XML schema is
shown in Figure 5.

<xs:complexType name="IF-THEN"'><xs:sequence>
<xs:element name=""COND-THEN" type="COND-THEN" />
<xs:element name="THEN" type="THEN" />
</xs:sequence></xs:complexType>
<xs:complexType name=""COND-THEN">
<xs:choice>
<xs:element name=""COND_TDist" type="COND_TDist" />

</xs:choice></xs:complexType>
<xs:complexType name=""COND_TDist">
<xs:sequence>
<xs:element name="VAR_TDist" type="VAR_TDist" />
<xs:element name="OPER_TDist" type="OPER_TDist" />
<xs:element name=""CONST_TDist" type="CONST_TDist" />
</xs:sequence></xs:complexType>
<xs:simpleType name="VAR_TDist">
<xs:restriction base="xs:string">
<xs:enumeration value="Wall_d" />
<xs:enumeration value='"Peer_d" />
</xs:restriction></xs:simpleType>
<xs:simpleType name="OPER_TDist">
<xs:restriction base="xs:string">
<xs:enumeration value="GE" />
<xs:enumeration value="LE" />
</xs:restriction></xs:simpleType>
<xs:simpleType name="CONST_TDist">
<xs:restriction base="xs:integer">
<xs:maxlInclusive value="400" />
</xs:restriction></xs:simpleType>

Figure 4. XML schema of XGP, defining the grammar
corresponding to the stimulus-related part of rule shown in
Figure 1 and Figure 2.

<GP>
<IF-THEN>
<COND-THEN>
<COND_TDist>
<VAR_TDist>Peer_d</VAR_TDist>
<OPER_TDist>LE</OPER_TDist>
<CONST_TDist>20</CONST_TDist>
</COND_TDist>
</COND-THEN>
<THEN>
</THEN>
</1F-THEN>
</GP>

Figure 5. XML-representation of strongly typed genetic pro-
gram, created applying the fragment of XML schema shown in
Figure 4.

3 Verification

In order to verify the feasibility of XGP and its de-
sign- and run-time implication we implemented a proto-
type of GP system for offline phylogenetic learning of
agents in predator-prey pursuit problem. The problem
comprises four predators (agents) whose goals are to
capture a prey by surrounding it on all sides in a world
(Figure 6) [3]. XGP runs on Windows OS system and
employs Microsoft DOM parser — MSXML4.0. Consid-
ering the elaboration of the issues related to the emer-
gence of surrounding behavior as irrelevant to the aims
of this document and focusing on the verification of pro-
posed approach as technology for representing genetic




programs, we would like to summarize the result as fol-

lows:

¢ Developing the prototype of XGP is significantly alle-
viated by use of DOM-parser. We measured about few
[men x days] of development efforts (without consid-
ering the development of user interface), and

e XML schema in XGP offers generic way to impose the
semantics constraints of genetic programs represented
as DOM-parsing trees. The resulting computational
effort for considered instance of predator-prey problem
is relatively low and is in order of several thousands
evaluations of genetic programs.
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The manipulation of genetic programs implies the use of
build-in API of off-the-shelf DOM-parsers. The approach
features significant reduction of time consumption of
usually slow process of software engineering of GP. In
addition it offers a generic way to facilitate the reduction
of computational effort via limitation of search space of
GP by handling of only semantically correct genetic pro-
grams. Consistent with the concept of strongly typed GP,
an approach of using W3C-recommended standard XML
schema is developed as a generic way to represent and
impose the grammar rules. The ideas laid in the founda-
tion of the proposed approach are verified on the imple-
mentation of genetic programming for evolving social
behavior of agents in predator prey pursuit problem. Due
to the domain neutrality of GP, the approach can be ap-
plied for quick developing of efficiently running GP in
various problem domains.
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Figure 6. Snapshot of XML, employed for evolution of predator
agents in predator-prey MAS

We observed similar design-, and run-rime implications
of XGP, also applied for the evolution of snake-like robot
(Figure 7)  [4], Sony’s Aibo quadruped robot (Figure 8),
and computer-controlled scale car [5].
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Figure 7. XGP applied for evolution of locomotion gaits of
simulated snake-like robot.

4 Conclusion

We presented the result of our work on the role of
genetic representation in facilitating quick design of effi-
ciently running offline phylogenetic learning via GP. We
proposed an XML-based genetic programming featuring
a portable representation of evolvable agents (genetic
programs) based on widely adopted DOM/XML standard.
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Figure 8. XGP applied for evolution of postures of the model of
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Abstract. As a promising research field after the turn of the new century, Default Mode Network (abbreviated as DMN)
of the brain shows the strong potential of a new breakthrough to neuroscience, which emphasizes the baseline of the
brain’s activities when the brain is awake but without any external input signal to it. This study is highlighted recently
and expected to provide keys to understanding the mental disorders. This paper consists of following two sections: (1)
A brief tutorial on the DMN is presented with necessary fundamental knowledge of neuroscience on the brain. (2) A
framework of network informatics for DMN is proposed based on network dynamics; models of information networks
are discussed by bridging the gap between the level of regions and the level of neurons of the brain; and major issues
on analyzing the DMN by brain imaging technologies are discussed as well. In a word, one of the inspirations from
DMN is how spontaneous collective behavior is emerged within an autonomous system, which is crucial to
systematically understand the brain’s function and exploring new design principles of autonomous robotics to
demonstrate complex life-like behaviors in engineering.

Keywords: Default Mode Network, Neuroscience, Brain’s Function.

L. INTRODUCTION I1. BASIS OF NEUROSCIENCE

As one of most mysterious phenomena, the human’s 1. The Levels of Neuroscience
intelligence from the brain is always an important theme By means of neuroscience, the brain is studied at the
for sciences, in which the psychological aspect of the cognitive, functional, (functionally-specified) sub-
human’s behaviors has a relative long history. With the systems, cellular and molecular level in terms of
advances in brain imaging technologies such as fMRI, reductionism. Here the sub-systems refer to those
MEG, PET, NIRS, EEG and others, nowadays the nervous systems such as sensory, motor and regulatory
images constructed by the signals of the brain’s systems.

tiviti ith certain d f th tial and t 1 N . .
activities with certain degree of the spatial and tempora 2. Quantitative Analysis of Neuron Interactions

resolution are obtained. Consequently, it becomes oy . o
4 ¥ The quantitative analysis of neuron activities can be

feasible to quantitatively analyze the informatics . . .
q y Y carried out at the level of the regions of the brain and

network mechanism for the brain’s function. . .
used as the reference for modeling the dynamics of the

It is well known that autonomy exists in the nervous .. .
y neurons and their interactions. Here one of the methods

systems such as autonomous sympathetic and . . e
Y ymp for modeling the dynamics of neuron activities is the

arasympathetic nervous systems. In the artificial life . . . . ..
parasymp vous sy nonlinear differential equations under the condition of

ity, the brai 1 tem i f th .
community, the brain as a compriex system 15 ofie o the the mean field theory. Column-centered model is an

kernel contents of the study on innovating new core . . .
Y & important method to bridge the gap between the regions

i inciples of inspi . . . .
design principles of autonomous robot systems inspired and neurons and shows high efficiency in analyzing the

by artificial life, where the informatics network is . . . .
dynamics mechanism of the signaling processes among

expected to play an inevitable role. .
P play interacted neurons. In order to understand how the
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interactions of neurons contribute to the dynamical
behavior of the neural signaling leading to systematical
modeling of nervous system, systematically modeling
for computational neuroscience is necessary and

imperative.

3. Integrating Dynamics and Signal Processing
By integrating the methodology of systems biology
and principle of computational neuroscience, the neuron
interaction mechanism can be inferred by using the
correlation degree of the time series signals observed by
As
quantitative analysis on the above mentioned dynamical

brain imaging technologies. an example of
signaling process, blind identification is expected to be
used to identify the structure the network that consists
of the neurons where correlated signaling processes are
based on the self-oscillation phenomenon. In order to
systematically understanding the underlying dynamics
of the interacted neuron activities, the methodology of
complex science is helpful when the signaling network

of the brain is modeled in terms of complex systems.

4. DMN as an Instance for Brain Science
Default Model Network (abbreviated as DMN) [1~5]
is an instance of complex systems. Both in nature and in
engineering, various types of complex systems have
been observed. In order to explore new information
unknown
mechanism in brains, it is necessary to know what the

processing  paradigm to  understand
brain is doing when it has no input signals when the
brain is modeled as a system. This status is the baseline
of the brain, which plays an important role on
observation and analysis of the brain in nonlinear
dynamics. In the eyes of complex systems, DMN
provides us important information on the baseline state

of the brain, which is a promising field of neuroscience.

I1. BASIS OF DEFAULT MODE NETWORK

1. Concept of DMN

Default Mode Network is a network of signals
within the brain when the system of the brain has no
input. In informatics DMN is formulated as graph in
topology G = <V, E> where V is the set of the vertexes
and E is the set of the edges. The vertex refers to the
location of the regions of the brain, which is known in
anatomy. The value of the vertex refers to the signals
obtained from brain imaging, e.g., fMRI. The edge
refers to the relationship among the vertexes, i.e., the
interaction

functionally connection and structural

among regions. Here, functional connection means that
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the regions cooperate for certain functions of the brain;
structural interaction means that the signals of the nodes
located at specific regions of the brain are included in a
function in nonlinear dynamics so that some of these
signals influence other signals or all of these influence
each other. The weight of the edges can be assigned by
the value of the functional connectivity measure
between the two nodes linked by the edge.

DMN is active under the condition of the resting state
of the brain. In order to describe the corresponding
dynamics of DMN, a dynamical graph is given as
follows: G = <V, E, 0> where Q is a function to
describe the dynamics of the signaling process for the
variables corresponding to the vertexes. The general
form of Q is given as follows:

d/th] :ﬁ (X],Xz, ...,Xn)
d/thg :_/{2 (X], Xz, ceey Xn)
didt X, =f, (X1, X3, ..., Xo)

where X;, X, ..., X, are the variables that correspond
to the vertexes, f(.), />(.), ..., f»(.) are the functions to
describe the underlying dynamics. In computational
neuroscience, one of the tasks is to identify these

The
information processing mechanism of DMN looks like

function based on the data of the wvariables.

the operating system of a computer or a network in
metaphor. It is clear that the dynamics mechanism of
DMN is one of the kernel topics in computational
neuroscience.

2. Significance of DMN Study in Medicine

One of the direct applications of DMN research may
be the medicine although there is still a long way to go,
owing to the fact that DMN is related to the states of
brains when diseases such as autism, schizophrenia and
Alzheimer’s disease occur [1].

3. DMN as a Topological Graph

In anatomy, the areas where DMN is located include:
vMPFC — Ventral medial prefrontal cortex; PCC/Rsp —
posterior cingulated/retosplenial cortex; IPL — Inferior
parietal lobule; LTC — Lateral temporal cortex; dMPFC
— dorsal medial prefrontal cortex; HF+ Hippocampal
formation.

With the reference of the anatomical locations, a
topological representation is summarized in [1], which
is an undirected graph consisting of the set of nodes
{IPL(R and L types of IPL), PCC/Rsp, vMPFC,



dMPFC(negative), PHC(R,L types of PHC), HF (R and
L types of HF), LTC (L and R types of LTC)} and links
whose length is given according to the correlation
measurement. Here AIMPFC(negative) refers to that the
signal of dMPFC is anti-correlated with the one of the
medial temporal lobe subsystem [2]. This topological
network shows an interesting feature — the structure of
hubs in network structure and sub-systems in system
structure.

region of the brain

Algorithm
Identification of the interaction
(in the pseudo code)

for i=0 to n-1
{
for j=1ton-1
icolumn | modeling {
calculate_correlation(X(i),Y(j)); // izi //
assume_model(F);
model_check(g,X);
parameter_tuning(¢) ;
}
}

The notations and explanation of the algorithm
are given in the text of the paper.

neuron O

Fig. 1 The Identification Algorithm

III. NETWORK IFNORMATICS FOR DMN

1. Building Blocks of the DMN Dynamics
Multiple nodes and links for interaction among these
nodes are the basis for networking. On the nonlinear
dynamics, feedforward and feedback are two key
factors. The node should be assigned with the signals
constrained by nonlinear dynamics. The nonlinear
dynamics here should be temporal and/or spatial.
Considering an autonomous distributed (decentralized)
system that consists of elements of information
processing (e.g., agent in autonomous multi-agent
systems), the local rules are defined and assigned to the
elements, and no central control exists. The interaction
among these autonomous components (elements) gives
rise to the collective behavior, which reflects the
emergence from the network with nonlinear dynamics.

2. The network informatics framework for DMN
The framework of network informatics for DMN is
suggested as follows:
(1) The basic data structure for dynamical networks:
We can adopt the representation of dynamical
networks as graph in topology and/or dynamical graph
to describe the underlying network structure and
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corresponding dynamics mechanism for the signaling
processes.
(2) Discrete Models:

Discrete mathematical models including automata are
possible to describe the autonomy of the underlying
network under the condition of the abstraction.

(3) Nonlinear Dynamics:

Considering the characteristics of the distributed
system where each node is formalized by certain local
rules and the interactions among these nodes give rise to
the collective behaviors, a generalization of the entire
network as a system is necessary. In principle, the
Generalization takes the following form:

d/di[ Xy(t+1)]= - o Xy(t) + nonlinearity + n (noise) (1)

where i=0,1.,..., n-1 refers to the index of the node
within the network. The study on the nonlinear
dynamics aspect of DMN covers a broad scope from
multiple disciplinary fields, e.g., stability and robustness
are two issues to evaluate the performance of the system
of DMN where the related parametric specificity is
quantitatively analyzed. It will be also an interesting
topic to investigate whether or not the chaos and/or
bifurcation exist in DMN. In Fig.l, an identification
algorithm is given in brief.
(4) Cognitive science aspect of the DMN

According to the relation between self-reference and
DMN, the Bayesian model can be expected to model the
function by using logical operation in computer science
where the stochastic models and logic programming
will be integrated.
(5) DMN-Inspired Routing for Computer Networks

Considering the dynamics mechanism of DMN and
computer networks, a DMN-inspired routing algorithm
for overlay networks in the field of computer networks
is proposed as follows:

Algorithm (in the pseudo code)

initialization ()

WHILE NOT (V#£2)

// multiple path for multiple input and output //
do
{
select (i,))
// select any two nodes i and j (i#j) for a path from i

toj//

V € V/{node(i), node(j)}
I=i



WHILE NOT (node (j) is reached)
{
single path generation
// start from node i //
calculate correlation (node(l), node(l+1))
// return {correlation (node(1), node(l+1))} //
neighbor_find(l,(correlation
(node(l),node(1+1))<Tc))
// select node (1) with correlation (flow (node(l),
node(1+1))
that satisfies certain threshold //
// return (node (1+1)) //
path (1, 1+1)
weight _of path (L1+1) € capacity (path (1, 1+1))
for1' =0 to M;-1
//'1" is the node in the set of V except i, j, 1 (I#)
and 1+1 //
{
weight of link (1,1")
// set by Monte Carlo method //
/11" & path (11+1) //
path_set' (1') € path_setU {path (1')}
V'=v'u{l'}
H
return (matrix (1,1')) // the size of the matrix is M
XM, //
path_set & path_set U path (1,1+1)
I++
§
path_set' € path_setUpath_set' (1')
modeling_the dynamics (V')
// to estimate the signal of node (j) according to the
path_set' //
calcaulte difference(correlation(path_set),correlation(
path_set'))
// return diff(correlation(path_set), correlation(path_set'
) //
diff v € diff (correlation(path_set),
correlation(path_set'))
if diff v>Td
{
reconfigure()
// the kernel operation is
path_set € path_set' //

H
routing_by path (path_set)

Fig. 2 An algorithm of routing
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Here the anti-correlated signal (time series) in DMN
gives us the hint to select multiple routes that the related
flows are with the complementary quantities. The total
quantity of the traffic in the multiple routes is
considered in this case. Normally in the transport layer,
the knowledge of TCP dynamics can be used to design
congestion window control and rate control. But in the
case the existing route fails, the above-mentioned
algorithm will be applied.

VI. CONCLUSION

The basis and the framework of DMN are presented
in this paper, and a brief picture of DMN is made in the
eyes of network informatics. As one of the examples of
a DMN-inspired
routing algorithm is proposed, from which robustness is

biologically inspired networking,

expected to be obtained.
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Abstract

In this conceptual paper, we describe and define the
range of possible applications and the technical contours
of a robotic system to be worn on the body for playful
interactions. Earlier work on Modular Robotic Wearable,
MRW, described how, by using modular robotics for
creating wearable, it is possible to obtain a flexible
wearable processing system, where freely inter-
changeable input/output modules can be positioned on
the body suit in accordance with the task at hand. Here,
we drive the attention on early prototypes to show the
potentialities of such an approach, and focus on depicting
possible application in the electronic games domain.
Indeed, the Modular Robotic Wearable is an example of
modular playware, which can create playful interactions
for many application domains, including electronic
games.

Modular Robotic Wearable and Gaming

The Modular Robotic Wearable (MRW) technology [1]
is an attempt to build a ubiquitous gaming interface
strictly keeping in mind the early future of computer
game design and game play. It considers the research and
development of tangible narratives and live role-playing
games, as well as interactive narrative experiences
moving away from traditional media to fully embrace the
physical surrounding. The MRW technology is designed
for ubiquity, sensitivity, and tangibility, and it enhances
electronic devices interfaces to bring them in a real-
world/real-body context through the use of multiple
sensors detecting posture, gesture, physical and body
parameters, location, proximity, direction, etc.

The basic idea underlying the MRW systems is to move
the games interaction out of the usual “push the button”,
“click here” or the “move the stick” routine, to reach a
body-game interrelation experience which should be in
part conscious and, in part, unconscious or automated.
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Therefore, the challenge is to design a general gaming
interface that focuses on the player's body interaction
with real world, and possibly a social environment.
Indeed, we believe that the player can be easily identified
as a specific and unique character/personality which can
be measured, quantified, and formalized, through body
actions and interactions, in order to play his/her
specific/personalized role. (An example of categorization
of players on playgrounds is provided in [2].)

Through the use of the MRW technology, a large set of
games can be conceived as a body-to-body set-up, hence
without any intervening external hardware or software.
That is because once certain MRW modules are worn,
they transform the user into a “physical agent” in the
world as well as between other physical agents.
Therefore, we can hypothesize any behavior based (e.g.
flocking) or ambient related (i.e. physical parameter
chasing) game.

Physical game interfaces

For decades, the arcade game industry has developed
physical game interfaces. In the 1990’s, Konami
developed the BEMANI (BeatMania) series of music
games (e.g. Physical DJ games) and Namco developed
the famous Taiko no Tatsujin drum game, where the
player has to physically hit the drum with two large
drumsticks based upon the colored circles that appear on
the graphical monitor encoded to follow the drum beat.
This physical game structure was developed in a very
similar form into numerous physical music interaction
games such as GuitarFreaks, Guitar Hero, Drumania,
Dance Dance Revolution, etc. Also, the arcade game
industry developed physical game interfaces for shooter
games (e.g. guns) and sports games (e.g. skies, sports
cars). Such arcade game machines are typically
expensive, with the cost in the order of 10.000 USD, but
over the last decade, cheaper versions have penetrated



into the consumer game market. Sony developed the Eye-
toys with a camera detecting physical motions for
creating a home use physical interaction to games, and
also early examples include simple guns for shooter
games and simple steering wheels for racing car games.
Simple dancing mats were developed for Disney games
and dancing games, and later electronic plastic guitars
were made for Guitar Hero and similar music games
duplicating the arcade games.

It is clear that Nintendo revolutionized the game console
market with the launch of the Nintendo Wii, which has
sold a volume of approximately 70 million. Wii's hand-
held game controller embeds a 3-axis accelerometer and
IR sensor to measure motion, using an infra-red light
reference to calibrate the motion relative to a fixed
source. With the Nintendo Wii, physical game interaction
has positioned itself as a very important part of a large
part of gaming.

In parallel to this development for home use of physical
game interfaces, there has been a development of
physical game interfaces for fitness and health, also
known as exergames (exercise games). Numerous
exergames are developed. The different kinds of sensory
exercise bikes with interface to screen based games is a
simple example (e.g. [3]), and numerous other physical
exercise interfaces were developed for screen based
games, e.g. Trazer and Dance Dance Revolution for
health and fitness purposes. Also, Wii Fit was developed
as a physical exergame interface to screen based games.
However, many exergames are also developed to be
stand alone physical games without graphical game
interfaces on a screen, in order to facilitate the set-up and
versatility of use. These physical exergame products
include LightSpace, tWall, skywall, DigiWall,
sportstrainer, Makoto, etc. In these cases, the set-up is
fixed for the user. In contrast, as an exergame, Modular
Robotic Tiles provide the opportunity to have a flexible
set-up which can easily be set up by any user within a
minute [4, 5].

Another category of physical game interfaces are
technology enhanced playgrounds such as the Smart-Us
from Lappset, and the ICON from KOMPAN. In these
cases, playgrounds are enhanced with sensors, typically
touch sensors, and the playgrounds will react dependent
on the children’s physical movements on the playground.
Smart-Us is mainly screen based, so that the feedback on
the physical interaction happens graphically on a screen,
whereas ICON avoids the screen and provides sound and
colored light feedback from items placed on the
traditional playground equipment itself.
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Also, physical user interfaces have been developed for
mobile games. For instance Bleecker and Brinson [6]
used a tablet PC and 3—axis orientation sensor to allow
the players to observe the entire game scene by
physically moving their bodies in a full 360 degree circle.
Other handheld consoles with tilt sensors such as i-Phone
and Nintendo Game Boy Advance are used for physical
interactions to control screen based games (on the small
handheld console screen). Further, augmented reality
games, such as augmenting traditional toys with RFID
tags (e.g. by Miglino et al. and numerous products on the
market), may allow the toy object to react dependent on
where the player physically move it (on top of RFID tag
readers).

Other mobile games with physical body interaction
include location based games, both on a small scale
indoor with tracking systems using IR, cameras, etc., and
on a larger scale outdoor using GPS and mobile phone
signals. Outdoor location based games often demand the
players to move around physically, e.g. in the city space,
while having mobile phones or other handheld devices
with small screens tracked through GPS signals. An
example of a contextualized location based game,
Visions of Sara, is developed by Ejsing-Duun and
DJEEO [7]. The indoor systems are often bulky and
demand the set-up of an infrastructure, careful
calibration, etc. For instance, this is often the case when
using camera-projector systems (e.g. [8]), though the
camera-projector systems can provide for interesting
physical interaction and displays such as the systems
from Snibbe Interactive (e.g. exhibited at MoMa). A
number of projects have made set-ups to track 3D
gestures, and for instance Payne et. al. [9] tested how 3D
gestures affect usability and "fun" for screen based game
user interfaces.

The physical game interfaces may also provide social
interaction over distance, where users interact physically
at one location to manipulate signals (the game) at
another location. For instance, Mueller et al. showed how
physical ball game activities were transferred over
distance to a user at another location as overlayed video
conferencing [10]. Such haptic interfaces for social
interaction over distance can take many forms. For
instance, in 2001, the New York Hall of Science arranged
a tug-of-war between two teams of children 13 miles
apart from each.

When designing for a playful human physical interaction,
it is of course important to consider what category of
physical interaction is intended. For instance, some
physical game interfaces may not withstand strong
physical actions, whereas others may be designed for



forceful, strong interactions with the body, such as
required in many sports activities [11]. As a guideline for
the design of interactive device(s), it is important to
design the interactive device(s) with the physical activity
and use in mind.

MRW Definition and Characteristics

Modular Robotic Wearable (MRW) was defined [1] as a
robotic system composed of interactive robotic modules
which are worn on the body.

e By wearable we intend that the system has to be
worn on the body and interact with the body as part
of the surrounding environment of the system.

e By a robotic module we intend an entity with a
physical expression which is able to process and
communicate  with its  surroundings.  The
communication can be directed towards
neighbouring modules and/or via sensory input and
actuation output to the surroundings (i.e. interactive
robotic modules). A modular robotic system is
constructed from many such robotic modules.

Modular Robotic Wearable combines the wearable with
the modular robotics and exploits the intersection of this
combination. This, in combination with the design
guidelines for modular playware [12], provides an
opportunity to obtain a flexible wearable processing
system, where input/output modules (robotic modules)
are freely interchangeable and freely can be positioned on
the body suit in accordance with the task at hand. As with
any modular robotic system, the design of the individual
module is crucial for the performance of the modular
robotic wearable. Design issues include attachment
mechanism, communication method, size, form, material,
and energy as well as the definition of processing, input
and output capabilities. An example of MRW is
presented with the Fatherboard (Fig. 1) [1, 13].

MRW advantages can be summarized as:

— lightweight, small physical device size;

— lightweight operating system which demands
fewer resources;

— good battery life;

— near instant on/off;

— modular, both in configuration and run time use;

— distributed, so components can be worn all over
the body for greater comfort;

— customizable;

— cable free, where possible
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MRW aims to be a set of networked intelligent modules
for the body-state, motion and feeling capture, in virtual
and real realities. For example the enhancement powered
by affect sensitive action/feeling can be easily applied to
software like chats, e-games, iPhone, and etc. in order to
reinforce and intensify own feelings, and reproduce and
simulate the emotions felt by the partner (either virtual or
real) during wired or wireless communication. Such an
implemented system can considerably enhance
emotionally immersive experience providing feelings of
co-presence and intensifies our emotions through the
senses. This is both for basic and complex emotion.

We are now experimenting with textile bands, and
considering the use of different tools which might be
applied to special body parts like fingers, eyes, etc. (see
[1,13] for details). This is because we believe that e.g. a
field like personalized long-term healthcare monitoring
will become fundamental to improve medicine's
capabilities for diagnosing and correctly treating diseases
at an early stage, therefore the production of wearable
wireless sensor networks for health monitoring such as
those provided by the MRW system might be essential.

Indeed, a crucial role might be played by textile-based
electronic sensors, especially if for monitoring and
measuring healthcare parameters. These include ECG
active electrodes; capacitance sensors for respiration
monitoring; modular wireless sensor node system into
several health monitoring clothing applications.

Figure 1. The Fatherboard — one of our first examples of a
Modular Robotic Wearable (MRW), see [1, 13].



Interfacing MRW to games and play

Studying MRW may provide a fundamental
understanding of how humans and autonomous machine
agents can operate efficiently as teams to accomplish
mission objectives and share in tasks in a way that the
differing abilities of the humans and machines are used to
best advantage. This sharing and interactions can happen
with immersive 3D VR techniques, games, etc. on one
side, and reactive physical material on the other side, e.g.
augmented reality object (RFID) and special robots /
automated machines that perform complex tasks with
certain impact. In both cases, we can study the interaction
as a play scenario.

For such studies, we can utilise one of the major
advantages of MRW systems, namely the possibility to
interface it with existing commercial devices like games
and other products. When doing so, we must consider
that a MWR device is both multifaceted and multi-modal,
since it might serve a software with almost any kind of
information coming from almost any part of the body.
Being multi-connected to electronic artefacts means,
besides controlling a large part of the physical-to-virtual
representation of the body, to speed the dialog with any
software and to, eventually, open to unconscious
reactions. Thus enhancing the interfacing to a much
higher level of human-machine interrelation and pushing
the game to a much higher emotional level.

Once certain MRW modules are worn, they transform the
user into a “physical agent” in the world, as well as a
physical agent between other physical agents. Therefore,
with MRW we can hypothesize any behavior based (e.g.
flocking) or ambient related (i.e. physical parameter
chasing) game.

MRW modules are realized in such a way that they can
interact via wireless connection with both a specific
hardware (e.g., Bluetooth, XBee) or amongst each other
(e.g. Xbee). In this way, modules positioned on
strategical places of the body, say the hands, the feet, the
heart, and so on can communicate their acceleration, 3D
position and state to virtual/real companion/adversary
both in software and real games extending the physical
capabilities of the players. One interesting point of such a
tool is that the modules, being in most cases plug-and-
play and easily applicable can be replaced and substituted
quickly or, vice-versa, can be switched from one player's
costume to another player’s costume, right away. This
may increase the game(s) dynamic and favor the
exchange of roles amongst players. In this sense, such
modules can provide the player with an immediate
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feedback (e.g. through lights, vibrations and sounds)
enhancing the personal experience to a personal and
'believable’ level.

Further, since some modules are built in order to perceive
and measure ambient circumstances and parameters (i.e.
proximity, distance, temperature, humidity, light, etc.)
they enlarge considerably the feeling of the player of
being immerse into the world, and the idea of using the
physical world as part of the game. Hence, such modules
might result very significant when trying to conceive
immersion and engagement in games and tend to arise
the feeling of location-dependent actions/reaction. Being
lightweight and wearable, MRW based games might
easily be played everywhere — especially when not
incorporating external devices.

Finally, some of the modules, e.g. for the Fatherboard
(see Fig. 1 and [1, 13] for details), were conceived for
aesthetic purposes (i.e. lights, sounds, etc.) and were
thought as for being activated either by the host agent
(i.e. the player wearing the specific module) and the
client agent (i.e. the other player/s). Such a conception,
besides increasing the elegance of the game and the
aesthetic of interaction power of ‘“seduction” of the
games, sometimes raise them to a “magic” level -- it is
the “magic” makes the difference when differentiating
games and beautiful games. Despite of that, of course,
such aesthetics-modules besides being for the “fantasy”
might still be realistic and functional with the MRW
approach.
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Absrracr: Yokota b has proposed his original semantic theory “Mental Image Directed Semantic Theory (BIDSTY
and has been challenging 1o model natural intelligence az o formal svatem. This paper presents the fundamentals of the
formial syatem and how to formalize mental operations and notwal concepts within it

Keywards, Mowral mielligence, Mental mmoage model Motural longuage, Formal system

I INTRODUCTION

Im order for focilitating mbwtve and  coberend
human-robot imteraction, it B essential o develop a
syatematically computable  Enowledge  reprosentation
language (KRLY as well as  representation-froe
technologies such as neural networks Tor processing
unstmeeiured sensorvimoetory data. This bype of linguage
15 indispensable o knowledge-based processaing such s
understandding  sensorv  events, planning  approprigte
agtions  and  kewledgeable  communication  with
ofdinary peaple in natural language. and therelfoe i
nezds o have at least a good capabahity of representing
spaticdemporn] events that cormespond te humanrebatic
sensutions and actions i the real world, Yokota, 3. has
cmployed the Formal language so called “Mental-imags
Deseripdion Language (Ll proposed m bes onginal
semantic  theory  “Mental lmage Dirccted  Semantic
Theory (MITXSTY [1]. This language has already been
implemenied  on several  bypes  of  compulerzed
intelligent svstems melodmg IMAGES-M [ 2], The most
reimarkable feature of Lo i its capability of formalizing
apatictemporal  matter  concepts  grousded  in
humanfrobotic sensation while the other similar KRLs
are desypmed o desenbe the logical relations among
conceptual primitrves represented by lexical tokens |3
with the nsk of “predwote dott”™ [4].

Or final goal is to mede]l natural intelligence as a
formal avatem based on MIDST. A formal systein is
defimed as a pair of @ formal language and o dedwenve
syalom comsisting of the axuoms and mference rules
cmploved for theorem  derivation. Loy = a formal
lamguage For many-seried predicate logic with 5 tvpes
of terms specific to the mental imoage model. Therefore,
the deductive ayatem intended hese is o be based on the
deductive apparatias for predheate logie, This paper
amd  focuses on s

imirsdees  the fenmal

fmcdpmeninls

II. FORMAL SYSTEM BASED ON L,

A foginal system i defined as a pair of a formal
language amd a deduchive svstem consisting of the

syslem
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axioms and  miference mles emploved for  theorem
derivation. Ly is a formal language for mny-soried
predicote Jogie with 5 wpes of lenns specific o the
mendal image model. Therefore, the deductive svstem
intended here is to be bazed on the deductive apparatus
For predicate logic.

L. Syminx of L.y
The symbols of Ly for the dedoctive svstem e
listed p=s (iWix) below. These svmbols are possibly
subacripted just like A, 0. ate.
(1) logical connectives
(i guumkitiers %, 3
(i} awiliary eonstamds (L)
(v} menbenes variobles ;3
(v} predicate vanobles oy
(vi} individunl variables
ap matier variables :w, v, 2
by attribate variahles @ a
civalue vanahles (pog.ros

- N, T

3 pattem varables : g
e standard varables -k
(will sentence constants ;™
(v pradicate constants ¢ 1L, =, &, = < {and odhers b
b imtroduced where needed)
e individual eonstants
a) matber consianis
rseded
by atmbute constants - A, B
rvalue constants | to be mtreduced where needed
dy pattern constants @G
eystandard constants @ K

() funetion constants | anlaedie operators such as +, -,

ete, {and others o be introduced where needed)

(xiF mela-svmbaols: =, — & (and others o be

mtroduced where needed)

Cxi) others: e be defined by the symbaols above,

The system 15 a many-sorted predicate logic with five
kineds of isdividuals employed for one special predicate
constant "L so called “Atomic Locus". Excepd this point,
the syraciie rules and the theses of the system ane the
same as those of the comventiono] predicoie logie

to be introdoced where



The predicate ‘L’ is such a seven-place predicate that
is given by expression (1).

L(wi, Wa, Wa, Wy, Ws, W, W) ()]

Expression (1) is a well-formed formula (i.e. wff)
called ‘Atomic locus formula’ if and only if the
conditions below are satisfied. A well-formed formula
consisting of atomic formulas and logical connectives is
called simply ‘Locus formula’.

(a) wy is a matter term (variable or constant)

(b) W, is a matter term

(c) W is a value or a matter term

(d) wy is a value or a matter term

(e) Ws is an attribute term

(f) W is a pattern term

(g) Wy is a standard (or matter) term

2. Semantics of Lpy

The domain-specificity in the syntax and semantics
of Ly is exclusively related to atomic locus formulas
and the essential part of its semantics is subject to their
interpretation controlled by the family of domain-
specific constants, namely, Attributes, Values, Patterns
and Standards intended to correspond well with natural
or artificial sensory systems.

So far, dout 50 attributes (e.g. Color, Volume,
Taste) related to the physical world have been extracted
exclusively from Japanese and English words. The
values for each attribute (e.g. Red, Small, Sour) are to
be arranged so as to form a structure “Attribute Space”,
so called.

Correspondingly, six categories of standards (i.e.
Rigid, Species, Proportional, Individual, Purposive and
Declarative Standards) have been found that are
assumed necessary for representing values of each
attribute. In general, the attribute values represented by
words (e.g. Dark, Large, Bitter) are relative to certain
standards. These standards are to be utilized exclusively
for coping with vagueness and controlling granularity of
attribute values.

As for the pattern term, two constants have been
hypothetically provided, that is, G; (i.e. Temporal event)
and Gs (Spatial event) indicating temporal and spatial
change in an attribute, respectively.

[I1. DEFINED CONSTANTS

1. Tempological connective and Empty event

The deductive system employs ‘tempo-logical
connectives (TLCs)’ with which to represent both
temporal and logical relations between two loci over
certain time -intervals. The definition of a tempo-logical
connective C; is given by D1, where t;, ¢ and C refer to
one of purely temporal relations indexed by an integer
‘i’, a locus, and an ordinary binary logical connective
such as the conjunction ‘U’, respectively. The suffix ‘i’
(-6£ i £6) indicate 13 types of 1-D topological relation
(i.e. 0: EQUALS; +1: MEETS; -1: MET-BY; +2: STARTS; -2:
STARTED-BY; +3: DURING; -3: CONTAINS; +4: FINISHES; -
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4: FINISHED-BY; +5: BEFORE; -5: AFTER; +6: OVERLAPS;
-6: OVERLAPPED-BY [5]). The TLCs used most
frequently are ‘SAND (Uy)’ and ‘CAND (U,)’, standing
for ‘Simultaneous AND’ and ‘Consecutive AND’ and
conventionally symbolized as ‘P’ and ‘¢’, respectively.

D1. c1Cic U (¢ Cey)Uti(cy, co)

where
£(C2,C1) ° ti(C1, C2)
("l {0,£1,£2,4£3,£4,45, +6})

In order for explicit indication of absolute time
elapsing, ‘Empty Event’ denoted by ‘€ is introduced as
D2 with the attribute ‘Time Point (Asz4)’ and the
Standard of absolute time ‘Ktg’, where R and D denote
the total sets of real numbers and absolute time intervals,
respectively. (Usually people can know only a certain
relative time point by a clock that is seldom exact and
that is to be denoted by another Standard in the Lpy.)
According to this scheme, the suppressed absolute time-
interval [t,, t,] of a locus € can be indicated as (2).

D2.  d[titi)U $xy. QLY. tistj,Az4,2.Kn)

wherp A
[ti,t;]1 D={[t1, 2] | t1<ta (11, 2] R)}

cPE(tyts]) )

2. Mental Operations

People can tansform their mental images in several
ways such as mental rotation [6]. Here are introduced
two kinds of such mental operations, namely,
‘reversing’ and ‘duplicating’.

For example, people can easily imagine the reversal
of an event just like ‘rise’ versus ‘sink’. This mental
operation is here denoted as a meta-function ‘R’ and
recursively defined as D3, where c; stands for a
perceptual locus. The reversed values p® and q" depend
on the properties of the attribute values p and q.

D3.  (cic2)"U ¢y ®
(C]PCz)R U C]RPCZR
L' (x.y.p.g.:a.2k) U Lxy.q"p“.agk)

For another example, people can easily imagine the
repetition of an event just like ‘visit twice’ versus ‘visit
once’. This operation is also a meta-function recursively
defined as D4, where ‘n’ is an integer representing the
frequency of a locus formula c.

D4. c¢"U ¢
n 0 C.Cn—l

o (n=1)
o (n>1)
3. Natural Concepts

All the natural concepts of physical or metaphysical
matters and their relations are to be defined in
association with specific loci in specific attribute spaces
formalized by the four types of individual constant
stated above. These concepts can be introduced as non-
logical constants, namely, predicate constants (e.g. carry,
snow) or matter constants (e.g. Tokyo, Tom) and
defined in context of locus formulas as follows.



A Event Concepis

Adn event here, wsually referred by a verh, preposition,

adjective or s0 in matural language, 15 delimed as a
spaliotemporal relabiom among certam matlers n the
world, which i1z to b coneeptunlized as o genernlizotion
of 8 perceptual locus, namely, a combination of atomic
laci articulpded by tempelogical comunetions (1e. a0
with the obstraction eperator "4
For example, the English wverb concepls  “carmy
(=convey ) anmd “shuttle” are to b delined as {3 and (4,
meapectively . T tum, the expression (35 s the definition
of the English verb concept *fetch’, This imples such a
tenmporial event thiat “x" goes for v and then comes
back with it In the same way, the English verb concepd
Thard” or ‘receive’ is defined equivalently as i) or iis
abbreviation Ty These coneepis can be  graphically
interpreted as Fig.l.
R TR =R ST
oy i 3 pa kol pagafy o Gy kD
TGy g 206 Koy apeg (3
Chedshotile =G g k)
RS TETPLER
o ;"{:«u:,ﬁ:]:-,q,.l'k- - G KT A p#ganz]
=i gk
M ELES T TP 3
i g Py 2. Gk prganz] )
hzy ifebehd oy e ey W Ap) L pa K
Lo pa. A 2G KD
pu PR TN PLEEEN VR

DLy oy, A 2 G KD Axy Ay 22 (3}
Loy 2 thamd [y 2
=TT TG PR
iy 2Ry X2 A 2, G KD
DIy it 2 G K oy ooy 8 ety (6}
S EL E Y R RAF R TERCN 4
AU AR R (7
AT A3
q q =
i
4 s
X FR
P f;’f P A
T i'ht
(i) ik
Az A3
a ——
/ ¥ :
: 2
T Tim

(el )y
Fig 1, Pictarial interpretation of verh concepts: (a) “earmy”, (b))
shiginlie”, eh “Tetch’ and () hand recerve ™
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Such locus formulas thet comespond with natural
cvend concepds are called “Event Patlerns™ and about 40
kinds  have been found  concerning  the  attribuls
Phvsienl Location {4207, Tor example, move, sfay, star,
Flerp, e, separale, carry, e, ele

Emploving  TLCs,  twempoe-logieal  relationships
betwesn  miscellancous  event  concepis can be
formulated without explicit indication of fime intervals.
For example, an event C“fetchixy )y i necessarily

Sindghed Ieoan event Ccarmy(x,v)” as indicated by the

wmderline at &1 This faet can be formulated as &),
where ="

15 the impdicatien (20 fumished wath the
This kmd of
formula 1= not an axiom bt a thesten deducible from
the defimbiens of event concepts n the deductive
svatem imended here,
7wy Kiekehiy | = comvixy )
B Matter Coneepis
A matter, usually referred to by a poun in natueal
larguage, 15 o be concepualized as o conjunction of the
miental images of el and its relabiens wath others thod
in turn are ke be reduced oocerlam loct o attnbote
spaces, In the fonmal system, a maotter concept "y’ =
defined in such a context as (9, where ' and Sy
are fo represent the concepiunl imoges of sell ond 1=
relptions with others, respectively, and in tum o be
redused to atemie locus formulas of all the attributes .
G E R gy Ee () [
Whereas wizh must be a total description of all the
attributes, for simplicity here is o be given oaly ils
iportant part with the svmbol %" fepresenting its
abbreviated part. The part szl is given as a
combination of alomie kecws Famulas for the Alinbuale
Corner “x" without any other specific matier imvobved
unbike the other part g (2l For esmple, the matter
called “iee” con b conceplunlzed as (100, This formula
reads that 1ee 15 plwavs equal to or lessthan 0FC celd, 15
alwavs o mo vitelity and melis mie waler (or s
spmedhing from that Ha0) changes into water)”. [n tum,
the matter “anow” can be conceptualized as {11, reading
“Spow s powdered lce attracted froam tee sky by the
acarth’, The attributes "M, “Aae’ and Ay refer 1o
‘Tempernture’, " Vitality™ and  “Coality”, respectively
The speeial symbol ° ) defimed by (120, 15 0 vamable
boursd by an existential quantifier but does not refer to
any specific matter or 5o in the conbext while **" and “¢
represent Calways”  and  no ovalue  (or  mater)y’,
reapectively, defined by (13} amnd { 143
CRaicely e aee (Zaams (%)
fAxice X A L _xp.a.Aae .
ARSI Q2000 o L0 it e G 2
fAmoe (e 37 LN A 5, )
sowater] s oo Ha Oz

temporal relation  Cfiwishedfy (1407

(5]

{10

R o3

R T WL A G
LiEarh,x Sky Farh,Ag = G, b

Apowder(x) bico(x 1n%

{11



I—(,V\fl,_,\/\fj,)o ($W)I-’(9VVUW>V\69) (12)

c*U (" [p.q]) ¢ P &lp.q)) (13)

LW F W)U ~(Sp)L(. . WP W) (14)
As easily understood, matter concepts include

miscellaneous spatiotemporal relations (i.e. events) among
matters usually referred by verbs, prepositions or so.
Therefore, a matter concept is usually much more complicated
than an event concept in definition. By the way, a noun
originated or derived from a verb is to be conceptualized so as
to include the verb concept. For example, the concept of

‘conveyance’ is to be introduced as (15).

(I z)conveyance(z)

U (I 2conveyance'(z)Uconveyance ()

(I 2) conveyance '(z)

U (I 2L*(f zf,f,A5,G.FU%

(I Zconveyance " (2)U (I z)($xyy)

L, {xy},22.A01,Ge )P convey(x.y) {15)

It is well known that people perceive more than
reality, for example, ‘Gestalt’ so called in psychology.
A psychological matter here is not a real matter but a
product of human mental functions, including Gestalt
and abstract matters such as ‘society’, ‘information’, etc.
in a broad sense.

For example, Fig.2 concerns the perception of the
formation of multiple objects, where FAO (Focus of
Attention of Observer) runs along an imaginary object
so called ‘Imaginary Space Region (ISR)’. This spatial
event can be verbalized as S3 using the preposition
‘between’ and formulated as (16) or (17), corresponding
also to such concepts as ‘row’, ‘line-up’, etc. Employing
ISRs and the 9-intersection model [7] all the topological
relations between two objects can be formulated in such
expressions as (18) or (19) for S4, and (20) for S5,
where ‘In’, ‘Cont’ and ‘Dis’ are the values ‘inside’,
‘contains’ and ‘disjoint’ of the attribute ‘Topology
(A44)’ with the standard ‘9-intersection model (Kopy)’,
respectively. Practically, these topological values are
given as 3” 3 matrices with each element equal to 0 or 1
and therefore, for example, ‘In’ and ‘Cont’ are
transpositional matrices each other.

(S3) The square is between the triangle and the circle.

($x1,%,%,Y,P, DLy X1%,A12,Gs, )P
LL»Y:P»P:A 13 sGS s_))’\(LL5y9X2 3‘X3 aA 12 aF}S 9_)P
LL»}’,qu,A 13 ,GS:_))UISR(y)Up:q Utriangle(

x1 )Usquare(x;)Ucircle(x3) (16)
($x1,%.%3,y,p)LY.X1,%,A12,Gs,_)* .
L(_:Y9X2‘ax3 9A 12 9GS 7_))P L(_9y9p9pa‘A 13 9GS 9_)U
ISR(y)Utriangle(x; )Usquare(x;) Ucircle(xs) 17)
(S4) Tom is in the room.
($x,y)L(Tomx,y,Tom,A2,G;, )P
L(Tom,x,In,In,A 44,Gt,Koim)
UISR(x) Uroom(y) (18)

©ISAROB 2010

37

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

($ XD )L(TomaxaTomay:A 12 aGS 9_)P
L(Tom,x,Cont,Cont,A 44,G;,Kopm)
UISR(x) Uroom(y) 19

(S5) Tom exits the room.

($x.y.p,q)L(Tom,Tom,p,q,A 12,G;,_ )P
L(Tom,x,y,Tom,A,,Gs, )P
L(Tom,x,In,Dis,A 44,Gt,Kopn)UISR(x)U

room(y) Up? q (20)

Imagingry Space Region

Fig.2. Row as spatial event.

V. CONCLUSION

The fundamentals of the formal system were
presented based on MIDST. The expressive power of
the formal language L,y was demonstrated with
linguistic or pictorial manifestations throughout this
paper. Its most remarkable point in comparison with
other KRLs resides in that it can provide natural
concepts such as carry, snow, etc. with precise semantic
definitions that are normalized by atomic locus formulas
and visualized as loci in attribute spaces in both
temporal and spatial extents (i.e. temporal and spatial
events), which leads to good computability and intuitive
readability of L,y expressions.

To be continued to another paper of ours [8] for this
session.
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Abstract: Yokota, M. has proposed his onginal semantic theory “hental Tmage Darected Semantie Theory (MIDST
and bas been challengimg te maode] natural intelligenee as a fommal svstem, This paper presents a boel sketch of the

allempd om systemate representation and computation of subjective spaticlemporal knowledpe based on certain

hyvpotheses of mental imoge i humon

Kepivardy Matural language, Multiedia understanding, Robotic sensation and action

L INTRODUCTION

Another paper of ours fog this session | 1] presents the
fumsbamentals  of  the  formal  system for natural
ntellipgence amd how e formaolize mental operations amd
matur] concepts within it The formal system consists of
the formal language L [1] and the deductive syvatem.
The latter s based on te deductive apparatus for
predicate bogic and i3 1o be provided with postulates
concerming human empimcal knowledpe of space and
tmme ps owell This paper foewses on systemabic
formalaton of human empinenl knowledpe pleces of
apace and time as postulates for the deductive system
and its application 1o satural language understanding
(ML For spatiotenporal expressions.

I1. PROVISION OF POSTULATES

The deductive system muost by as well provided with
knowledpe pieces in order to solve cerfain problems i
ita world or task domain. Such knowledge pieces as
cilled “postulates™ here stand fos human intuitive laws
af the world and are 1o be treated as equivalents
axtoms, Those pressnfed below concern exclusiely
spage and time in erder tor spaticdemporal longusge
ursderstanding.

1. Fumslamental Properies of Locus

The postulates F1 and P2 state that g awaifer mever

difiEr v i Wi i

fimar, These pre called “Postulates of Identity
Assigned] Yalues” P iz employed exclusively o detect
somantie anomaly in such a sentence as “The red box i3
black™ while P2 15 vseful o detect event gaps in such a
context as “Tom was i London vesterday and he s m
Puns today ™

The syitax of Lo allows Batter terms 1o appear at
Values and Btandard in order to represent their values in
cach place at the time and over the time-interval
respectively . This rule cam be formulated as B3 and P4
The postulate P30 o be utihzed for sseh inference as
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“Belury went o Tom when he was in the garden
Therefore, Mary went to the (same) ganden.” while P4
ig for such inference as “Jun is taller twan Tom. Toem is
2o tall, Theretore, Jan is taller than 2m.”

Pl Ly guas kil y,pegeag k)
L PR =
P2, Lixypaqagkelisy.pgq.eek)

o~ 15

P30 Loy ez KOy e g e Kl
Livg 2o pr a2 K 2o Ligy.prqa.e k)

M. Logy.prmagalllis 2gqagk)
oLy, prapaALE )

[0 is quite subjective how o arbeulate a Jocus, For
expmple, whether the point (x ) in Fig. l-a s
significant or nod 5o as in Fig. I-b, more generally, bogus
arficulation  depends  on the  precisions  or  the
cranularities  of  these  standards,  which  can  be
formulatied as PS5 and P6, s6 called, - Posmaloiss of
Artsitvariness in Locws Arvienlation”,

PR 0epr ki 3ROLGy A e g KeLly g ag k)
s LAY sk e 2k
Ph, iepr ke Jqk Ly prag ki sy,
Ly sp g kel g ap K s K2k
These  postulotes  affect  the  process  of

conceptualization on g word based on its referents in the
world  and  morcover  they  are very  useful  for
spatictemporal infercnce i sueh a context as “Tom
Mlied from Tokvo o Magove and consecutively from
Mogovn o Osoka. Therefore, be moved from Tokvoe to
Osakn”™ or “Tom mowved rom Tokvo do Oiapko
Therefore, he passed somewhere (hetween the two
placesy”.



Time

b

) t2 i3 Time

(a) (b)
Fig.1. Arbitrariness in locus articulation due to standards:
Standard K, (a) is finer than k; (b).

2. Perception of Time

A perceptual locus can be formulated with atomic
locus formulas and temporal conjunctions such as
SAND (U, or P) and CAND (U, or ). This is not
necessarily the case for a conceptual locus
corresponding to such a generalized mental image or
knowledge piece. For example, people usually interpret
the construction B happens before A happens’ as a
general causality, namely, as ‘If A happens, B happens
in advance’. Whereas this should be formulated with
logical connectives other than conjunctions also
involved, D1 [1] is exclusively for perceptual loci so far
as it is because there is no interpreting a negated locus
formula as a locus with a unique time-interval
necessary to determine a unique temporal relation t;.

Considering such a definition as ‘AEB U ~AUB
(°.~(AU~B)Y in standard logic, it is not unnatural to
assume the identity of a locus formula with its negative
in absolute time-interval, that is, negation-freeness of
absolute time passing under a locus referred to by its
suppressed absolute time -interval. Therefore, in order to
make D1 valid also for conceptual loci, we introduce a
meta-function d defined by D5 and its related postulates
P7 and P8 as follows, where d is to extract the
suppressed absolute interval of a locus formula c.

D5.  dc)=tats]( D)

where CPgq([t,.ty]).
P7. d~a)=da)

where a is an atomic locus formula.
P8 cXC):[tmina tmax]

where tmn, and tye are respectively the
minimum and the maximum time-point
included in the absolute time-intervals of the
atomic locus formulas, either positive or
negative, within C.

These postulates lead to T1 (Theorem of absoluteness
of time passing (or negation-freeness of absolute time
passing)) below. This theorem can read that absolute
time passes during an objective event whether it may be
perceived subjectively as ¢ or as ~C.

T1.  d~c)=dc)

(Proof)
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According to P5 and P6, the time-interval of
each atomic locus formula involved in C is
negation-free and therefore so is for [tpin, tmax ] of

dc). [QED]

The counterpart of the contrapositive in standard
logic (i.e. AEB.°.~BE~A) is given as T2 (Tempo-
logical Contrapositive) whose rough proof is as follows
immediately below, where the left hand of :” refers to
the theses (e.g., PL is a subset of those in pure predicate
logic) employed at the process indicated by the
conventional meta-symbol ‘® > or ‘« ’ for entailment
(left-to-right or bi-directional).

T2. CIEiCZ.O .NCZE,i~C1
(Proof)
D1:cEico« (ciEc,)Uti(c),c))

PL: « (~C,E~c))Uti(cy,C0)

T1: « (~C2E~C1)Uti(~C1,NC2)

D1: « (NCzENCl)Ut_i(NCZ,NCI)
D1: « ~Cy Ej~Cy [Q.ED.]

Therefore, S1 and S2 are proved to be paraphrases
each other by employing T2 while S3 and S4 are proved
so by the definition of tempological conjunctions (i.e.
U).

(S1) It gets cloudy before it rains.
=If it rains, it gets cloudy
(°RainingE _s Getting_Cloudy)
(S2) It does not rain after it does not get cloudy.
=Unless it gets cloudy, it does not rain later.
(°~Getting_Cloudy Es ~Raining)
(S3) It got cloudy before it rained.
(° RainingU.sGetting_Cloudy)
(S4) It rained after it got cloudy.
(° Getting_CloudyUsRaining)

in advance.

3. Reversibility of Spatial Event

As already mentioned in [1], all loci in attribute
spaces are assumed to correspond one to one with
movements or, more generally, temporal events of the
FAO. Therefore, the L,y expression of an event is
compared to a movie film recorded through a floating
camera because it is necessarily grounded in FAO’s
movement over the event. And this is why S5and S6 can
refer to the same scene in spite of their appearances,
where what ‘sinks’ or ‘rises’ is the FAO as illustrated in
Fig.2 and whose conceptual descriptions are given as
(1) and (2), respectively, where ‘A;3’, - > and ¢ ’ refer
to the attribute ‘Direction’ and its values ‘upward’ and
‘downward’, respectively.

(S5) The path sinks to the brook.

(S6) The path rises from the brook.

($Y9Z7p )L(_ NAY 929A 12 aGS 9_)P

L.y, 5 »A13,Gs,_)Upath(y)Ubrook(z)Uzt p M
($yﬂzop)1-’(_7¥az7p aAlzzGS 7_)P .
LL:Y; I 9A 13 9GS 7_) Upath (Y)UbrOOk(Z)U 7t p (2)



Such a fact is pencralized as P9 (Postwlate of
Reversility af Spatial Event (PRS0, where 3, and ;.;.3
arg o percepiual bescus and its “reversal” for a cerlain
apatial evend, respectively. and they are substitutable
with sach other because of the property of 5, This
postulate can be one of the principal infesence rules
belomgmg o people s common-sense knowledpe abour

aeography
M. ;.;.3,:.; Ta

This postulation is alse valid for such a pairof 87 and
S8 s anterpicted approsimately  into (37 and (4
redpectively. These pairs of conceptual descriplions are
ailled equavalent in the PRS, amnd the pamed sentences
are treated as parnphmses epch other

{871 Rowte A and Route B mest at the city,
{581 Rowe A and Boute B separute at the eity.

(SpyalsBoute Apy g, il

Li_ Route By G, weityvinpsq {3
(ZpyalsBoute Ay patya G, il
L4 Route By.gas G, weityvinpq (4]

m/
- I:':t,

FAD
Figa. Shlape as spatial event

4. Partiality of Matter

Any matter 15 assumed fo consist of its parts in oa
stpucture (Le. spatial event), which is generalized as PLO
(Pasnilare of Partiality af Waner) bere, For example,
Fig. 3 shivws that an [5R % can be deemed as a comples
af 158Ks % and %, This postulate, in coopembon with P2,
& utilized for translating such a paradexical sentence as
“The Andes Mountains run north and south.” inte such
a plavsible interpretation as “Che pait of the  Andes
Mountains runs nosth (from somewbered and the ether
prarl runes south”

Fin. L s g an i KoLy v a8 KD

=n Liv s G KUY e a8 K

e ; e f::'_fj‘_?\

[SH: imagisary space reglor

xk

ISE

15K
Fig 3. Fartiahiny of 155
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I APPLICATION TO NLU

Chir indel lgent system IMAGES M 1] can translate
svstemapbically notural language o Leg expression mis
cach other by utilizing  syntactic rulos amd  word
meanimng deseriptions of natral linguage
Aoword meaning descriphion M s given by (50 ns o pair
of "Concept Part (O, and “Unification Par (03

My [Cp:li] (3]

The ©; of a word W i3 a locus formula about
properties and relations of the matters involved such as
shapes, colors, Dunchions, poleniialines, eie while 11s Ll
15 sl of operations for wnifving the Os of Ws
symipetie governors or dependents. For example, the
miganing of the English verb “camy ™ can b given by (61

[y e K0 L0y e 2GRN
Lizx oy peat = Gk voety ap #ps ARG Dep 130
ARGIDep. 2.y (3}

The U above consists of two operations o unify the
first dependent (Dep 1)y and the sceond dependent
(e, 20 ol the current word with the vanables x and v,
respectively. Here, Dep. ] and Depl ane the “subjeet”
and the “object” of “eamy”, respectively, Therefory, the
surfaee structure Moy careles @ boak” is translated into
the concepiual structuse (7 via the surface dependency
striscture shown in Figd, This process 18 completely
reversible

{3V po kL Mary My py A 2 GLET
Libary v ooy Gl s Mary 2y
Ay 2P hooky)
For ancther exomple, the meaning deseription of the
English prepoesition “through” is also given by (#5
[y apakpa ko WLy oy 28 s g Kow
Limyzpad @ Kl TLEy papaso sl ko)
A EEsEEp ARG Dep. 2]
[FChov=Yerb i PAT G i 1,000,
L= oum = ARG Giow v 1|

(7

by

Mary canies the book, =0 Surface Stroctune

!

carfes

oy Mooz | s
Mary baak

1 Strucbure
the
Ceonceptual
# ™ Structure
{* ¥,p1 pE KILMany, Mary, pi,p2 A12, GLE]
LiMary,y.p1.p2A12 Gt k) Mary~y~ p1- p2- booky)

Frg A Mutual tromslatien bebween text and L

The L, above is for unifying the Cs of the very word.
ita gowverned (Goy, a verb of a noun) and its dependent
(e, 0, a nouns, The secomd argument (1,05 of the
command PAT indicates the onderlined part of (91 omd
in general .7 refers o the portel fermu la covenng
from the fth 1o the gh atomic formula of the current .



This part is the pattern common to both the Cgs to be
unified. This is called ‘Unification Handle (Un)’ and
when missing, the Cgs are to be combined simply with
‘. Therefore the sentences S9, S10 and Sl1 are
interpreted as (9), (10) and (11), respectively. The
underlined parts of these formulas are the results of
PAT operations. The expression (12) is the Cp of the
adjective ‘long’ implying ‘there is some value greater
than some standard of ‘Length (Ay,;)’ which is often
simplified as (12”).

(S9) The train runs through the tunnel.

($xy,p1,2P3.Kpako ) LxY.p1.ZA 2.Gtk)-
L(’SY;?;P 3 aA 1 g 9Gt9k))‘P L(Xay3p 4 ‘ap 49A 13 9Gtak0)
Up,* z Uzt p3Utrain(y) Utunnel(z)

(€

(S10) The path runs through the forest.

($xy.p1.2p3.kpako)(Lxy.pizA12.Gs.k)-
L(xy,z,p3,A12,G8.K)P L(Xy,pa.pa,A13,Gs.ko)
Up,t z Uz p; Upath(y) Uforest(z) (10)
(S11) The path through the forest is long.
($X7y sP1,Z,P3,X] sksqakl sp4sk0)
(IJ(XaY»P 1 ,Z,A 1 23G3>k)' I;(Xa}’aZ,P3 ’A 1 z,GS,k))
PL(xy.pa,pa,A13,Gs.ko) UL(x1,y,0,9,A 02,Gt.ky)
Up;t zUZ p; U g>k; Upath(y) Uforest(z)
($x1,y 1.9.k1)L(x1,Y 1,9:9,A02,Gtk; )Ug>k,
($x1,y 1,k )L(x,y1,Long,Long,A ¢,,Gt ki)

(11)
(12)
(127)

For simplicity, we have recently employed such a
format for text meaning representation as shown in
Table 1, so called, ‘Discourse Image Tree (DIT)’. This
table represents the meaning of S12 where all the
formulas are expressed in Polish notation. In general,
the leaves of a DIT consist of atomic locus formulas,
labeled as ‘L,’, and connectives such as CANDs and
SANDs. Table 2 shows the DIT for S13.

Table 1*. Discourse Image Tree of S12
Discour se Image D:=US;:S;
Sentence Image || S:=C: S=C
Clause Image C:=P P,P, C2=P3
Phrase Image Pi=L, P2=L> Ps=L3
L ocus Image L1 L Ls
Causer X X x1
Attr Carrier road Py it
IntVal Tokyo west very. long
FinVal Osaka west very. long
Attribute Al Az Aoz
Event Type Gs Gs Gt
Standard k ki k»

* P;=($x,y,k)L(x,y,Tokyo,Osaka,A |5,Gs k)Uroad(y)
PZ:($X7k1 )IJ(Xﬂ Pl,WCSt,WCSt,A 13 ,GS,k] )
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Table2. Discourse Image Tree of S13
D1=' 8182
S1=' 0201 52=C3
C1:P P P1P2oP3 C2=Ps4 Ca=Ps
P=PPLiL, P2=Ls | Ps=L4 Ps=Ls Ps=Ls
L1 L, Ls L4 Ls Le
tom tom X1 X2 he X3
tom book book Py he book
qi qi red very.fast | q 2q
OSK OSK. red very.fast | TKY 2q
A App As, Ajg App App
Gt Gt Gt Gt Gt Gt
ki ki k> ks ki ki

A DIT can realize hierarchical representation and
computation of text meaning consisting of five levels of
image: 1) Locus level image, 2) Phrase level image, 3)
Clause level image, 4) Sentence level image and 5)
Discourse level image and thereby can cope with
higher-order meaning representation as shown just
below Table 1.

(S12) The road runs west from Tokyo to Osaka. It is

very long.

(S13) Tom carries the red book very fast to Osaka

after he reaches Tokyo. Then, where is the
book?

V. CONCLUSION

Most of computations on L.y are simply for unifying
(or identifying) atomic loci and for evaluating
arithmetic expressions such as ‘p=q’, and therefore we
believe that our formalismcan reduce the computational
complexities of the traditional ones when applied to the
same kinds of problems described here. Moreover,
recent employment of DITs has enabled us to program
in procedural languages and thereby remarkably
reduced computational complexity for Lpy expressions
while the earlier version of IMAGES-M was
programmed in PROLOG and therefore inefficient in
computation. This advantage of ours comes from the
meaning representation scheme normalized by atomic
locus formulas, which has come to facilitate higher-
order representation and computation as shown in
Tables 1 and 2.

Our future work will include further elaboration of
the deductive system, improvement of DIT processing
algorithms and establishment of learning facilities for
automatic acquisition of word concepts from sensory
data and more powerful interfaces for human-system
communication by natural language under real
environments.
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Commanding a humanoid to move objects in a multimodal language
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Abstract: This paper describes a study on a humanoid robot that moves objects on the requests of its users. The robot
understands commands in a multimodal language which combines spoken messages and two types of hand gestures.
All of the ten novice users directed the robot using gestures when they were asked to spontaneously direct the robot to
move objects after learning the language for a short period of time. The success rate of multimodal commands was over
90 % and the users completed their tasks without trouble. They thought that gestures were more preferable than and as
easy as verbal phrases to inform the robot action parameters such as direction, angle, step, width, and height. The
results of the study show that the language is fairly easy for non-experts to learn and can be more effective for directing
humanoids to move objects by sophisticating the language and our gesture detector.

Keywords: humanoid, multimodal, command language speech, gesture

I. INTRODUCTION

In recent years, various humanoid robots have been
developed for the purpose of realizing robots which
work for humans in homes, offices, hospitals, etc.
Humanoids have advantages for a multi-purpose robot
which helps people. As they look like humans and their
structures are similar to us, it is easier for us to
communicate with them and for them to work in our
environments. On the other hand, because they have at
least 15 degrees of freedom, it is difficult to operate
them with a conventional interface device. Thus,
humanoids in the future need certain autonomy and a
new kind of intuitive user interface.

The authors have been developing a multimodal
command language for home robot users which
combines speech, gestures, body touches, and key press
actions [1] and conducting studies on robots including
humanoids [2] that can be directed in the language. The
results of these studies show that the language can be
useful for realizing cost-effective home-use robots for
various purposes. This study focuses on combining
speech and hand gestures in order to direct humanoids
to move objects such as boxes and chairs.

I1. MULTIMODAL LANGUAGE

The multimodal command language is based on the
Japanese language and two types of hand gestures. It is
a set of multimodal commands which consist of a
spoken message and a hand gesture. The language is
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defined by a grammar for spoken messages and a set of
gesture events, which enables Japanese speakers to
command a humanoid in a fairly natural way to pick up
and place objects such as boxes, take steps forward and
backward, turn left and right, step aside, and push and
pull chairs. Table 1 shows actions that can be
commanded in the language.

The grammar for spoken messages defines a set of
spoken commands including words to specify an action.
Thus, one can command a humanoid robot by giving a
spoken command without a gesture in the language.

A single hand waving gesture generates a gesture
event containing three parameter values: direction,
amplitude, and count values (see Table 2). Single hand
gesture events substitute spoken phrases to convey
action parameter values such as step, direction, and
angle values in Table 1. For instance, a single hand
movement to the right means “to the right” for action
types sidestep, turn, and slide. Table 3 shows the
mapping of the amplitude and count values of gesture
events to the step and angle values of actions.

A both hand gesture event occurs when a user moves
the hands simultaneously up and down. It contains two
parameter values, distance and count, and conveys
action parameter values, width and height (Tables 1 and
2). The distance value of a both hand gesture specifies
the size of an object, small, medium (the distance
between the shoulders of the robot itself), or large, to be
picked up. The count of a both hand gesture conveys
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one of four height values: the floor, the knees (of the
robot), the table, and the hips.

Table 4 shows how hand gestures substitute verbal
phrases of spoken action commands and constitutes
multimodal commands. As one may notice, multimodal
commands include a word or phrase that specifies an
action type and a gesture event for one or more action
parameters. The commands can include verbal phrases
for one or more action parameter values as well, which
always override parameter values in gesture events.

Table 1. Actions to move objects

— Parameters Examples

moveforward step mf 3steps
movebackward step mb_2steps
direction, turn_l_30deg
turn
angle turn_r_much
. direction, sstep_r_2steps
sidestep step sstepp_ I_shoft
icki width, pu_30cm_20cm
pickup height pu_small_table
place height place_table
height ush_h_2steps
push/pull stgp ppuII:I__:%stepps
height
slide step slide_h_3steps_r
direction

Table 2. Gesture events

Parameters Examples
direction sh_I_long_3
Single hand amplitude ——
count sh_r_short_2
distance bh_me_4
Both hand count bh short 2

Table 3. Mapping of amplitude and count

amp:. 1 2 3
short one step

15 deg. 4 steps 6 steps
long two steps 60 deg. 90 deg.

30 deg.

#

Table 4. Multimodal and spoken commands

Spoken command Multimodal command
Take 3 steps! sh | long 1 + Walk!
Pick the medium-size bh_medium_3 +
object from the table! Pick (that) up!
Turn right by 15 degrees! sh_r_short_ 1 + Turn!
Place it on the floor! bh short 1 + Place it!
Slide that left at the height sh_|_short_2 + Slide it at
of your hips by 4 steps! the height of your hips!
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I11. USER EVALUATION METHOD

1. Simulated humanoid that moves objects

We developed a 23-DOF simulated humanoid robot
(Fig. 1) using a humanoid model on Webots [3] robot
simulator. The robot can execute action commands of
our multimodal language (Table 1) to move boxes and
chairs in simulated environments.

The humanoid can interpret multimodal commands
using a multi-agent command understanding system [2]
on top of OAA [4], which include an OpenCV based
hand gesture detector using a web camera we developed
by ourselves and a grammar based speech recognition
system (Julius4.1.1) [5].

i
2% o
-«

'

—

Fig.1. Simulated humanoid that moves objects
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Fig.2. A page of the leaflet



2. User evaluation

Our humanoid robot was evaluated with ten students
of Fukuoka Institute of Technology, who had never
commanded our robot in the multimodal language.

At the beginning of each user evaluation session, we
explained the user how to command the humanoid by
speech alone using a leaflet illustrating spoken and
multimodal commands (Fig. 2) within five minutes.
Then, we demonstrated how to use gestures in the
language and gave the user time to practice and learn to
use them. Finally, we took ten minutes to teach the user
multimodal commands combining gestures and speech.

After the demonstrations and practice, we gave the
user the first task to estimate speech and gesture
recognition rates and command success rates (Taskl).
The user read out 23 spoken commands printed in a
sheet of paper, made 15 hand gestures as instructed, and
gave 20 multimodal commands. The user had to use
gestures given only spoken phrases specifying action
parameter values in order to give the 20 multimodal
commands. After this first task, the user was allowed to
practice multimodal commands for ten minutes in order
to learn to command the robot successfully without
misrecognition and human errors. At this point, the user
gave 13 spoken and 15 multimodal commands
instructed in another sheet of paper in the same manner
as Taskl (Task2).

The third task given to the user was to achieve three
goals commanding the robot in the language:

1. Moving a medium-size box on a table down in a

specified area on the floor

2. Move a box down to the floor (without

information about its size and height)

3. Operate the robot following oral instructions

The user was allowed to consult the leaflet.

After Task3, the user was given the same task as
Taskl to demonstrate how well commands and gestures
by the user work. Finally, the user was asked how easy
it was to specify action parameter values by speech and
using hand gestures in 7 point scales from very difficult
(1) to very easy (7).

IV. RESULTS
Tables 5-7 show speech recognition rates, gesture
recognition rates, and command success rates,

respectively, in each task. Gesture error rates for each
action parameter in multimodal commands are shown in
Table 8. The average ratings of the users about how easy
to specify action parameters are shown in Table 9.
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Eight of the ten users answered that they preferred
multimodal commands to spoken commands. In fact, all
of the commands given in Task3 were multimodal
commands including both a hand gesture and a spoken
message.

In Task3, all the users achieved each goal within
three minutes. Six of them commanded the robot
without consulting the leaflet. In total, 211 multimodal
commands were given and there were two false alarms
by the speech recognizer. Some single hand long
gestures were misrecognized as the hand went out of the
camera view.

Table 5. Speech recognition rates

Task1 Task?2 Task3 Task4
Spoken 922% 885 % - 96.9 %
Multimodal 975% 987 % 96.7%  99.0%

Table 6. The Gesture recognition rates

Task1 Task?2 Task3 Task4
Gesture 95.2 % - - 98.0 %
Multimodal 93.0% 980 % 934% 99.0%

Table 7. Command success rates

Task1 Task2 Task3 Task4
Spoken 93.0% 90.0 % - 974 %
Multimodal 920% 96.7 % 90.1 % 98.0 %

Table 8. Gesture error rates for action parameters

Taskl Task2 Task3 Task4

direction 0.0 % 0.0 % 4.4 % 0.0 %
angle 25 % 3.3 % 55 % 0.0 %
step 100 % 00 % 107 % 14 %
width 8.0 % 25 % 31 % 0.0 %
height 0.0 % 1.7 % 15 % 11 %

Table 9. Average user ratings (7 point scale)

— Speech Gesture

direction 6.3 6.5

angle 5.4 5.6

step 5.8 5.6

width 6.0 5.8

height 6.0 5.7
V. DISCUSSION

The multimodal language can be effective for the
purpose of commanding humanoids to move objects by
sophisticating the language and our gesture detector.



First, novice users were able to achieve given goals in
Task3 without troubles. Secondly, over 90 % of the
multimodal commands were successful (Table 7) in
spite of the fact that some gestures were misrecognized
when the hand went out of sight. Besides, the success
rate of multimodal commands in Task4 was about 98%,
which is higher than the success rate of spoken
commands in the same task. The results of Task4 show
that a novice user can successfully direct humanoids to
move objects by speech and using gestures within a
short period of time.

The speech recognition rates of multimodal
commands are higher than the rates of spoken
commands (Table 5) because most of spoken messages
in multimodal commands include only a word or phrase
to specify an action type. Novice users need a little
practice commanding in the spoken language since
some actions with two or three parameters are difficult
even for Japanese speakers to command by speech
alone. They also have to adapt to the speech recognizer,
speak clearly, and use the microphone properly.

The results in Table 6 show that novice users can
successfully use the two types of gestures with some
practice. The recognition rates in Task4 imply that the
users were better and better at using gestures. Some
gestures were unsuccessful in Task3 probably because
the users had to concentrate on looking at the humanoid
on the computer screen and sometimes they failed to
move their hands properly. The users had to move their
hands a lot due to the limitations of our gesture detector.
A better gesture detector using a stereo vision which can
precisely detect subtle movements would make the
language easier to learn.

Novice users need more experiences in order to
successfully and quickly achieve goals in various
situations as the success rate of multimodal commands
in Task3 was lower than the rates of Task2 and Task4
(Table7) due to the lower recognition rates (Tables 5
and 6). In Task3, the users were not given printed words
for action parameter values or action types; they had to
find the right gestures for parameter values and the right
words to inform the robot action types. In addition,
some single hand gestures failed because the hand went
out of the camera view.

Tables 8 and 9 indicate that it was slightly more
difficult to specify step and angle values using single
hand gestures than to specify values of the other
parameters. There are some possible reasons for this.
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First, the mapping in Table 3 was not very natural and
required the users some effort to learn it. Second, the
long gestures were physically difficult and not very
natural because they had to move their hand
horizontally about 50cm; in Task3, long gestures failed
for this reason. Designing a better mapping and
allowing shorter gestures may help users. Another
solution is allowing users to cue the robot using a
simple gesture whenever they want to stop it.

V1. CONCLUSION

This paper described the results of a study on a
humanoid robot that can be directed by its users in a
multimodal language to moves objects. Ten novice users
successfully directed the robot in multimodal
commands to achieve given goals. The success rate of
multimodal commands was over 90 % and the users
thought that gestures were more preferable than and as
easy as verbal phrases to inform the robot action
parameters to move objects. The results of the study
show that the language can be easier for non-experts to
learn and effective for directing humanoids.
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Abstract: The technique of face authentication is needed which can be used also by cases, such as make-up face or
illumination change. The past technique based on 2-D color image showed low authentication rate, in the case of a
photography environmental variation or makeup. We proposed a technique of face authentication based on 3-D face
image. In order to solve the above problem, we used the 3D image measurement technique to acquire 3D fac
e image and used 3D face image to perform face recognition. In this paper, the 3-D face image measurements are
explained. First, I explained the application to the direction detection of the 3-D face. after that. Finally, I explained
the application to the 3-D face authentication for security or an access control.

Keywords 3-d shape measurement, range image, face detection, face authentication

[.INTRODUCTION

There is a variety of measurement techniques
proposed so far. First, stereo vision technique, which is
a method to calculate 3D coordinates in accordance
with the principle of the triangulation by way of taking
a picture of the measurement object from plural
directions with camera. But it is difficult for detection
automation on the curved surface and the very confined
edge on account of its necessity to detect the
correspondence point from two or more images.
Therefore, the method called pattern light projection [1]
has been prevailing in the case of requirement to
measure 3-D shapes in a high sensitivity. Aiming at the
measurement object, the ability of decomposition
should be improved for the addition of features actively
by projecting the pattern light with some features from
the projector. The method of Pattern projection has been
classified fully into various techniques, depending on
the variety of light. The space encoding pattern
[1] used stripes pattern of
monochrome binary added a binary code to the

projection method

measurement object with increasing the pitch of light
and shade in time sequencing order. In a word, n bit of
binary code are allocated in each area of the
measurement object by the stripes pattern projection as
often as n times. However, it is beyond handling
dynamic scene for the time problem and the increase of
times of pattern projection so as to do a high
The

projection method and the color pattern projection

decomposition. density inclination pattern

method are used multilevel intensity-modulated
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projection pattern [2]. Owing to the color distribution
and reflectivity on the surface of the target object, a lot
of projection angle information is obtained by single
filming theoretically. The pattern feature after projection
has been changed, which would result in the difficulty
the
information, and finally its reliability can't be secured.
We the 3-D
measurement system based on optimal

about detection of steady projection angle

proposed practicable image
intensity-
modulation projection technique [3]. It is used as a
technique for stabilizing multilevel intensity-modulated
projection pattern stripes and extracting them. Stripes
detection accuracy can be improved by optimally
combining the order of stripes strength of the projected
pattern with the strength difference between stripes to
the maximum. Thus, for the measurement object that is
hard to keep motionless, like human being, it is possible
to attain a high-speed, highly accurate measurement by
using 3-D image measurement system proposed here. In
this text, I aimed to demonstrate the application
example applied to the probable, man-machine interface
and the security field because of its usage of practicable

3-D image measurement system.

[I.3-D SHAPE MEASUREMENT

A method of triangulation was the radical principle
of 3-D image measurement based on the pattern light
projection. The pattern light was projected from the
projector to the measurement object, and it took a
picture of the appearance from a different angle with the
camera. Do as formula 1 to calculate the depth distance
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Fig.1. Intensity modulated pattern

of measurement point from projection angle of pattern

stripes and stripe coordinate on the observation image.
z # 0]
tana + tanb

Here, z was a depth distance of the measurement
point; b was a base length (the distance between source
of light and the center of lens of camera); a was stripes
projection angle; 3 was an observation angle degree; b
was known among these [3 was computable by stripes
coordinates on the observation image.

When the strength modulation pattern light was used
as shown in Fig 1 stripes projection angle ould be
calculated by a single piece of picture theoretically.
However, influenced by the surface color of the
measurement object and reflection, the intensity value
of the projection stripes in the observation image
changed and the correspondence to the projection angle
collapsed. There was an optimum strength combination
pattern light projection method to solve such a problem.
It was a technique to optimize projection pattern and to
seek for regulation of variations in intensity at a
maximum about intensity difference of projection
between adjacent stripes.

In aset of stripes addresses {1,2,K , N} , when the
intensity order of the address p, 1 {1,2,K ,N} , the
projection light intensity of the stripes strength order

was defined as the following magnitude correlations.

lw €1, EL, ELEL, El.

Here, |y, is the projection light intensity of stripe

min

address, |min and |, are minimum value and
maximum value of the projection light intensity
respectively. The function was defined when the
projection light intensity difference of the stripes
strength distribution combination (|1,|2,K |N)was at
the maximum, evaluation function d(II,IZ,K IN) was

also at the maximum
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Here, kj was a weight factor. M was width of the
filter on which evaluation function has been set. As the
relation of formula 2, when d(l HyHK IN) was at the
maximum d(pl, p,.K pN) amounted to the same
thing. Thus, it can be said that d(pl, p,.K pN) seek
combination (pl, p, K pN) at the maximum as its
optimum combination. Projection pattern shown in Fig
2 was replaced by the stripes order of projection pattern
inFig 1. We knew that the strength difference between
adjacent stripes has been increasing as graph. As a result,
should be
accurately as long as the strength change rule was

stripes  projection angle computable
maintained even if the error margin was included in the

detection of stripes projection light intensity.

1. APPLICATIONS

1. Face Detection

Face detection is to detect the direction that human
is facing. As the computer can automatically do face
detection, it can be used to find out something deserved
to be paid attention to and to be under watch without
looking the other way during travels. Man's face does
movement by rotating fromtop to bottom of the neck
right and left. Therefore, to understand the direction of
the face accurately, 3-D information on the face is
needed. This time, 3-D image of the face can be
acquired by using 3-D shape measurement proposes it.
2-D color information and 3-D shape information are
included in 3-D image. First of all, we extracted the face
organs such as both eyes and noses by using 2-D color
information, and then calculated the inclination angle in
the frontal direction by using 3-D position relation of
the face organs.
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(¢) 3DCG

Fig.3. 3D-shape measurement result

2. Face Authentication

2-D image was to take a picture of the object with
the digital camera and record information on the shade,
While 3-D image
recorded information on a three-dimensional size,

brightness, and vividness, etc.
position, and shape what the object originally has,
which was useful for the depth change and the curved
surface inspection. That was difficult for 2-D image to
analyze.

Face recognition used traditional 2-D image made it
easy to come about misidentification as a result of
influences like face position, expression, make-up, and
lighting environment, etc. For the factors stated above,
it can be expected that robust recognition should be
practicable by using 3D face image. Now, 3D face
image can be acquired by wusing 3-D image
measurement system proposed here. It corresponded to
the variation of face by generating the distance image
vector fromface on all sides by way of 3-D image and
studying each person’s range image through subspace
method [4].

The range image sample for study was showed in
the sets of the image vector. Here, m was a product of
width and the height of the range image, n was the
number of range image samples.

When L was projected to the partial space, the basis
vector in which the error of mean square was minimized
was calculated by the KL conversion. As an unknown
range image vector was projected to the partial space, if
it were a same person, the projection vector length
should grow. Therefore, certification should be done by
requesting the projection vector length to a partial space

as a degree of similarity with the registration character.

©ISAROB 2010

48

IV.RESULTS AND DISCUSSION

Various objects were measured by using 3-D image
measurement systems which was used the optimal
intensity-modulation projection technique. Fig 3(a) was
a color image of the measurement object taken with
camera. Fig 3(b) was a range image expressed by light
and shade from the projector It was clear that 3D
coordinates were calculated in each pixel. Fig 3(c) was
an expression of 3-D shape of the object with 3DCG.
From the outcome of experiment, we have known that
the measurement concerning 3-D shape of the target
object can be done in a high sensitivity from the
counting system that mounted the optimal intensity-
modulation projection technique. Moreover, single-
projection could shorten the processing time and the
measurement to the dynamic object like human should
be practicable. Comparing the size of a columnar object
with the depth distance of the measurement result,
measurement accuracy was evaluated, which resulted in
about 0.3mm of the average error margin and 0.8mm or
so of the maximumerror margin.

The sample data used to experiment on face
recognition was 3-D image of 15 subjects who acquired
it by using 3-D shape measurement system. The
direction of the face was changed from the front, the
right, and upward. 3-D image of the frontal face was
assumed to be registration data, and the range image for
125 kinds of faces was generated for the design of a
partial space. Unknown input data was collated with the
registration data 1 to 1, and the occurrence rate of
similarity degree was calculated respectively in person
among classes. Fig 4 showed the distribution of the
frequencies of similarity degree. A large value was
taken when itwas a person himself, and if it were others,
it should be taken a small value. The threshold to
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distinguish one person himself from the others was
assumed to be a parameter and misidentification
FRR and FAR were
respectively. The result was shown in ROC curve of Fig

certificate rate calculated
5. From frequency distribution of similarity degree in
Fig 4, the case that similarity degree in the others’ group
was high. It was thought that a common feature with
others was extracted by designing a partial space, and
the difference between one people himself with the
others was vague. Moreover, because the change for the
face of the learning pattern was set within 20 degrees in
the turning angle, it was difficult to correspond to the
change for a face.

However, because it had possibility of extracting the
same feature among different people when the turning
angle degree of the learning pattern was raised and the
number of distance images was increased, it was
necessary to improve the method of designing a partial
space. It differed from the subspace method that used
the color image as another cause, and personal
characteristics were valued in the area where the depth
change in the face surface shape was intense in the
subspace method that used the range image. It was
thought that personal characteristics had decreased on
the other hand though the worry that ambient light and
the make -up influenced disappeared because the range
image is separated from the feature of color information
based on the color strength difference like eyes,

eyebrows, and the skins.

V.CONCLUSION

The practical use of 3-D image measurement was
anticipated in the manufactory field. In my study, I
aimed to introduce practical 3D image measurement

system with the use of possible and optimum strength
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modulation pattern light projection method to carry out
a high-speed, high sensitivity measurement. Moreover,
as an application of measurement system, with the use
of face detection and recognition, I am looking forward
to demonstrate the correspondence to 3-D movement so
as to compensate something troublesome like make-up
and lighting for 2D image. In the present study, it
proposed the technique for generating the regularized
distance image from 3-D face measurement data as
feature data used for the collation processing. As a
result, because the feature data separated from color
information on the face was obtained, the attestation
technique for not receiving the influence of outside
ambient light was able to be achieved. Moreover, an
invariable attestation became a position variation with
possible by the constant generation of the distance
image of the size of the face that did not depend on the
position of the measurement apparatus with the person
and the face registration by the nose top coordinates of
the range image. In the present study, the subspace
method of the range image was applied to the problem
of the change for the face of multiple degrees of
freedom.
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Abstract: 3D image measurement based on pattern light projection can be roughly classified into two groups,
binarization type and non-binarization type, from projection pattern intensity and color distribution
characteristic. Binarization type is a method of using binarizationalized projection and image, but there are
some difficult problems such as the necessity to do the multi-projection so as to detect information of the
projection patterns, much time spent on measurement manipulation as well as the correspondence to the move
objects. Non-binarization type is a method of using the non-binarizationalized projection pattern, monochrome
image or color image. The technique has been in great anticipation of practicability with the popularization of
digital camera and projector recently with reason that it may get much more infor mation with single projection
through binarizationalized measurement and calculate the high sensitivity 3D information. But thetechniqueis
premised on the situation that it must get reflex pattern image with essential number of dlit and intensity
distribution, that is to say, the ideal observation pattern image so as to secure the sensitivity and accuracy of
measurement. So, as for the target object without specification on the surface reflectance and distribution of
surface color, the measurement would encounter several problems such as deficiency of the volume of
information on the reflex projection patterns, uncertainty of the target measurement sensitivity as well as the
troublesome of measurement manipulation. In order to solve the problems presented above, | propose Fast
Fourier transform (FFT) technique on one initial observation image in my study. Furthermore, | strove for 3D
image detection by using one initial observation image by single pattern light projection through merging the
technique of monochrome projection-color analysis (MPCA) with the optimal intensity modulated projection
(OIMP) together, which resulted in the high speed and high accuracy of 3D image observation.

Keywords Pattern Projection, Frequency Domain, Monochrome-projection, Color -analysis.

projection as often as N times should be obtained by

[.INTRODUCTION

single measurement.

Figure 1 showed the projection pattern used a
measurement technique, saying, intensity modulation
pattern projection measurement technique. Intensity
modulation pattern projection technique was that adding
the intensity modulation which had been made

correspondence between stripes location information

. . . . . . Compaier ! Measurement ebjeci
and the intensity information to projection patterns and Prajrcier
doing 3D measurement by using their correspondence Fio.2. Patt ot
. . . . . 1 1 1g. 2. Fattcrn projcction
between the stripes intensity value of the projection Fig.1. Intensity modulat & Pre)
ion pattern measurement svstem

pattern and the stripes intensity value of the observation

pattern image. But taking discontinuance between The traditional intensity ~modulation pattern

stripes of the projection pattern into account, it’s projection technique was chiefly projected to the grey

possible to make a steady measurement to resist noise intensity modulation pattern and utilized image analysis

with comparison to analogue technique such as the technique through grey scale input, but it has been

density inclination pattern etc. If the intensity proved to be difficult to obtain reflection pattern with

modulation pattern with N pieces of stripes was necessary measurement range in the case of measuring

projected and stripes address were to be detected from objects with multiple color distribution. Owing to its

the observation pattern image correctly, the depth necessity to correct slit pattern by taking more than 2

measurement sensitivity equivalent to slit optical photos so as to get wide measurement image of the
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intensity range, the measurement was always costly and
hard to deal with the moving object. In the present study,
the observation pattern image with a wide and ideal
stripes intensity distribution of the intensity range was
automatically acquired by using the monochrome
projection color analysis technology, furthermore, as to
the synthesized observation pattern image, the influence
of the measurement outcome due to the measurement
condition, such as surface reflectance of the target
object, was reduced by the Fourier transform in the

frequency domain. Because of the possibility to detect
stripes address by sharpening slit patterns, the problems
mentioned above were solved, which would result in the

reduction of the cost and improvement of the
measurement accuracy.
I1.ALGORITHM

Figure 2 was a composition of typical pattern
projection measurement system. The projection pattern
been output by the computer was projected to the
measurement object from the projector, camera was
used to take a picture of the projected pattern reflected
to the measurement object as an observation pattern
image, finally, the information stored in the camera was
input to the computer. Next, the directions of the stripes
of projection pattern were detected from the observation
pattern image which had been input, and then 3D shape
of the object was restored based on the principle of the
triangulation. The following contained processing of
each step was stated simply.

Stepl: Projecting intensity modulation pattern to
measurement object.

Step2: Taking a picture of the image and using it as
the initial observation pattern image.

Step3 Doing color analysis of the initial observation
image and synthesizing the image for the measurement
based on the color channel for the measurement. The
color channel that reflection intensity value was
stronger than the others was extracted every pixel from
input image and used it as the channel for the
measurement. The influence caused by other color
components and the surface reflectance in the same part
of the

synthesizing single channel image for calculation with a

measurement object were reduced by
channel for the measurement of each pixel.

Step4: Extracting measurement object from the
image for measurement and deleting the noise with

threshold extraction method.
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Step5: the influence of surface

reflectance. If there were no influence, Step 6 should be

Confirming

omitted and jumped to step 7 directly.

Step6: Correcting the influence of the surface
reflectance of the measurement object from the image
for the measurement with the object of detecting stripes
address in high accuracy and sharpening stripes pattern
for the measurement. To reduce the influence on the
measurement result according to the measurement
condition of the surface reflectance etc. of this object, it
proposed the Fourier transform technique of the image
in the frequency domain in the present study. In the
following Chapter 3, I described the technique and
principle.

Step7 Extracting slit pattern address in the light of a
linear relation of each stripes intensity value from the
corrected image for measurement because the intensity
value of each stripes pattern was decided by majority
according to the intensity value of each pixel of each
stripes pattern.

Step8 Calculating the 3D space world coordinates
based on the detected stripes address. The calculation of
three dimension shape by using the principle of the
triangulation was omitted in this thesis.

[11. PRINCIPLE AND METHOD

1. Problem of reflectivity reduction

About the intensity modulation pattern projection
measurement, it was ideal that the relation between the
intensity of the reflection pattern stripes obtained from
the input image and a pattern stripes degree were a one-
to-one correspondence in order to obtain three
with the
measurement object was multiple color distribution, and

dimension shape accuracy. However,
it was difficult to obtain such an ideal relation when it
had reflectivity taken with a versatile digital camera.
Generally, the gray projection pattern was projected to
the measurement object with a variety of color
distribution, information obtained from the reflection
pattern image was only brightness, coordinates, color
information on the measurement object decreased and

the measurement range confused became narrow.

2. Space area correction method

For the projected pattern intensity P(X,y), if pixel
intensity 1(i,j) in the image was always (1), the
correction method of traditional reflectivity should be
ideal.



P(x,y):1(,j)=1:1 (1
Actually, Surface reflection element Q(x,y) of the
object can be actually contained, and intensity of each
pixel in the reflection pattern image that hit the object
be shown as follows.
L (0,1)=P.(xy)" O(Xy) 2
At this time, because the surface reflection element
had its in (2), N of
P(x,y) can not be detected. Then, we projected

influences stripes degree

projection pattern with uniform intensity P, (xy) to
the same measurement scene, the relation of (3) was
obtained.

e (D) =P(xy)” O(xy) (3)

The following relation was obtained from (2) and (3).

1,G.)) _ P(xY)
L) P(xy)

Q)
That is to say, the image for the calculation with the
projection light stripes intensity distribution and linear
the

calculation correction. With correction method, steady

correspondence was obtained by dividing
stripes pattern for measurement could be obtained, but
confronting the fact, which meant its difficulty to deal
with the moving object, furthermore, the necessity to
have two pieces of observation image made the

measurement cost expensive.

3. Frequency area correction method

Rather than delete surface reflectivity from each
pixel, my study aimed to obtain measureable stripes
pattern in the power spectrum within the frequency area
of the whole image by using single observation image.

Fig.3. Synthesized Fig.4. Power-spectrum

measurement image of image for

Here, Figure 3 showed the synthesized image for
measurement, while Figure 4 was power spectrum of
the measurement image. According to Figure 3 and
Figure 4, it was clear that a power spectrum image with
a characteristic of the periodic light and shade pattern
like the synthetic measurement image had the repetitive
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brightness edge. For instance, against the engine
arranged in the vertical direction of the power spectrum
image, it was composed in the horizontal direction on
the original measurement image. If a strong edge
existed for a power spectrum image's diagonal
depending the length edge, to lean to the right, and to
come, it should be comprehended to arrange stripes
pattern in each edge and the direction (for left diagonal
horizontal direction) in which it goes directly in an
original measured imagery. But, when the patterns in all
directions confused in the measurement image, the
frequency image scattered everywhere, so the power
spectrum was. At this time, it meant that the bright
places and low frequency existed so many in the center
of the power spectrum, in reverse, high patterns of the
frequency existed in the far, direct component lied in the
center.

The method of the present study was that extracting
stripe pattern from the initial observation image,
synthesizing the image for the measurement. And,
stripes pattern was converted into a power spectrum
image from this composited image, and then, stripe
pattern was sharpened in the light of the extraction of
the frequency of stripes pattern for the measurement in
the power spectrum of the composite image, finally,
measurement image reflectivity was corrected. The
extraction method of stripes pattern was done by setting
the threshold in a power spectrum image. In addition,
when stripes pattern for the measurement was a curve,
which made  the edge of the corresponding power
spectrum was not clear, the number of low frequencies
was extracted by using the nether Butterworth filter
another time as an auxiliary means after the power
spectrum of stripes pattern was extracted from the

threshold, stripes pattern was sharpened at last.

1

H (i, j)= 1
1.0+ (/2 - 1) p*

®
Here, H(i, j) was coefficient of the filtey P was
the distances from each pixel to the image center in a
power spectrum image (The unit: pixel).

IV.OUTCOME OF AN EXPERIMENT

The experiment was done in the spaciousness
erased. The
experiment system was composed of the liquid crystal

environment where the lighting was

projector, the CCD color camera, and the computer, an



ideal stripes number of the projection pattern was set to
20.

Fig.5. M easurement Fig.6. Initial image of

observation pattern

object measurement

(T~

Fig.7 Intensity distribution of Fig.10. Intensity

measurement composition distribution of correcte

Fig.9. Corrected

measurement image

Fig.8. Extracted

power-spectrum

Stripes pattern after the calibration of Figure 1 was
projected from an algorithm above-mentioned Chapter 2
to the measurement object of Figure 5, it took a picture,
and an initial image of Figure 6 was obtained. The
measurement image of Figure 3 was compounded by
using color analysis, because the intensity range of the
measurement image which had been compounded
became narrower on the one hand, the intensity
distribution was not linear on the other, the accuracy of
detecting stripes address was obtained. Figure 7 showed
the intensity distribution of the composite image, we
can find something influential came from the surface
reflectance (Stripes enclosed in a red line were not
linear, and the intensity range narrows down greatly,
too). So as to decrease influence, we sought for the

composite power spectrum image through Fourier
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transform (refer to Figure 4), extracted power spectrum
of the stripes pattern in it, conversed to Fourier and did
image correction. Figure 8 showed the image of a power
spectrum of the extraction. Figure 9 showed the
measurement image which had been corrected. Figure
10 showed the intensity distribution of measurement
image which had been corrected. We have known that
the stripes intensity distribution at this time was almost
distributed in a linear target, intensity range became
wider.

V. CONCLUSION

In the present study, it proposed three dimension
measurement technique of the object with multiple color
distribution by using Fourier transform technique from
one initial observation image. According to the
characteristic of the measurement system, the intensity
modulation pattern calibrated was projected to the
object with the multiple color distribution, and color
information in the reflection pattern image filmed was
analyzed, And then, the image for measurement was
the

distribution stripes with projection pattern stripes degree

compounded, finally, wide range intensity
and linear correspondence can be obtained by the
intensity correction of the measurement image. Thus, it
was possible to utilize effectively image information
and resulted in a high efficiency and accurate
measurement.

The further study of the validity concerning the
technique proposed here in the case of the objects with
multi-materials and its system practicability would be

mentioned as the assignment in the future.
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Abstract: Recently, immense multimedia information has come to be exchanged on the Internet, where 3DCG,
video, image, sound, and text are involved in various circumstances with terminal devices, networks and users
different in their competences and performances. This fact may easily lead to ‘digital divide’ so called unless
any special support is given to the weaker. We have already proposed a new concept of ‘universal
multimedia access’ intended to narrow the digital divide by providing appropriate multimedia expressions
according to users’ (mental and physical) abilities, computer facilities, and network environments. In this
paper, we discuss a software framework for our new concept and its implementation.
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I. INTRODUCTION

of
information has come to be exchanged on the Internet,

Recently, immense amount multimedia
where 3DCG, video, image, sound, and text are
involved in various circumstances with terminal devices
and networks, and users different in their competences
and performances. This fact may easily lead to the so-
called ‘digital divide’ unless any special support is
given to the weaker users.

A universal design concept is proposed to support
handicapped people in their social activities [1]. In the
computer science field, the universal web [2] has been
proposed to develop this concept. However, this does
not support changes in the contents, the media and the
quality of service (QoS) function to use the devices and
network environments to their full capacity. On the
other hand, many studies on the QoS function have
proposed optimizing the video quality for priorities
areas at users’ requests [3]. These studies focused on the
performances of devices and network environments, but
not on the users’ abilities or equipments. Of course,
there were also several studies on ‘universal multimedia
access (UMA)’ but they could not narrow the digital
divide because they concerned ‘content switching’ only
[4].

In consideration of this fact, we have already
proposed a new concept of UMA [5, 6] intended to
narrow the digital divide by providing appropriate
multimedia expressions according to users’ (mental and
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physical) abilities, computer facilities and network
environments. In this paper, we discuss a software
framework for our new concept and its implementation.

II. UNIVERSAL MULTIMEDIA ACCESS

The digital divide is caused by the differences in
users’ personal competences, computer facilities, and
network  environments. Therefore, = multimedia
information is necessarily accompanied by the need to
switch the user interface, the media and the QoS
parameters, thus reflecting these differences. Here, we
present a new approach to UMA for handicapped
people to help them to use their devices and network
environments to their full capacity. Our purpose is
exclusively to develop a new mechanism for
appropriately switching user interfaces, media and QoS
parameters based on a concept such as that shown in

Fig.1.

III. SWITCHING FUNCTIONS

UMA means to selectively provide three kinds
of switching function (SF), namely, user interface
switching (UIS), media switching (MS), and QoS s
witching (QS). Fig.2 shows these switching
functions working as follows:

(SF1) UIS: switch to the user interface s (UI)
appropriate for users’ competences and display
devices,

(SF2) MS: switch to the media which is

appropriate for users’ competences, performances of



terminal devices and networks,

(SF3) QS: control the media qualities so that they
are appropriate for users’ competences and terminal
devices.

These functions are applied in ascending order (from

SF1 to SF3) when starting to use multimedia

information or in descending order when it is being used.

1. User Interface Switching

UIS sets up the following items.
(U1) A writing style which is appropriate for the users’
language ability,
(U2) The UI type and annotation option which are
appropriate for users’ computer skill,
(U3) The media size, font size, number of media, and
number of characters which are appropriate for the size
of the display device.

In addition, the I/O function is reflected by the
users’ disability.

2. Media Switching

MS switches to the appropriate media according to
predetermined priorities after determining usable media
types and the QoS parameters. The numbers and types
of media are selected by UIS. The media and their
quality are limited by the performances both of terminal
devices and networks. When MS could not continue to
play a medium because of an overload of CPU or
network, MS is switched to UIS to reduce this load.

3. QoS Switching

QS controls the media size and media rate with QoS
parameters to measure the performances of both
terminal devices and networks. The QoS parameter
‘Size’ means:

(S1) Video — Give priority to frame sizes

(S2) Audio — Give priority to sampling resolution
and stereo sound

(S3) Image - Give priority to size of image

(S4) Text — Enlarge characters

The QoS parameter ‘Rate’ means:

(R1) Video — Give priority to frame rates

(R2) Audio — Give priority to sampling rates
(R3) Image - Give priority to display timing
(R4) Text — Take priority over any other medium
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IV. Monitoring Functions

The SF is selectively provided by the managem
ent system and receives several types of message
from 4 monitoring modules and the network
interface (NI) as shown in Fig.3. These modules
monitor the following items to send/receive event
messages as shown in Tab.l.
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(M1) CPU Monitor: give the CPU load average to
the Event Monitor for checking the CPU load factor.

(M2) Power Monitor: give the power consumption
to the Event Monitor for reviewing the power resources.

(M3) Network Monitor: give a throughput to collect
packet loss rates and the round trip time (RTT) using
the real time transmission control protocol (RTCP).

(M4) Event Monitor: request to each SF according
to the events from other monitoring modules and user’s
operations.

In addition, the QS receives the message and the
media data from the NI.

V. Transmission Protocols

The management system keeps synchronizing a
master media with some slave media as shown in Fig.4.
These synchronizations are caused both within and
among multimedia contents by the network time
protocol (NTP) according to the common time line. A
transmission protocol has 4 layers constructed on real
time transmission protocol (RTP) and RTCP to use
multimedia contents for supporting three types of SF
and to keep these synchronizations. Figure 5 shows this
transmission protocol and their layers to be achieved as
follows:

(L1) Multimedia Transmission Protocol: media
combination, inter-media synchronization,

(L2) Media Transmission Protocol: media exchange,
intra-media synchronization,

(L3) Frame Transmission Protocol: frame rate
control,

(L4) Packet Transmission Protocol: packet rate
control, congestion control.

A multimedia contents is provided with a starting
phase and a switching phase as shown in Fig.4 and
Fig.5, respectively.

In the starting phase, the UIS is applied to Ul
according to the command ‘Request(Action)’ from the
event monitor after receiving users’ information and
computer specification as shown in Fig.6. Also, the MS
and the QS are performed to provide appropriate media
and media qualities synchronized by the ‘Request(...)’
from the event monitor, respectively.

In the switching phase, each SF is performed
according to wuser’s request for parameter change
‘Request(Change **)’ and media quality change
‘Notice(Change)’, a notification of overflow and
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underflow ‘Notice(Over) from monitoring functions as
shown in Fig.7. Also, each SF returns ‘Accept(...)’ or
‘Refuse(...)” to apply these request.

Table. 1. Types of Event Message

Type of message |Type of information |Meaming

User User information
Computer Terminal information
Report Network Network information
Content Send the content data
Action Execute the request
Change ** Change to another request
Request Kill Stop the process
Accept Accept to request 'Chage’
Refuse Refuse to request 'Change'
Change ** User's request for another threshold
Notice Over_** Over flow or under flow to threshold
Content Display content
Display Reply Replay for notice 'Change_**'
Info Information of any other event
* Inner media synchronization + Inter media synchronization (Inner group)
(@) Synchronization point Inter media synchronization (Inter group)
o) Symehroniaion
line NTP
Master media
video
Slave media
Sound
Slave media
ext
Master media
Picture
Slave media

Text
Master media

(Notification)

Fig. 4. Mechanism for multimedia synchronization

Transmission Protocol

Multimedia Transmission Protocol
Media Transmission Protocol
Frame Transmission Protocol

Packet Transmission Protocol

RTP / RTCP
UDP/TCP

Fig. 5. Transmission protocol
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VI. Implementation

A prototype system has been developed as a client-
server system in C++, Win32API and WinSock2, which
supports a multi-thread to enable playing several remote
media simultaneously. But, the current system hasn’t
supported the SF yet. The client software and the server
software are configured such modules as shown in Fig.8
and Fig.9, respectively. A snapshot is the client software
recommended for kids using notebook PCs as shown in
Fig.10.

VII. CONCLUSION

In this paper, we discussed a software framework for
our new concept and its implementation. Currently, we
are implementing switching functions for providing
appropriate multimedia expressions according to users’
(mental and physical) abilities, computer facilities and
network environments. In the future, we will evaluate
our software framework, define rules for each switching
function and develop a multimedia markup language for
UMA.
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Abstract: This paper presents evaluations of an immunity-based anomaly detection method with dynamic updating of
profiles. Our experiments showed that the updating of both self and nonself profiles markedly decreased both the false
alarm and missed alarm rates in masquerader detection. In computer worm detection, all the random-scanning worms
and simulated metaserver worm examined were detected. The detection accuracy of the simulated passive worm was

markedly improved.

Keywords: Immunity-based system, anomaly detection, computer worm, ROC, adaptation.

I. INTRODUCTION

Many anomaly detection methods [1] are restricted
to the reference of a single user profile. One drawback
of these methods is that many false alarms arise when
valid users carry out new operations that they have
never performed previously. To improve their detection
accuracy, we have proposed a new immunity-based
anomaly detection method with multiple agents based
on the specificity and diversity of the immune system
[2]. Our approach makes use of multiple profiles rather
than a single profile, which leads to an improvement in
detection accuracy.

In addition, we incorporated a new framework of
dynamically updating of profiles with test sequences
(i.e., not training sequences) into our immunity-based
anomaly detection method. The updating of both self
and nonself profiles markedly decreased both the false
alarm and missed alarm rates in internal masquerader
detection [3]. However, the detection accuracy of
external masqueraders and computer worms was not
evaluated.

In this paper, we made a slight change in profile
construction to escape assignment overflow. In
experiments, we evaluated the extent to which profile
updating improved the detection accuracy of external
masqueraders and computer worms.

Il. RELATED WORKS

Artificial immune systems for computer security can
be divided roughly into three types [4]: hybrid
approaches combined with multiple conventional
detection methods [5], approaches inspired by the
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mechanism of negative selection in the thymus [6], and
approaches motivated by the danger theory [7].

Our system is related to those using the second
approach. The difference in intrusion detection between
our method and those reported previously is the
reference information used for detection. Previous
systems referred only to nonself information, while our
method refers to both self and nonself information. This
reference to self information contributes to a reduction
in false alarms.

1. IMMUNITY-BASED ANOMALY DETECTION

1. Definitions of “self” and “nonself”

The heart of the immune system is the ability to
distinguish between “self” (i.e., the body’s own
molecules, cells, and tissues) and “nonself” (i.e., foreign
substances, such as viruses and bacteria). Similarly,
operation sequences executed by a user on his/her own
account are defined as “self,” and all other sequences
are defined as “nonself.” For example, if one user
executes commands on his/her own account, the
command sequence is “self.” If another user executes
commands on someone else’s account, the command
sequence is “nonself.” Such a user is defined as a
masquerader or an intruder, regardless of whether the
user’s actions are malicious.

In an immunity-based anomaly detection system,
operation sequences for each user in the training data
belong absolutely to “self.” The operation sequences are
used to construct a profile for each user. The profile
yields the probability that the operation sequence
belongs to “self.” Based on this probability, the system



classifies the operation sequence as either belonging or
not belonging to “self.”

2. Generation of agents

An immune cell has a unique receptor with high
affinity for specific antigens.  Similarly, our
immunity-based system generates a user-specific agent
for every user, i.e., every account. An agent has a unique
profile, representing the probability that the operation
sequence is performed by the original user. The
probability is expressed by a score, which is derived
from the detection method, i.e., HMM, IPAM, the Bayes
1-step Markov method, etc. We chose the HMM method,
because previous studies indicated that it performs well
[2]. The parameters of the HMM are given by
A= [m, A B] and V, where m is the initial state
distribution, A is the state-transition probability
distribution, B is the operation probability distribution,
and V is the operation table that assigns a unique
number to each operation in training data composed of
operation sequences obtained previously from each
original user. The size of the operation table V is
limited to M,,,, to avoid assignment overflow, where
M. 1S specified by a system administrator. The
parameters 7, A, B are estimated from the training data,
as described [2]. The parameter V is determined by
operations in training data.

The agent can compute the likelihood P(0|4) of
the sequence O with the profile A. The likelihood
P(0|1) represents the probability that the sequence O
was performed by the original user corresponding to the
agent, i.e., the profile A. The agent would compute a
high likelihood, i.e., a high score, only for the sequences
of the original user corresponding to the agent.

3. Adaptive discrimination of self and nonself

Our immunity-based system has a user-specific
agent for every account. Each agent monitors operations
on its own account until the length of the operation
sequence reaches L, where L is specified by a system
administrator. The agent of the account on which the
length of the sequence reaches L is activated.

The activated agent shares the sequence with all the
other agents. All agents compute their own score of the
sequence. The activated agent computes the effective
threshold, Min + (Max - Min) x Th, where Min is
the minimum score of all scores, Max is the maximum
score of all scores, and Th is the percentage difference
between Min and Max. Th is specified by a system
administrator. The activated agent compares its own
score, X, with the effective threshold, Y. If X >, the
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activated agent classifies the sequence as normal, i.e.,
self. Otherwise, the agent classifies the sequence as
abnormal, i.e., nonself. Exceptionally, provided that X
is equal to the computational minimum value of
P(0|1), the sequence is regarded as abnormal.
Conversely, the sequence is regarded as normal if X is
equal to the computational maximum value of P(0] 4).

If the activated agent classifies the sequence as self,
it updates its own profile (i.e., a self profile). If not, the
agent that computed the maximum score of all agents
updates its own profile (i.e., a nonself profile) and the
activated agent raises an alarm to a system administrator.
These profiles are newly estimated from the sequence
just examined and all the sequences trained previously.
Note that the size of the operation table V is limited to
M, specified by a system administrator. Once the
size of V reaches M,,,, the least frequently used
operation is replaced with a new one.

Finally, the activated agent returns to a normal state
and continues to monitor operations on its own account.

IV. EXPERIMENTS AND DISCUSSIONS

1. Masquerader detection

As experimental data, we used network traffic
captured from 12 users for about one month. These data
are identical to those used in our previous study [8].
This experiment uses web traffic extracted from the data,
as web traffic accounts for the majority of network
traffic. The web traffic of each user contained more than
3,000 requests. The first 500 requests for each user are
training data to allow construction of a profile. The next
1,000 requests are test data to evaluate the detection
accuracy. The test for the sequence is performed every
100 requests. All the profiles that are to be updated are
updated synchronously by incrementing the sequence
number. Anomalous behavior is simulated by testing
one user’s request sequence against another user’s
profile.

The number of hidden states of the HMM is set to 1
due to the lowest computational cost and the best
accuracy of other states [8]. The HMM parameter is
equal to 2 = [1,1,B], where B is equal to a relative
frequency distribution of operations in training data.

The metrics of detection accuracy are based on the
false alarm rate, i.e., false positive rate, and missed
alarm rate, i.e., false negative rate. In general, there is a
trade-off between the false alarm rate and the missed
alarm rate. The relationship between these rates can be
described visually by a receiver operating characteristic
(ROC) curve, which is a parametric curve generated by
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Fig. 1. ROC curves of internal and external masquerader detection for the method without updating any profiles, with upda
ting only the self profiles, with updating only the nonself profiles, and with updating both profiles.

varying the threshold Th from 0% to 100%, and
computing these rates at each threshold Th. In this
experiment, each ROC curve consists of 101 points for
simplicity. Each point corresponds to one threshold
from Th =0 to Th = 1.0. In addition, the area under
the ROC curve (AUC) is computed as a scalar measure
for ROC analysis. The AUC enables quantitative
comparison of multiple ROC curves. In this experiment,
the AUC may be much larger than the exact AUC due to
thinning out plots.

We evaluated the detection accuracy of the profile
updating. Figure 1 shows ROC curves of internal and
external masquerader detection for the method without
updating any profiles, with updating only the self
profiles, with updating only the nonself profiles, and
with updating both profiles. In each ROC curve, 6
internal users were chosen randomly from among the
total of 12 users, with all the others being the external
users. Each point on the ROC curve is an average over
100 combinations. The statistics of the AUCs for 100
combinations of internal and external users were
examined and the statistical significance of differences
was analyzed by ANOVA with Dunnett’s test for
multiple comparisons.

In Figure 1(a), the method with updating both
profiles indicated the best detection accuracy of all
curves. The mean AUC of the method with updating
both profiles was 0.026, which was significantly lower
(P < 0.001) than that of the method without updating
any profiles (0.072). This statistical significance seemed
to be dependent mainly on the updating of the self
profiles, as the updating of only the self profiles
decreased the false alarm rate, whereas the updating of

©ISAROB 2010

60

only the nonself profiles slightly increased the missed
alarm rate. It should be noted that the updating of both
profiles achieved a missed alarm rate of 34.37% without
false alarms at the threshold 43.43%.

Similar to Figure 1(a), Figure 1(b) indicated that the
method with updating both profiles outperformed all the
other methods. The mean AUC of the method with
updating both profiles was 0.108, significantly lower (P
< 0.001) than that of the method without updating any
profiles (0.150). This statistical significance is due to
the updating of both the self and nonself profiles. The
updating of the self profiles decreased the number of
false alarms, and the updating of the nonself profiles
decreased the number of missed alarms. It should be
noted that the updating of both profiles achieved a
missed alarm rate of 50.13% without false alarms at the
threshold 43.43%.

2. Worm detection

Computer worms are divided into five types of
target discovery: random-scanning, hit-list, metaserver,
topological, and passive worms [9].
A. Random-scanning worms

We evaluated four random-scanning worms in the
wild: CodeRedv2, CodeRedII, Slammer, and
Blaster. These worms attempt to infect randomly
selected computers. As with our previous study [8],
there were no missed alarms without false alarms on
any of the accounts for all the worms examined in all
methods.
B. Hit-list worms

A hit-list worm attempts to infect computers of
target lists pre-generated by an attacker or its author.



The hit-list includes IP addresses of vulnerable servers
or always-connected IP addresses. All the methods seem
to detect these worms if the hit-list does not include IP
addresses of the operation table. Otherwise, for example,
an attacker can randomly insert many IP addresses of
popular websites into the hit-list at the expense of
high-speed spreading. In that case, our method could
not detect these worms because IP addresses of popular
websites are likely to coincide with those of the
operation table.

C. Metaserver worms

A metaserver worm obtains a target list from a
metaserver that keeps a list of active servers and
attempts to infect computers on these lists. The Santy
worm is a metaserver worm, which attempts to
propagate to IP addresses in the search results provided
by Google™ (www . google. com).

All the methods detected the simulated metaserver
worm [8] because these worms have difficulty guessing
IP addresses on the operation table.

D. Topological worms

A topological worm obtains a target list from the
devices of the infected computer. For example, the
worm obtains targets from peer-to-peer software in an
infected computer and attempts to infect all peers. This
worm may escape all methods, because the traffic
pattern of this worm may appear normal and the peers
may be included in the operation table. An alternative
method would be needed to prevent topological worms
from spreading.

E. Passive worms

The passive worm, which either waits for target
computers to visit or follows user’s requests into target
computers, is more difficult for an anomaly detection
system to detect, because its behavior is similar to that
of the user.

The evaluation results of a simulated passive worm
[8] were almost the same as those in Fig. 1. The mean
AUC of the method with updating both profiles was
0.029, which was significantly lower (P < 0.001) than
that of the method without updating any profiles (0.121).
The mean difference between the method with updating
both profiles and without updating any profiles was
larger than that of the internal masquerader detection.
Briefly, profile updating markedly improved the
detection accuracy of the simulated passive worm.

V. CONCLUSIONS

We have made a change in our immunity-based
anomaly detection method to escape assignment
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overflow in the operation table, and we evaluated and
discussed the extent to which profile updating improves
the detection accuracy of external masqueraders and
computer worms.

Experimentally, we showed that the updating of both
profiles markedly decreased both the false alarm rate
and the missed alarm rate in masquerader detection. In
worm detection, all the random-scanning worms and the
simulated metaserver worm examined were detected.
The detection accuracy of the simulated passive worm
was markedly improved. Detection of topological
worms may require an alternative method to investigate
inbound traffic in order to detect exploit codes and/or
shellcodes.
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Abstract: Frequency-hopping (FH) is a well-known spread-spectrum method of transmitting radio signals by hopping
frequency channels along a predefined hopping sequence known to both transmitter and receiver. Although FH is
resistant to jamming by external malicious nodes which have no knowledge of the sequence, it is of no effect against at
tacks by internal compromised nodes which know the sequence. In this paper, we propose a secure creation scheme of
the hopping sequence for mobile wireless sensor networks. The proposed scheme is based on the idea of a
statistical en-route filtering (SEF). SEF exploits collective decision-making by multiple detecting nodes in the de
nse deployment of large sensor networks. We evaluate the performance of our scheme thorough simulations.

Keywords: Mobile wireless sensor networks, Frequency-hopping, Hopping sequence, Statistical en-route filtering.

1. INTRODUCTION

Wireless sensor networks (WSNs) have lately drawn
considerable attention because of the popularization of
sensors that are smaller, cheaper, and intelligent [1].
These sensors are equipped with one or more sensors, a
processor, memory and a power supply. They can also
communicate with each other to form network with
wireless interfaces. WSNs have many applications such
as environment monitoring and target tracking. A type
of WSN is a mobile wireless sensor network where
sensor nodes have the ability to move such as robots.
For example, researches on mobile WSNs are
Robomote [2], Emulab [3] and ZebraNet [4].
Challenges in mobile WSNs include deployment,
localization, self-organization, navigation, coverage,
and energy maintenance. A difference between static
and mobile WSNs is routing, that is, dynamic routing is
used in a mobile WSN unlike a static WSN using fixed
routing or flooding.

The issue of security in WSNs must be addressed
because WSNs may be deployed in potentially adverse
or hostile environment. Adversaries can inject jamming
which may cause not only false alarms but also the
depletion of the limited energy of sensor nodes.
Frequency-hopping (FH) is a well-known spread-
spectrum method of transmitting radio signals by
rapidly changing the frequency channel, using a
predefined hopping sequence known to both transmitter
and receiver [5, 6]. Although FH is resistant to jamming
by external malicious nodes which have no knowledge
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of the sequence, it is of no effect against attacks by
internal compromised nodes which know the sequence.
Since the computation and storage constraints of low-
end sensor nodes make complex cryptography-based
mechanisms for hopping sequence creation infeasible, it
iS necessary to create the sequence securely and simply.

In this paper, we propose a secure creation scheme
of the hopping sequence for mobile wireless sensor
networks. The proposed scheme is based on the idea of
a statistical en-route filtering (SEF) [7]. In SEF,
assuming that the same event can be detected by
multiple nodes, forwarding nodes along the way to base
station can statistically detect false reports en-route.
SEF has achieved the early detection of false data
reports with low computation and communication
overhead. We evaluate the performance of our scheme
thorough simulations.

The rest of the paper is organized as follows: In
Section |1, we describe the frequency-hopping and the
statistical en-route filtering in detail. Section Il presents
our secure creation scheme of the hopping sequence for
mobile wireless sensor networks. In Section 1V, we
evaluate the performance of our scheme thorough
simulations. Section V concludes the paper.

1. RELATED WORKS

1. Frequency-hopping (FH) [5, 6]

FH is the periodic changing of the frequency
channel of a transmitted radio signal according to a
predefined hopping sequence (pattern) known to both
transmitter and receiver. FH is highly resistant to



narrowband interference and intercept compared with a
fixed-frequency transmission. FH is actually used for
IEEE 802.11-1997 and Bluetooth [8, 9].

In FH, hopping occurs over a frequency band which
includes M frequency channels. Figure 1 illustrates the
example of frequency-hopping sequence with 16
frequency channels. The time interval between hops is
called the slot. The number of frequency channels for
IEEE 802.11 and Bluetooth in the 2.4 GHz ISM
frequency band is 14 and 79, respectively.

Freq 1
Freq 1
Freq 1
Freq 1
1
1
1

I

]

]
Freq
Freq
Freq
Freq 9
Freq S
Freq 7
Freq &
Freq S
Freq < 1

0=NWhNO

Freq 3
Freq =2
Freq 1

St 10

Fig.1. Example of frequency-hopping sequence

Normally the procedure of FH is as follows:

1. The transmitter sends a request via a
predefined frequency channel.

2. The receiver sends a number, known as a seed.

3. The transmitter uses the seed as a variable in a
predefined algorithm, which calculates the
hopping sequence that must be used.

4. The transmitter sends a synchronization signal
via the first frequency in the calculated
sequence, thus acknowledging to the receiver it
has correctly calculated the sequence.

5. The communication begins at the same point in
time, and both the transmitter and the receiver
change their frequencies along the sequence.

The sequence must be created securely and simply.

2. Statistical en-route filtering (SEF) [7]

SEF can probabilistically filter out false reports en-
route. SEF exploits collective decision-making by
multiple detecting nodes and collective false detection
by multiple forwarding nodes in the dense deployment
of large sensor networks.

SEF consists of three major components: 1) key
assignment and report generation, 2) en-route filtering,
and 3) base station verification. The process of key
assignment and report generation is as follows:

1. The base station (sink) maintains a global key

pool of N keys {K,,0<i< N -1}, divided into
n non-overlapping partitions. Each partition has
m keys.
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2. Before each sensor node is deployed, it stores
randomly chosen k (k < m) keys from a
randomly selected partition in the key pool.

3. When an event appears, multiple surrounding
nodes can detect the event and a cluster head
(center-of-stimulus node) is elected to generate
the event report. Note that SEF assume that the
same event can be detected by multiple nodes.

4. Each of the detecting nodes generates a keyed
message authentication code (MAC) M; using
the event report (for example, the location, the
time, and the type of event) and randomly
selected K;, one of its k stored keys.

5. The cluster head collects all the MACs from
detecting nodes and attaches randomly chosen
T MACs to the report. This set of multiple
MACs acts as the proof that the report is
legitimate.

In en-route filtering, when the cluster head forwards
the event report with multiple MACs toward the base
station, intermediate forwarding nodes verify the
correctness of the MACs probabilistically and drop
those with forged MACs en-route.

Due to the statistical nature of the detection
mechanism, a few bogus reports with invalid MACs
may escape en-route filtering and reach the base station.
In base station verification, the base station further
verifies the correctness of each MAC and eliminates
false reports that elude en-route filtering.

I11. PROPOSED SCHEME

We propose a secure creation scheme of the hopping
sequence based on the SEF for mobile WSNs. The basic
idea is to use multiple MACs generated by detecting
nodes as a seed of the hopping sequence. In addition,
although original SEF is applied for static WSNSs,
mobile WSNSs require dynamic routing to search and
find pathways to the base station. Therefore, in the
proposed scheme, SEF is carried out in routing phase.
Step 4 and 5 in the process of key assignment and report
generation is changed as follows:

4'.  Each of the detecting nodes generates a keyed
MAC M; using only the time of detection and
randomly selected K;. The total event report
can be securely sent using FH after routing
phase.

5. The cluster head collects all the MACs from
detecting nodes and attaches randomly chosen
T MACs and the time of detection to RREQ



(Route Request) packet. The cluster head
broadcasts RREQ packets to find route to the
base station.

En-route filtering and base station verification,
which function in the same way as original SEF, are
carried out for the MACs in RREQ packets. After the
base station verification, when the RREQ packet has
valid MACs, the following process is additionally
performed:

1. The base station sends RREP (Route Reply)
packet back to the cluster head along the found
route.

2. The cluster head and the intermediate
forwarding nodes which can receive the RREP
packet calculate the hopping sequence using
the valid MACs as the seed in a predefined
algorithm.

3. Both the transmitter and the receiver change
their frequencies along the sequence, and the
total event report is securely sent to the base
station.

Figure 2 illustrates our secure creation scheme of the

hopping sequence based on the SEF for mobile WSNSs.

hopping
sequence

base station

Fig.2. Secure creation scheme of the hopping sequen
ce based on the SEF for mobile WSNs.

IV. SIMULATION RESULTS

We evaluate the performance of our scheme using
network simulator NS2 [10]. We use a field size of
1000mX1000m, where 50 normal nodes and 1
malicious node are randomly located. Each node can
move according to random waypoint model [11] with
the speed randomly selected from 1m/s to 10m/s. In
simulations, there are 5 event reports which must be
sent to the base station by normal cluster heads. The
speed of the packet is 4 packets per second, and the size
of the packet is 512 bytes.

Like original SEF, we use a global key pool of 1000
keys, divided into 10 partitions, with 100 keys in each
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partition. Each node has 50 keys. Since the malicious
node generates only incomplete multiple MACs using
the time of false detection and its 50 stored keys, it send
a forged event report to the base station along a invalid
hopping sequence calculated by the incomplete MACs.
As to the other simulation conditions, the maximum
number of frequency channels is 14 like IEEE 802.11 in
the 2.4 GHz ISM frequency band, and dynamic source
routing (DSR) [12] is applied for mobile WSNSs.

Figure 3 shows the packet delivery rate of event
reports from normal cluster heads and the malicious
node changing the number of frequency channels. The
results of 1 channel correspond to the case without FH.
When FH is not used, 97% packets of event reports
from normal cluster heads can reach the base station,
and 96% packets of the forged report from the malicious
node can also reach. However, as the number of
frequency channels increases, although the packet
delivery rate from normal cluster heads slightly
decreases, the delivery rate from the malicious node
dramatically drops down. When the number of
frequency channels is 14, only 13% packets of the
forged report from the malicious node can reach.
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Fig.3. Simulation Results

V. CONCLUSION

This paper proposed a secure creation scheme of the
hopping sequence for mobile wireless sensor networks
based on the statistical en-route filtering. The
effectiveness of our scheme is demonstrated thorough
simulations.
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Abstract: Space weather can be predicted using data from satellites. For example, condition of high-energy electron is
vital in providing warnings to spacecraft operations. We investigate an adaptive predictor based on intelligent
information processing. Adaptive and learning performances have been focused in the investigation. The predictor can
forecast the conditions of high-energy electrons. The predictor was tested with the normal and abnormal test data. Our
model succeeded in forecasting the high-energy electron flux 24 hours ahead.

Keywords: sensor network, adaptive information processing, space weather, dynamic relational network.

I. Introduction

Satellites are important social infrastructures. There are
high-energy electrons at Geostationary Earth Orbit
(GEQ). High-energy electrons penetrate circuits and
cables deeply and cause deep dielectric charging. There
are reports that the spacecrafts anomalies at GEO are
associated with enhancement in high-energy electron
fluxes. For example, the Intelsat K spacecraft at GEO
lost altitude control due to the failure of the momentum
wheel control circuitry on January 20, 1994. The
analysis of specialists revealed that the spacecraft
anomaly occurred due to dielectric charging by the
high-intensity and long-duration enhancement of high-
energy electrons [1].

The enhancement of high-energy electron fluxes is
known to be correlated with solar activities such as
Coronal Mass Ejection (CME) (Fig.1) and coronal hole.
Fig.2 shows that variation of electron flux in association
with solar wind speed (V) and north-south
component of interplanetary magnetic filed (BZ) . The
electron fluxes vary in two phases: initial-to-main phase
and recovery phase of geomagnetic storms. During the
initial-to-main  phase, high-energy electron fluxes
rapidly decrease; and after this phase, the fluxes
increase significantly. The problem is that higher level
of fluxes causes the irreparable damage to the
instruments on satellites in the recovery phase of
geomagnetic storms.
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High-energy electron
fluxes increase.

Earth
Fig.1 Schematic illustration of relationship between
CME and spacecraft.

\Y

days

Fig.2 Schematic plot of parameters correlated with
CME. The V, Bz and E are corresponded to the solar
wind speed, the south-north component of
interplanetary magnetic field and high-energy
electron fluxes.

The dynamics on variations of high-energy electrons
are under investigation [2]. Many studies have reported
that the enhancement of high-energy electron is
correlated with the high-speed solar wind [3].
Furthermore, the north-south component of the



interplanetary magnetic field (IMF) is also known to be
another important parameter of the flux enhancement.

Many predictors for high-energy electron fluxes at
GEO have been proposed [5, 6]. Those studies have
developed predictors that could forecast the predicted
the fluxes real. The motivation for developing the
predictor is to protect spacecrafts from the deep
dielectric charging.

Earlier studies have tried to involve the relationships
between high-energy electrons and solar wind
parameters to the predictors. In space weather, the huge
data for several or decades years are used for
forecasting the space environment. The forecast could
be done based on profiles of observed data. This paper
tries to construct and evaluate a dynamic relational
network [7] for anomaly prediction of high-energy
electron fluxes. The network could predict whether
high-energy electron fluxes attain to the alert level after
24 hours.

I1. Profiling of Space Environment Data

2.1 Profiling High-energy Electron Fluxes and Solar
Wind Data

We focus on profiling on the activities of high-energy
electrons and solar wind. Profiling can be used to
extract features of the sensor data [6]. We make the
profiles of the relationships among the observed data.
Those data involves normal and abnormal data. We
define that normal and abnormal data of high-energy
electrons are corresponded to the alert and quiet level
flux respectively. In this paper, the alert level follows
criteria of alerts of Space Weather Prediction Center
(NOAA) [9]. The normal data is determined using the
solar wind speed and north-south component of IMF
when the high-energy electron fluxes are quiet level. In
other cases, those data are defined as abnormal. We
create the profiles of the normal data from only daily
variations of high-energy electron fluxes that not
involve coronal hole and CME event data.

2.2 Profiling Time Series

Autoregressive Models
The satellites observe the space environment using their
sensors. The data are sent to ground station and then
stored into databases. The high-energy electron fluxes
and the solar wind data are represented in a style with
physical values. We can obtain them as time series data
from the databases.

Data by Vector
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We create the profiles from the observed data with a
statistical method. As the model for the time series
analysis, we use the vector autoregressive models. In
the VAR model, not only its own past values but also
those of related variables are involved. Let X(t) and

y(t) be explained variables; X(t-1) ...,
X(t—-m); y(t-1),., y(t—m) be explaining
variables; and @, ,..., a,; b ..., b,; ¢, ..,
C,; d;, .., d_ beautoregressive coefficients. The

VAR model of order m is expressed as follows:

X(t) = Zm:aix(t -m) +Zm:biy(t -m)+ &,

y(t) :Zm:cix(t—m) +Zm:diy(t—m)+gy

The underlined parts (X'(t),y'(t)) represent
predicted values while are the residual errors. In offline
training, we estimate the autoregressive coefficients by
the Levinson’s algorithm. The profile is created by
estimating the coefficients from couple of observed data.
The order of the VAR model is determined by using the
values of AIC (Akaike Information Criterion) of the
models. We determine the order of the model from the
models that the AIC value is the highest.

I11. Dynamic Relational Network for Anomaly
Prediction of High-energy Electron Fluxes

Fig.3 Dynamic relational network for anomaly
prediction on high-energy electron fluxes.

This paper tries to predict the alert level flux of high-
energy electrons using dynamic relational network. The
dynamic relational network is consisted of sensors and
arcs. The sensors of the network diagnose each other by
evaluating target’s sensor data. The credibility of
sensors will change dynamically as the diagnosis
proceeds, and then the network will adapt to the
changes of the environment.

We build the dynamic relational network as black
and white model [7] using real three sensors and one



virtual sensor (Fig.3). The real sensors are the high-
energy electron fluxes (E ), the solar wind speed (V)
and the north-south component of IMF (B,). The
virtual sensor is high-energy electron fluxes 24 hours
ahead ( E,,). The virtual sensor will be diagnosed from
other sensors. The network will detect anomaly when
the credibility of the electrons flux after 24 hours is less
than the alarm threshold. For estimating the electron
fluxes, we regard the current flux data as the future flux
data because we cannot obtain them.

The arcs are corresponded to the profiles. The
diagnosis of each sensor is done by calculating error
p(t) between the actual value and predicted value.
The sensor diagnose the target sensor as abnormal when
p(t) deviates the threshold &. The threshold & is
defined as @ =No where the N and O are the
deviation coefficient and standard deviation of observed
data respectively.

IV. Tests and Evaluations

4.1 Data source

We use one hour averaged data of the solar-wind and
the high-energy electron flux at GEO. The solar wind
data observed by the Advanced Composition Explorer
(ACE) satellite are obtained from the OMNI-2 database
[8] in the National Space Science Data Center (NSSDC),
the National Aeronautics and Space
Administration/Goddard Space Flight Center.

The electron flux data observed by the GOES
satellite are obtained from the National Geophysical
Data Center (NGDC), and the National Oceanic and
Atmospheric Administration (NOAA). We obtain both
data during the period from January 1, 1998 to
December 31, 2006, thus eight years in total.

4.2 Data Handling

The data observed by the satellites could include the
missing data due to the instruments troubles by the
space weather events and/or various reasons for the
operations. We regard the data as missing where the
interval of the missing exceeds two hours. The missing
data are interpolated if the observation down time is less
than three hours. We exclude the missing data in
training and simulations.

4.3 Methods and Evaluations
We evaluate the dynamic relational network based on
the test results. The network is tested by inputting the
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relational network tests abnormal data involving
CME event. The deviation coefficient is 0.06. The
threshold of anomaly detection is 0.5.
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deviation coefficient varies from 0 to 0.4. The
threshold is 0.5 in this test. The threshold of anomaly
detection is 0.5.

test data. The test data are consisted of normal and
abnormal data. The normal test data only involves the
data where high-energy electron fluxes are the alert
level. On the other hand, the abnormal test data involves
the data where the flux is the quiet level. The abnormal
test data contain the data on coronal hole and CME
events. We prepare 20 test cases as normal test data and
7 test cases on coronal hole and CME events (14 cases
in total) as abnormal test data. For the abnormal test
cases, we choose the test cases from the event list [3].
The period of the test data is about 5 days. The period of
the test data is different due to the conditions of the
space environment. The performance of anomaly
prediction is evaluated by calculating false-alarm rate
and missed-alarm rate. We evaluate the test result in
each step whether the anomaly prediction succeeds.

4.4 Test Results
Fig.4 shows a diagnosis result of the dynamic relational
network for the abnormal data involving CME event.
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Fig.6 Performance versus deviation coefficient
when the alarm threshold is compared with 0.3 and
0.5. The deviation coefficient varies from 0 to 0.4.

The CME happens when the test starts in this test case.
The credibility of high-energy electron flux 24 hours
ahead is diagnosed as anomaly. The anomaly prediction
is successful in this test case.

Fig.5 shows the performance trade-off when the
deviation coefficient varies. The false-alarm decreases
as the deviation coefficient increases while the missed-
alarm rate rises. The performance of the dynamic
relational network shows the trade-off on the deviation
coefficient.

Fig.6 shows the performance when the alarm
threshold is changed. The missed-alarm rate increases
when the deviation coefficient is 0.3. On the other hand,
the false-alarm rate is kept low level. The dynamic
relational network would predict successfully if both
parameters are adjusted appropriately.

V. Discussions

We have investigated the performance of the dynamic
relational network for the anomaly prediction on high-
energy electron fluxes. The diagnosis of the network is
done in online and therefore the credibility will change
dynamically [6]. Our model differs from the neural
network predictors [4, 5] in that it could adapt to the
dynamic environment. However, the adaptation of the
network is influenced by the tuning parameters [6]. For
the tests, the deviation coefficient and the alarm
threshold are used as tuning parameters of the network.
The performance of the network changes according
to the deviation coefficient. The performances also
changes according to the alarm threshold. Each
parameter of the networks should be controlled
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appropriately to achieve the performance requirement in
order to protect the satellites from dielectric charging.
For future works, we need to evaluate the network using
the profiles created from only abnormal data.

V1. Conclusions

We constructed a dynamic relational network for
anomaly prediction on high-energy electron fluxes. The
network could predict the alert level flux. Furthermore,
we investigated the trade-off of the performances in
order to manage the performance.
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Abstract: An adaptive sensor network for home intrusion detection has been proposed. The sensor network combines a
profile-based anomaly detection and an adaptive information processing based on Hidden Markov Models (HMM) that
allows the system to train and tune the profiles automatically. The trade-off between miss-alarm and false-alarm has
been experimentally studied. Several types of hypothetical intrusion have been tested and successfully detected.
However, hypothetical anomalies supposing a fall down of a resident due to sudden illness have been difficult to detect.
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I. Introduction

On the one hand sensor technology has been developed
and many sensors are available to detect several
quantities in the environment. These sensors range from
the ones with low-cost but low resolution to the
expensive ones with high precision. One the other hand,
recent rapid progress on the wireless technology and
information network allows aggregating and organizing
many sensors distributed in a space of the environment
[1]. The space ranges from a small one within a room to
a large-scale covering an entire buildings and
production plants.

With the advent of both low energy-consuming
sensors and networking technology, sensor networks
have been attracting attention [2]. What is required is
synthesizing large-scale data collected from the sensor
network to the meaningful information in real time. We
have studied a design framework for an adaptive sensor
network based on the immune systems analogy [3].
However, here we focus on another sensor network
involving the Hidden Markov Model (HMM) (e.g., [4])
to attain an adaptive system while using the similar
framework of profiling the human behavior.

Even when restricted to statistical methods, there
have been many methods such as Support Vector
Machine (SVM) [5]. For human activity monitoring,
sensors can be mounted to the body [6]. We have
focused on the adaptability that allows the sensor
network (installed in a room) adapt to the environment.

Section 2 explains the intrusion detection based on
profiling. Section 3 presents how the profiles are
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constructed and used for detection. Section 4 presents
the experimental results. Section 5 discusses
performance analysis comparing two experimental data
acquired from the two homes.

I1. Adaptive Intrusion Detection based on
Profiling

2.1 Profiling Human Activity and Anomaly Detection
Profiling on agents has been widely studied and used
even restricted to human. When restricted to human,
DNA profiling may be most popular to find and identify
evidences and to narrow down the scope of suspects in
the criminal acts such as murder.

Here, we focus on the profiling on human activity
and behavior in their daily life, particularly in their
homes. Profiles of the residents are used to detect
anomaly in their daily life such as housebreaking by an
intruder, fall down and lost mobility due to sudden
illness (e.g., heart attack), and long absence due to
prowl caused by an illness (e.g., Alzheimer disease). In
this paper, we deal with the first two: the housebreaking
and the fall down.

2.2 Profiling Time Series Data by Hidden Markov
Models

The sensor network monitors usual resident’s behavior,

extracts normal activities, and updates the normal

activity profile. A deviation from the profile can be used

as an evidence of anomaly. In this note, we use a

collection of parameters of the HMM as a profile (Fig.



1). The HMM is suited for a task of handling time series
data such as speech recognition and gesture recognition
systems [7]. Since the HMM assumes that states are not
directly observable, the parameters include output
probabilities and initial distribution of probabilities,
other than state transition probabilities. These
parameters are estimated from the data monitored by the
Sensors.

The data of the first few days (up to five days)
sampled from the sensors monitoring the resident’s
activity in his/her home are used for estimating the
parameters, and the collection of the parameters is
regarded as the profile of the resident to identify his/her
normal life in the home. We call the period of few days
a training period and the data collected in these days a
training data. After the training period, the detection
will be carried out by calculating a likelihood that the
current data are within the range expected from the
normal life, testing against the profile of a normal life

(Fig.1).

‘Tralnlng dat
C 0 0
‘Testlng data : |I‘
I :>.

Fig. 1. Anomaly Detection by HMM parameters as
profiles.

A: 0.8

A:0.2
B:0.3
C:0.5

High
Likelihood

Sensor datal |I

~ ”,fjl\ Sensor data2 ||
Low
Likelihood

D

Sensor data

Sensor data2

Fig. 2. Generating process of HMM profiles..

I11. Sensor Network for Home Intrusion
Detection

3.1 A Framework for Home Intrusion Detection by
Sensor Networks

In our detection framework, we used multiple HMMs

(Fig. 2) even for a single resident for detection accuracy,

since even one man can have multiple patterns of

activities. In a detection mode, a likelihood is calculated

from the current monitoring data and the HMM to judge
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whether the current activities are within the expectation.
If all the likelihoods calculated from corresponding
HMMs are not greater than the predetermined
thresholds, then anomaly will be concluded. These
thresholds are acquired in a training phase.

Tuning of the thresholds plays a critical role in
setting alarms, since any alarming systems are under a
trade-off between miss-alarm and false-alarm. Too high
thresholds turn out to be too many false-alarms, while
too low thresholds lead to too many miss-alarms.

3.2 Processing of Sensor Data for Hidden Markov
Models

Sensor data are sampled from the Infra-Red (IR) sensors

installed to a room in a home as shown in Fig. 3. The

detection system processes the data obtained through a

sensor net interface.

Sensor data must be coded to input sequence of
symbols for HMM. In the experiment, sensor data are
sampled and transformed to 1 (reacted, or ON) / 0 (not
reacted, or OFF) sequence of four bits (Fig. 4) in every
five seconds. One minute collection of the 1/0 data is
coded into one symbol sequence (Fig. 4).

Anomaly report

= O
L
E| Sensor net interface
K ||
B |R sensor
B E
—

Fig. 3. Layout of sensors in a room for the experiment.

| 00:00:05 | 00:00:10 | | 00:00:15 |

8] (8 o]lo]

10]

Fig. 4. Sensor Data Coding for HMM.
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Fig.5. Average of False-Alarms (left) and Miss-Alarm Rate (right) when Sensor Sensitivity is varied in
a home A. The number in parenthesis indicates the number of days used for the training of the system.

IV. Experiments and Performance Analysis

4.1 A Framework for Home Intrusion Detection by
Sensor Networks

The sensor networks have been installed to a room in a
home. Sensor layout in one room was shown in Fig. 3.
Activities of a resident are monitored for three months.
Since the actual anomaly would not happen, virtual
anomalies have been set for performance analysis of the
system. The following three types of anomalies are
presented to the system:

1) Housebreaking from the entrance,

2) Housebreaking from other than the entrance (e.g.,
from the window), and

3) Resident falls down due to sudden illness.

4.2 Performance Analysis on the Adaptive Sensor
Network
Among the monitored data, up to five days are used as
learning data to train the HMM. The rest of data are
used to test the performance in detection. The number of
false-alarms (i.e., the system gave to alarm even when
anomaly did not occur) in a day (Fig. 5 left) as well as
the rate of miss-alarms (i.e., the system failed to alarm
even when anomaly actually occurs) (Fig. 5 left) are
plotted with the reactive range on which the sensitivity
depends varied.

When the detection sensitivity decreases by
lowering the thresholds for each HMM, the number of
false-alarms decreased (Fig. 5 left) while the miss-alarm
rate increased (Fig. 5 right). As expected, this trade-off
holds for two data sets from two different homes. The
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events of resident fall down are difficult to detect.
Indeed, missalarm rate for the resident fall down is
higher than that for housebreaking.

V. Discussions

We have conducted the above experiments for two
homes whose floor plan differs (Fig. 6) to compare the
performances and to make performance analysis in
more detail. That is, we want to investigate and narrow
down the factors that affect the performance.

Fig. 7 shows the plots of average of false-alarms and
miss-alarm rate for both homes. It can be first observed
that the performance of the system for both homes is
similar, even though the floor plan and hence the sensor
layout differs from each other. This means that the
adaptability of the system offered an adaptation to the
sensor layout as long as the number of sensors and
coverage to the room are adequately set. In this
experiments also, the number of IR sensors are equal
(four) and at least one IR sensor is installed to each
room: living (L), Kitchen (K), bedroom (B), and the
entrance (E).

Again, the events of resident fall down are difficult
to detect in both experiments. Since the events of
resident fall down occurs in the middle of some normal
activities, it may be difficult to discriminate them from
normal activities in the coded profiles. It would be
expected if the activities were monitored more
frequently by sampling the data from the sensors in less
than five minutes; the miss-alarm rate would be
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Fig.6. The IR sensor layout in the room of the home A (left) and B (right) for the experiment. The living (L),
kitchen (K), bedroom (B), and the entrance (E) are shown.
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Fig.7. Average of False-Alarms (left) and Miss-Alarm Rate (right) of two homes A and B when Sensor
Sensitivity is varied. A and B in the legend indicate the data from the home A and B, respectively.

improved. As a future work, the sampling time should
be adapted to the environment.

V1. Conclusion

Experiments demonstrated that anomaly detection based
on adaptive updates of resident’s normal behaviors
allows not only detection anomaly in the behaviors but
also adaptation of the system to the environment. Here,
the environment includes dynamic and diverse patterns
of abnormal and normal behavior, dynamic but periodic
life pattern. Reflecting the periodic conditions in short-
terms such as hours and in longterms such as months
and seasons to the profiles would improve the
performance of detection success rate.
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Abstract: The Stable Marriage Problem (SMP) seeks matching between n women and n men satisfying a stability,
which could otherwise lead to divorce and extramarital affairs. We have introduced a network consisting of nodes
representing matching and links between nodes which attains each other by exchanging a partner between two pairs.
For visualization, the network is depicted with nodes layouted involving several coordinates such as either women’s or
men’s or both satisfactions. With the network visualization, regularity and symmetry can be made conspicuous in

specific instances of SMP such as Latin SMP.

Keywords: network visualization, stable marriage problem, stable matching, Latin square, matching network.

l. Introduction

Since the landmark work of Gale and Sharpley [1],
stable marriage problem has been studied extensively in
several communities such as discrete mathematics,
algorithm, operations research, and economics. Not only
theoretical work but practical applications of heuristics
had been implemented in the real assignment problem
of intern to the hospitals without minding the theoretical
results [2].

Knuth conjectured that any stable matching may be
attained by matching blocking pairs by exchanging
partners [3], however, the counterexample had been
presented by Tamura [4]. This fact would suggest that
the network visualization of the assignment problems
including the stable marriage problem might not only
clarify the problems themselves but give an insight of
the solutions such as symmetries and stabilities
embedded in the solution spaces, hence allowing

decision making by an authority or by individuals easier.

On the other hand, network visualization
demonstrated its power by visualizing large-scale
networks such as computer networks, power grids,
social networks, etc as well as complex networks such
as genetic networks, cell networks, and metabolic
networks. Graph drawing algorithms have been studied
extensively to draw these large-scale and complex
networks (e.g. [5]).

The visualization of network connecting all the
nodes corresponding to matching solutions including
stable matching would enhance understanding the
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structure of the solution network such as existence of
specific cycles. It would also enhance understanding
several solutions such as man-optimal (hence woman-
pessimal) and woman-optimal (hence man-pessimal)
and other ones between them in the distributive lattice
[3] where the partial order between matchings is defined
as every woman (man) in a matching is as satisfied with
the partner as with the partner in the lower ordered
matching. The network visualization may be
implemented in several distinct ways depending on the
aspect to be visualized using different coordinates
measuring man’s (woman’s) satisfaction and total
satisfaction.

The stable marriage problem has been studied by
networks ranging from some-what direct expression of
bipartite graph to a sophisticated expression of marriage
graph [6]. The network of solutions also has been
studied by means of the network such as a distributive
lattice. We also express the matching by a network with
several distinct coordinate-systems. The network
visualization of instances of SMP reveals several
similarity, regularities and symmetries among instances,
which have not been recognized otherwise. One of the
notable symmetries is the degeneration of the net-work,
where degenerated network is defined by multiple nodes
and edges are placed in the common coordinate in the
coordinate system.

Section 2 presents stable marriage problems with the
definition of stability. Section 3 defines the network
whose nodes are matchings and edges partner-exchange.
Section 4 explains the coordinates where nodes



(matchings) are placed. Section 5 presents several
examples of SMP with a regular structure whose
matching networks are visualized.

I1. Stable Marriage Problem and
Stable Matching

The Stable Marriage Problem (SMP) assumes n
women and n men each of them has an ordered
preference list (or a ranking) without tie to the opposite
sex. As in the example shown in Fig. 1, the men m, has
an ordered preference list (ws, Wy, Wy, W,) or a ranking
(3, 2, 1, 4), which means m, likes ws best, and he prefers
ws to w,, W, to wy, and w; to w,. One could say that
there is an injection (one to one, but not necessarily
onto) mapping from a set of women (men) to an
element of permutation group of size n such as shown in
the ranking by each person (Fig. 1).

Under the above assumptions, SMP seeks for the
complete matching between n women and n men (a
bijection from n women to n men), which satisfies
stability. The stability requires the concept of blocking
pair. Two pairs (m;, wp) and (m;, wg) are blocked by the
pair (m;, wg) if m;, prefers wy to w, and w, prefers m; to
m;, as illustrated in Fig. 2. A complete matching without
being blocked is called stable matching.

- Rank ~ Node ~ ~ Node ~ Rank ~
234 @ — @ 234
214 | | (m)~_F1_(w) 214

<
143 @/ \@ 314
312 (my) (w,) 132

Fig. 1. An illustration of Stable Marriage Problem with
size 4.

Current pairs ----
Blocking pair

Fig. 2. An illustration of blocking pair.

I11. A Network of Matching Solutions

Although instances of men’s preference and
women’s preference can be expressed by networks, we
will rather express matching solutions on networks. In
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the network, each node expresses matching and an edge
between two nodes indicates that the matching
corresponding the node can be realized by exchanging
partners in two pairs of another node linked (Fig. 3).
With two sets of n men and n women above, let us
consider the following two matchings My, M,:

My = {(my,wy),(My,Ws),(M3,W5),(Ma,W4) }

My = {(my,w1),(Mz,W3),(M3,Ws),(Ma,W2) }

The matching M, can be attained by exchanging the
partners in two pairs: (ms;w,), and (msw,) in the
matching M;, thus two nodes corresponding these two
matchings are linked in the network. We will call the
network complete when the network includes all
possible matchings as nodes and all possible partner-
exchange as links.

Matching Network

Fig. 3. An example of a matching network with size 3.
Bipartite graph indicating each matching is shown
inside each node for illustrative purpose.

V. Coordinates for Network Visualization

Motivation for visualizing matching solutions as a
network is to bring regularities and symmetries into
daylight of wvisual perception, which are unseen
otherwise. To this end, selection of appropriate
coordinates (and its scale) is of great importance. Here,
we will use simple and natural coordinates. For example,
men’s satisfaction P,, is defined as follows:

Pm ZZ(n +1- Rmi)

where n is the size of the stable marriage problem
and Ry is the man my’s rank (an integer ranging from 1
to n where 1 means the most favorite) to the current
partner in the matching M. Women’s satisfaction P, is
similarly defined with R,, the woman w,’s rank to the
partner in the matching. These two coordinates may be
expressed by one coordinate Py,,= P, —P,, which means
men’ s satisfaction relative to women’ s satisfaction.
Although this Py, is an asymmetric one, the following
E energy is a symmetric coordinate reflecting both men
and women’s satisfaction symmetrically.

E=> (n+1-R)(n+1-R,)



where the summation is taken over all the pair m;

and  w, in the matching M.
stable
E @ unstable

Fig. 4. Network visualization of an instance of SMP
with size 4. Left: two coordinates of men’s satisfaction
P, and women’s satisfaction P, are used. Right:
symmetric coordinate E and asymmetric coordinate Py,
are used.

When P,, and Py, are used as two axes (Fig. 4 left),
as the points are placed toward more upper-right, the
better the solution for either women or men or both.
This is similar to indifference curves plotting utility
(satisfaction) in microeconomic theory, and to the
receiver operating characteristic (ROC) curves in
detection theory. Stable solutions are placed on the
curve, since they will most often satisfy either women,
men or both.

When E and P,,, are used as two axes (Fig. 4 right),
the points placed higher the better for both women and
men, more right the better for men, and more left the
better for women. They are upward convex, similarly to
the Py, - P, curve.

It should be noted that the curves include unstable
solutions as in Fig. 4, although stable solutions are often
included in the curve. Of course, there are exceptions,
for it is known that stable matching may not be obtained
with any local (local in the sense that individual rank or
paired ranks are aggregated) measure such as P, Pp,
Pmw and E. Stable matching nodes are placed at the
highest location in E coordinates, and of course there
are exceptions too with the same reason.

V. Specific Instances of Stable Marriage
Problem

When we visualize matching network of SMP
instances with specific structure, some regularities and
symmetries will be observed. Latin SMP [7], for
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example, defines instances where each person’s rank to
the person in the opposite sex and the rank from the
person to the original person add to a constant n+1.
Than is,

Rmiwp + Rupmi =N +1

where Rpiwp IS the man my’s rank to the the woman
wp. This equation means a rather strange constraint that
the higher a person ranked to persons in the opposite
sex, the lower being ranked by them.

Preference structure of SMP may be expressed by a
preference matrix { a; } where the element in i™ row
and j'th column a;; is defined to be Ryiwj / Rujmi. For the
Latin SMP with size 4, the preference matrix is as
follows:

1/4, 213, 3/2, 4/1
213,114, 411, 3/2
312,411, 1/4, 2/3
411, 3/2, 2/3, 1/4.

For this Latin SMP with size 4, the matching
networks are visualized in Fig. 5, where coordinates are
drawn in the same manner as in Fig. 4. Regularity and
symmetry of the stable matching solutions in the
network is made conspicuous. The degeneracy is
obvious in P, - P, coordinate, for every nodes are stable,
and unstable ones are masked by the stable ones. From
the definition of the Latin SMP, the preference structure
should be symmetric for women and men. This fact is
evidently reflected in both figures with P, - P,
coordinate (Fig. 5 left) and with P, — E coordinate (Fig.
5 right).

stable
E @ unstable
;PW & stable / unstable

Q O :/{_'.a\_.

Fig. 5. Network visualization of a Latin SMP with size 4.
Left: two coordinates of men’s satisfaction P, and
women’s satisfaction P,, are used. Stable matchings
are shown by squares, while unstable ones by circles in
the left to avoid masking when overlapped. Right:
symmetric coordinate E and asymmetric coordinate Py,
are used.

The followings are three preference matrices of SMP
of size 4 with regularities:
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1/2,2/3,3/4,4]11  1/3,2/2,3/1,4/4

1/3,2/2,3/1,4/4

2/3,1/2,4/1,3/4
3/4,4/1,1/2,2/3  3/1,4/4,1/3,2/2
4/1,3/4,2/3,1/2  4/2,3/3,2/4,1/1
These three preference matrices are obtained by
fixing the men’s rank to women but shifting and rotating
the women’s rank to men in several ways in the Latin
SMP above. These three SMPs with the above
preference matrices (left, middle, right) are visualized in

2/14,1/1,4/2,3/3  2/2,1/3,4/4,3/1

3/1,4/4,1/3,2/2

4/4,3/1,2/2,1/3.

Fig. 6 (above, middle, below, respectively).

stable
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& stable / unstable
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\\ ./,-'
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b
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Fig. 6. Network visualization of three instances of

SMP with regular structures. Left: two coordinates of
men’s satisfaction P,, and women’s satisfaction P, are
used. Right: symmetric coordinate E and asymmetric
coordinate Py, are used.

It can be observed that the first SMP (Fig. 6 above) and
the last SMP (Fig. 6 below) share the similar preference
structure such as isomorphic with 90 degree anti-clock
wise rotation in P,, - P, coordinate, however, the last
SMP is symmetric for men and women while the first
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one is not as observed with Py, — E coordinate. The
symmetry for women and men can be observed for the

middle SMP, too. With the preference matrices alone,
these facts may not be as obvious as seen in the network
visualization.

VI. Summary

The preference structures are involved in the two

matrices: preference from women to men; and that from

men to women. Although the preference structure itself
can directly be expressed by a weighted bipartite graph
or stable marriage graph, the matchings are expressed
by the matching network whose nodes are matchings
and edges partner-exchange. By visualizing the network
with adequate nodes layout in the coordinate, the space
composed by matching (including stable ones) will be
understood geometrically.

As we have glimpsed, symmetry in the preference
structure will be understood from the viewpoint of
symmetry in the graph visualizing the matching network
with an adequate coordinate for the nodes layout.
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Abstract

Lately, it is required that the bandwidth of PWM
power amplifier is extended. For example, it is in ap-
plication of the testing power supply of a low ferquency
immunity examination, or a class-D ampllifier. In this
paper, we show that the bandwidth of PWM power
amplifier can be extended by using an Approximate
2DOF Digital Controller. This controller is imple-
mented on a DSP. It is demonstrated from experiments
that the bandwidth can be made wider with this con-
troller.

1 Introduction

A PWM power amplifier used as a power supply or
amplifier has good power conversion efficiency, small
size and lightweight, it is widely used for common
apparatus. We apply the PWM power amplifier to
an AC power supply apparatus. The AC power sup-
ply apparatus output the same AC as the commercial
power supply. Since, in the commercial power sup-
ply, the voltage may fall and the waveform may not
be a precise sine-wave or the noise may be mixed, the
AC power supply apparatus is used as a AC regulated
power supply. Especially it is needed when performing
precise electric measurement etc. And it has a func-
tion of frequency conversion or voltage conversion, so
it is used when testing and producing of the goods
of a foreign country, or when the same power supply
specification as the one of a foreign country must be
supplied. Furthermore, it is used as the power sup-
ply for a low frequency wave immunity test. The low
frequency wave immunity test examines whether the
electronic devices operate normally in abnormal con-
ditions, such as a fall of voltage and an instantaneous
breaking off. Therefore, the AC power supply appa-
ratus in which the transient response characteristics
does not deteriorate for the various load characteris-
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tics from capacitivity to inductivity is needed. In the
low frequency wave immunity test, it is necessary to
make various waveforms, such as breaking off wave etc.
which have rapid changes. Therefore, it is required
that the bandwidth of PWM power amplifier must be
very wide in order to follow at high speed to a refer-
ence imuunity test signal without overshooting. We
proposed[1, 2] previously the different methods from
the other methodsd[3, 4] for designing a robust dig-
ital controller for PWM power amplifiers which can
attain those demands. This method used the idea
of an apprximate 2-Degree-of-Freedom(2DOF) sytem.
However, the bandwidth is not so wide and is about
2[kHz]. It is necessary to extend the bandwidth to
deal with various problems. In this paper we show that
the bandwidth can be extended using the approximate
2DOF digital controller by getting more high sampling
and switching frequency. This digital controller is ac-
tually realized by using a DSP. Some experiments show
that the controller can extend the bandwidth.

2 PWM power amplifier

The power amplifier as shown in Fig.1 is being
manufactured. The triangular wave double carrier sys-
tem is adopted as a PWM switching signal generat-
ing part. A power amplification part is a full-bridge
type chopper circuit, and the voltage of direct-current
power-supply E is 30[V]. The LC circuit is a filter for
removing carrier and switching noises. The values of
LC circuit are Ly = 20[uH] and Cy = 2.16[uF]. If the
frequency of control signal u is smaller enough than
that of the carrier, the state equation of the DC-DC
converter at a resistive load in Fig.1 except for the con-
troller in DSP can be expressed from the state equal-
izing method as follows :

{ T =A.x+ B.u

y=Cx (1)



i
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o

)
Qt‘i

1
JEN

3
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I

Double carrier wave
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Figure 1: PWM power amplifier

E=u|:_
L ZOH |—= Dy L1 X=A,x+Bou
T d

y=Cx

Figure 2: Controlled object with input dead time L4(<
T)

where
(& - L L
I v I O S
Lo Lo
FE
¢ = [10] u=e y=co K=
m

and Ry is the total resistance of coil and ON resistance
of FET, etc., and the value is 0.015[€2]. When realizing
a digital controller by a DSP, a delay time exists be-
tween the starting time of the sampling operation and
the outputting time of the control signal due to the
calculation and AD/DA conversion times. This delay
time is considered to be equivalent to the input dead
time which exists in the controlled object as shown in
Fig.2. Then the state equation of the system in Fig.2
is expressed as follows :

{ Taw(k +1) = AgwTaw(k) + Bawv(k) 2)

y(k) = dexdw(k)

where

wwt) = | g | == &0 ]
to = [0 ] =[]
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Now, the power amplifier with the following spec-
ifications 1-3 is designed and manufactured by con-
stituting digital control systems to the PWM power
amplifier (controlled object) at no load.

1. The band-width of control systems is higher than
20[kHz] to each load , i.e., no load, resistance load,
capacitive load, parallel load with resistance and
capacitive load and inductive load. The value of
such loads is restricted to a certain range.

2. Against all the loads of spec.1, an over-shoot is
not allowable in a step response.

3. The specs. 1 and 2 are satisfied also to change of
the direct-current power supply of +10%.

The load change for the controlled object and the
direct-current power supply change are considered as
parameter changes in eq.(2). The parameter changes
can be transformed to equivalent disturbances g, and
gy as shown in Fig.3. Moreover, if the saturation
in the input arises or the input frequency is not so
small in comparison with the carrier frequency, the
controlled object will be regarded as a class of non-
linear systems. Such characteristics changes can be
also transformed to equivalent disturbances as shown
in Fig.3. Therefore, what is necessary is just to con-
stitute the control systems whose the pulse transfer
functions from equivalent disturbances g, and g, to the
output y become as small as possible in their ampli-
tudes, in order to robustize or suppress the influence of
these parameter changes, i.e., load change, and direct-
current power-supply change. In the next section, an
easy designing method which makes it possible to sup-
press the influence of such disturbances with the target
characteristics held will be presented.

3 Design of approximate 2DOF digital
controller

First, the transfer function between the reference
input r and the output y is specified as follows :
Wiy (2)

(1+Hi)(1+ Hz)(1+ Hs)(z —n1)(2 — n2)(z + Ha)
(I =n1)(1 = n2)(z + H1)(z + H2)(z + H3)(z + Ha)




r J/Q

Wy (2). Wy (2) Y

K(z) .

O Wy (@)

Figure 3: System reconstituted with inverse system
and filter

where, n; and no are the zeros for the discrete-time
control object (2). It shall be specified that the re-
lation of Hy; and Hs, Hjz becomes |Hi|[>|Re(Hs)|,
|Hi[>|Re(Hs)|. Then W,,(z) can be approximated
to the following first-order model:

1+H
Wi (2) ~ Wnl2) = 7

(4)

This target characteristics W,y (2) =~ W, (2) is speci-
fied so that it satisfies the specs.3 and 4.
Applying a state feedback and a feedforward

v=—Fa2"+GHyr z*=Jy 22 & 52]T (5)
&(k+1)=Gr (6)

to the discrete-time controlled object (2), we deter-
mine F = [F(1,1) F(1,2) F(1,3) F(1,4] and G
so that W,,(z) becomes eq.(3). If equivalent con-
version is carried out at the system which does not
use current feedback directly, the control system of
only voltage feedback will be obtained. The transfer
function W, (2) between this equivalent disturbance
Q = [gv gy)T and the output y of the model matching
system desfined as

Way(z) = [quy(z) quy(z)} (7)

The system added the inverse system and the filter to
the system in Fig.3 is constituted as shown in Fig.4.
In Fig.4, the transfer function K (z) becomes
k.
K = — 8

() = ®)
The transfer functions between r —y and QQ — y of the
system in Fig.4 are given by

= z)r
24+ Hyz—1+kWs(z) °
z—1 z—14+k,

vy = z_1_|_kzz_1+szS(Z)WQy(Z)Q(10)
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Figure 4: Approximate 2DOF digital integral type
control system

where

(1= Hy)(1+ Hs)(z — n1)(z — na)
Walz) = (z — H2)(z + H3)(1 — n1)(1 — n2) (11)

Here, if Ws(z) ~ 1, then Egs.(9) and (10) become,
respectively,

1+ H,
~ 12
y Z+H1T ( )
~ 2 we,()Q (13)

From eqs.(12) and (13), it turns out that the char-
acteristics from r to y can be specified with H;, and
the characteristics from ) to y can be independently
specified with k,. That is, the system in Fig.4 is an
approximate 2DOF, and its sensitivity against distur-
bance becomes lower with the increase of k.

If an equivalent conversion of the controller in Fig.4
is carried out, the approximate 2DOF digital integral-
type control systems will be obtained as shown in
Fig.5. In Fig.5, the parameters of the controller are
as follows :

ki = F(1,1+ F(1,2)FF(1,1) + ((—F(1,4)
—F(1,2)FF(1,4))(—F(1,2)/FF(1,2)))
+(GHy + GF,) (k. /(1 + Hy))

ko = F(1,2)/FF(1,2) + G(k, /(1 + H>))

ks = F(1,3) + F(1,2)(FF(1,3)) k4= —F,

kip = Gk, ki = (GHy+ GF2)k,

ki =G ko =GH, + GF, (14)

where
FF(1,1) = —Aq(1,1)/A4(1,2)
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Figure 5: Experimental step response of the output
voltage (the upper side : output 5[V/div], the lower
side : input 1[V/div], time : 10[us/div])

FF(1,2) = Ag(1,2)
FF(1,3) = —Aa(1,3)/Aa(1,2)
FF(174) = _Bd(la 1)/Ad(172)

F, = —F(1,4) — F(1,2)FF(1,4)

4 Experimental studies

DSP TMS320LF2801 is used for the digital con-
troller. The sampling frequency is set at 555[kH z] and
the design parameters Hy, Ho, H3 and H,4 are specified

as
Hy = —0825 Hy=—0.33—0.35 Hs=—0.33+0.35i
Hy, = —0.68 k. =0.145 (15)

Then the parameters of controller become as

k1 = —1.4068 ko =2.0296 k3 = 0.21572
ks = —0.34143 ki1 = 0.16316 k;2 = —0.0552416)

Then experimental result of a step response at no
load is shown in Fig.6. Here, sine-wave are inputted
into the control system with the sampling period T =
1.8[us], and the frequency band width were verified as
shown in Fig.7. This figure shows that the bandwidth
is about 20[kHz] because the output voltage has fallen
by about 3 dB at the input frequency 20[kHz]. It turns
out that at no load the specification is satisfied.

5 Conclusion

In this paper, it has shown that the bandwidth the
PWM power amplifier can be extended using the ap-
proximate 2DOF digital controller by getting more
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Figure 6: Experimemtal output voltage when the ref-
erence input is sine-wave of 20[kH z] (the upper side :
output 5[V /div], the lower side : input 1[V/div], time
: 10[ps/div])

high sampling and switching frequency. The digital
controller was equipmented in DSP, amd it checked
by experiment that the sufficient frequency charac-
teristics could be acquired. The bandwidth is about
20[kHz]. As a result, it can use as the examination
power supply for many kinds of immunity tests. A fu-
ture subject is deciding the ranges of all loads and it is
checking whether other specifications being satisfied.
Furthermore, in order to use for more application, for
example the class-D amplifier for audio, it is necessary
to acquire more broadband characteristics.
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Abstract: Many reinforcement learning methods have been studied on the assumption that state is

discretized and environment size is pre-determined. However, an operating environment may have a

continuous state and its size may not be known in advance such as in robot navigation and control.

When applying these methods to the environment described above, we may need a large amount of

time for learning or fail to learn. In this study, we improve our previous immunity-based reinforcement

learning method to work in continuous state space environment. Since our method selects an action

based on the distance between the present state and the memorized action, environment information

(e.g. environment size) is not required in advance. The validity of our method is demonstrated through

simulations for a swing-up control of an inverted pendulum.

Keywords: Reinforcement learning, Continuous state space, Adaptive immune system

1 Introduction

The Immunity-based reinforcement learning method is
built based on the adaptive immune system [1]. This
learning method is superior to traditional methods[2][3]
in learning speed regardless of the initial and reward
values. But, since this approach has an assumption
that it works well in a discrete state space environment,
it is likely to fail to learn or decrease convergence speed
in learning when applied to a continuous state space en-
vironment. Even if it learns successfully, it requires a
lot of computer memory. For a continuous state space
environment, there exist a method based on a combi-
nation of discrete learning methods[4], Actor-Critic[5],
etc. However, these methods require in advance to set
a probabilistic model and/or the number of divisions
according to the environmental dimension.

In this study, we improve our previous immunity-
based reinforcement learning method so as to extend
it applicable to the continuous state space. For this,
we reconsider the mechanism of the adaptive immune
system, and re-model such kind of learning mechanism.
The adaptive immune system can acquire immunity by
ingesting pathogens in advance that are similar to other
pathogens, such as in vaccinations. Previous learning
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methods have been used to select an action by using
only the information that states memorizing past ac-
tions perfectly coincide with sensor observations. Fo-
cusing on this point, we take into account the fitness
of memorized states and sensor observations, and make
use of the fitness and the reward gained from the envi-
ronment for action selection. The validity of the pro-
posed method is demonstrated through simulations for
the swing-up control of the inverted pendulum.

2 Adaptive Immunity-based Re-

inforcement Learning

This section explains how to eliminate pathogens that
invade an human body, and introduce the immunity-
based reinforcement learning algorithm to correspond
with the above model.

2.1 Summary of adaptive immunity

Figure 1 shows a relationship between cells in adap-
tive immunity. The pathogen is called antigen. The
antigen is captured and recognized by the antigen pre-
senting cell. The antigen presenting cells include B

cells, macrophage, etc. The information of the antigen



is presented to T cells. The T cells which the infor-
mation is presented release the cytokines, and send the
signal to the B cells for activation. The activated B
cells then produce the antibody to neutralize the anti-
gen. Therefore, the invaded antigen can be eliminated.
The T cells playing the above role are called Helper T
cells (Th cells). The relationship of B cells - antigens
and B cells - Th cells is specific. Generally, T cells and
B cells die after eliminating the antigen. But, some
activated T cells and B cells have a long lifetime, cir-
culate throughout in the body and survive as memory
cells. As a result, the adaptive immunity becomes able
to respond quickly and eliminate effectively the same
type of antigen.

| Antibody |—»| Antigen
Produce Recognize
Memory B cell ‘ *—'I B cell | | Antigen presenting cell |
Cytokine Antigen present

Memory T cell | «—| T cell |

Figure 1: Adaptive immunity

2.2 Action selection algorithm

First of all, the set of all the states where the agent
can exist is defined as S. The agent state is defined
as s;(€ S). Th cells memorize state s;, action ay, and
cytokine signal wy. In addition, B cells that perform
actions ay, is expressed as By. The state of By, activated
by antigens, is expressed as my. By became activated
(my, = 1) if the information matches the antigen, oth-
erwise (my = 0). Action selection is performed based
on the values of my, and wy, by selecting B cells. B cells
are selected to execute the action of antibody A(s;, k)
that describes the current state s; and actions are gen-
erated.

An algorithm for B cell selection using the Th
database is presented as follows:

1. The agent exists in s;, Th database releases a cy-
tokine signal wg(s;) according to the state. On
the other side, B cells present the degree of stim-
ulation my according to the current state.

2. After calculating v, = my X wg(s;), a B cell is

©ISAROB 2010

83

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

selected through the roulette selection using vy, of
the selection probability for By,.

. Antibody Ab(s;, k) is produced by Bi. The an-
tibody has the parameter called concentration
which means the antibody’s lifetime. When the
antibody is produced, its concentration is set to 1
(Ab(s;, k) = 1). If the same antibody has already
been produced, or if the same B cell has already
been selected in the past same state, a new anti-
body is not produced, and the existing antibody’s
concentration is reset to 1.

The concentrations of other antibodies produced
in the past are updated with the following equa-
tion:

Ap < B x Ay (1)

where 8(0 < 8 < 1) is the discount rate.

By performing the above process, the agent decides the
B cell to be selected.

2.3 Update of Th database

When the agent receives a reward from its environment
after it executed an action, the Th database is updated.
This means that each wy(s;) is updated as

2)

wy (i) <+ wi(s;) + alrg(si) — wi(si))

rk(si) = {

where R is the reward which the agent receives from

Ap(si k) x R = Ap(si, k) produced

; ()

: otherwise

its environment, and a(0 < a < 1) is the learning
rate. This update formula is performed for all w. After
updating, all antibodies are erased.

The agent becomes able to select an appropriate rule
for its environment by repeating the learning with the
above process of rule selection.

3 Immunity-based Reinforce-

ment Learning in a Continu-

ous State Space Environment

This section discusses how to improve the immunity-
based reinforcement learning to work in a continuous

state space environment. Traditional reinforcement



learning methods used cytokine wy of Th cell with co-
incidence of the memorized states and sensor obser-
vations for computing v(k) in action selection. How-
ever, there is almost no matching of the memorized
states and sensor observations in a real continuous
state space.

In the actual adaptive immune system, Th cells do
not recognize the whole individual antigen. Th cells
change with their activities based on the fitness of
a part of the original antigen degraded by antigen-
presenting cells[6]. Th cells are activated when anti-
gens are presented with the degree of similarity with
their own receptors, and release cytokine signals to B
cells. Focusing on this mechanism, we make use of the
distance between the present and the memorized states
for the activity of Th cells. The cytokine signal and the
activity of Th cells are used for action selection.

The following is presented as a modification of the
immunity-based reinforcement learning algorithm. Th
cell is generated as a cell which records the continuous
state (& = [£1,& -+ ,&,])0 action (a) and evaluation
value which is explained below. Here, only a special
Th cell (Thg) which outputs the same cytokine signal
to all states and actions is generated. First, set the
initial value of the evaluation to this cell. Next, give
the following formula to calculate the activity of the
current state (£') and the memorized state &7:

L(Thj, ak) =

{

Eq.(4) is the Manhattan distance, which is defined as
the sum of the distances of all dimensions. v is a gain

y Zzzl &, — & ar memorized
o0 otherwise

(4)

parameter given as a positive value. The larger value
of 7, the smaller number of cells. This corresponds
exactly with fine discretization of a continuous state
space. A cytokine is obtained which outputs Th cell
by calculating the values of the activity and the evalu-

ation.

W

N
Wk = ; exp(L(Thy, ar)) (5)

where NNV is the total number of Th cells and W; is the
evaluation value memorized in j-th Th (T'h;).

Our action selection algorithm with considering a
continuous state space is given as follows:

1. The agent exists in &, then B Cells present the de-
gree of stimulation my, according to current state.

©ISAROB 2010

84

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

X

Figure 2: Swing-up of inverted pendulum

2. Th cell cytokine output(wy) is calculated by using
Eq (5).

. A B cell is selected through the roulette selection
with v, as the selection probability for B; after
calculating v, = my X wg.

. Antibody Ab(s;, k) is produced by Bj. The anti-
body has the concentration which means the anti-
body’s lifetime. When the antibody is produced,
its concentration is set to 1 (Ab(s;, k) = 1). If the
same antibody has already been produced or the
same B cell has already been selected in the past
same state, a new antibody is not produced, and
the existing antibody’s concentration is reset to 1.

. The concentrations of other antibodies produced
in the past are updated with Eq.(1).

When the agent receives a reward from its environ-
ment, W; is updated as follows:

1. Th cell is generated from the antibody’s informa-
tion. After setting the following evaluation, we

erase the antibody information:

W; = Ay(€.k) x R (6)

2. All the evaluation values of Th cells are updated
as

W+ W;(1-a) (7)

4 Simulation Results

This section shows simulation results of our proposed
method applying to the swing up control of the inverted
pendulum(Fig.2). The motion equation of the inverted
pendulum is described by

(M + m)i + mlcosBf + D, i + misingd

—mlcosfi + I8 + Dy — mglsind



Table 1: Initial state and target state

Parameter | Initial state | Target state
T 0 don’t care
x 0 0+0.5
0 ™ 0£0.5
[ 0 0+0.2

where, M is the mass of the truck, m is the weight
of the pendulum, [ is the length of the pendulum to
the center of gravity, D, is the friction on the truck,
Dy is the friction of the pendulum rotation, I is the
In this

simulation, we perform a learning of the swig-up con-

moment on the rotation of the pendulum.

trol of the inverted pendulum through selections of
a € A = [-10,0,10] (action list). The control task
is to swing up the pendulum from its natural pendant
position (f = 7) and stabilize it in the inverted posi-
tion (f = 0) under the assumption that all the physical
parameters are unknown.

Table 1 shows the initial state and target state. The
states x, %, 6 and 6 are inputted to the learning mod-
ule, whose values are observed with the uniform ran-
dom values (£0.1) added. If we can reach the target,
we give the reward of 10 and end one episode. The
truck motion is limited on the range of —10 < z < 10.
If going out of the range, the truck should be stopped
( =0). Also, if we could not reach the target even af-
ter 5000 steps, we restart to learn from the next episode
without any reward. Figure 3 shows the results by us-
ing the proposed reinforcement learning method.

Step

I L
2000 3000 4000

Episode

I
1000

5000

Figure 3: Result of swing-up control

Our method can acquire a swing-up control action
even in an observation noise case. The discrete state
- reinforcement, learning method could not acquire any

swing-up -.
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5 Conclusions

We improved the immunity-based reinforcement learn-
ing method in order to extend it applicable to a con-
tinuous state space environment. Also the method was
verified by simulations for a swing-up control of an in-
verted pendulum. As a result, our proposed method
was able to perform a learning even in the continuous
state space environment.

In our future works, we should handle negative re-
wards (penalty). However, our proposed method using
a roulette selection for action selection, cannot handle
negative evaluation values. We need to develop a new
reward function or a new method for action selection
where the negative reward can be used for stabilizing
control.
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Abstract: In general, voluntary movements can easily change from trial to trial. The reasons why are not clearly
understood. We used an integrative biological information measurement and analysis system that we previously
proposed to measure biological information during voluntary movements, especially handwriting, under auditory
stimulation, and we considered the relationship between changes in voluntary movement and stimulation. Our findings
will be applicable to rehabilitation, functional electrical stimulation, bio-feedback, and voluntary movement correction.

Keywords: EMG, EEG, Handwritten Characters, Auditory Stimulation

PC2
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A/D conv,
512Hz

A

Trigger

IAudio Stimulation

Grip Pressure-| Amp
EMG EOG [
Amp
EEG

Fig. 1. Measurement system.

I. INTRODUCTION

Recently, studies on handwriting have been reported
in many fields [1] [2]; however, there have been few
studies examining character deformation [3]. In our
earlier studies, we considered the relations between
biological information, the shapes of handwritten
characters, and their variations. We also developed an
integrative measurement system for measuring and
analyzing biological information and character shapes
[4]. We used the same system in the present study
reported here. The purpose of this study was to
the
stimulation and character deformation under auditory

investigate underlying relationships between
stimulation conditions, based on biological information,
such as EMGs, EEGs and so on.

Ordinarily, handwriting is affected by various
stimuli. During the handwriting process, we first receive
stimulation from the external environment via our

sensory organs, such as the eyes, ears, skin and so on.
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Then, when the stimulation reaches our brain via nerve
conduction, our brain cannot continue the writing
process with precision. As a result the handwriting is
deformed.

The findings of this study are expected to find
applications in functional electrical stimulation (FES),
biofeedback, and so on. Biofeedback involves reporting
body
recognizable way, which usually means visually or

invisible internal information of the in a

aurally.
II. MEASUREMENT SYSTEM

Fig. 1 shows the measurement system developed in
our earlier studies. It consists of five components: (1) a
tablet, (2) three pressure sensors, (3) EMG, EOG, and
EEG measurement systems, (4) a tracking system, and
(5) an auditory stimulation presentation system. The
sampling frequencies were different in each system.
Therefore, an interpolating method was used to make
the sampling rates conform to each other. In detail,
biological information and grip pressure were acquired
via the same A/D converter, whose sampling frequency
was 512 Hz. The tablet’s sampling frequency was
limited to 200 Hz, and the camera’s was limited to 60
Hz.

1. Character recognition system

The character recognition system used a tablet
(WACOM Intuos 3 PTZ-930) for handwritten character
recognition. The tablet could measure the location
(X,Y) of the tip of a pen, the writing pressure, and the
elevation and azimuth angles. The tablet was controlled
by software, which also controlled the camera and the
D/A converter for outputting a trigger signal for



Fig. 2. EMG, EOG and EEG channels.

synchronization. The sampling frequency of the tablet
was 200 Hz.

2. Pen grip pressure measurement system

The grip pressure was measured with three pressure
sensors (Nitta Corporation: FlexiForce), placed on the
pen to correspond to the thumb, the index finger, and
the middle finger. The pressure measurement system
was connected to the A/D converter on PC2, and the
sampling frequency depended on the A/D converter,
which was set to 512 Hz.

3. EMG EOG and EEG measurement system

In our early study, the number and positions of the
EMG, EOG, and EEG measurement channels were
defined as shown in Fig. 2. The number of EMG
channels was 24, the number of EOG channels was 2,
and the number of EEG channels was 1.

The sampling conditions are shown in Tables 1 and
2. A common sampling frequency of 512 Hz was used
for the EMG, EOG, and EEG channels.

Table 1. EMG and EOG sampling conditions. (HFF:
high frequency filter; LFF: low frequency filter)

HFF 30 Hz
LFF 1.5 Hz
Sense 50 uwv
Ham Filter 50 Hz

Table 2. EEG sampling conditions.

HFF 50 Hz

LFF 0.01 Hz

Sense 50 pv
Ham filter 50 Hz

4. Real-time tracking system

The tracking system consisted of a CCD camera
(Library Corp.: GE60) and software (based on Library
Corp.: Radish SDK) to control the camera and provide a
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tracking function for tracking eight points, as shown in
Fig. 3. The tracking points were the hands, upper arms,
shoulders, and areas above the eyes, on both the left and
right sides. The tracking results were recorded on PCl
as coordinate data (X, Y) with a trigger signal issued
when the pen touched or was released from the tablet.
The sampling frequency of 60 Hz was limited by the

camera.

5. Stimulus Presentation System

Subjects were presented auditory stimulation, a 1000
Hz 50 ms-long tone, through noise-canceling
headphones (Maxell: HP-NC22.0H-BK) from PC2. The
headphones cancelled noise from 60 to 520 Hz, with a
suppression level of about 22 dB down at 200 Hz.

6. Data Synchronization

All systems were synchronized by experimental
software designed to control the tablet, the camera, and
the D/A converter and to save the collected data. Data
collected by the tablet was the character shapes (X,Y),
writing pressure, and elevation and azimuth angles. The
number of tracking points was limited to eight, and each
data item had two dimensions. This software generated
a trigger signal when the tablet detected a pen
touch/release. The signal was +5 V when the pen
touched and +2.5 V when the pen was released.

ITI. ANALYSIS

1. Classification

Before analysis, the measured data were classified into
three groups: Group 1, just before the stimulated trial;
Group 2, during the stimulated trial; and Group 3, just
after the stimulated trial.



> C[t1]

Fig. 4. Eigenvector Projection for e, - ”‘)Em, at tl.

2. Evaluation Processes

The evaluation method adopted in this study was
based mainly on principal component analysis (PCA),
which was developed in our earlier study. The
evaluation process used in this study is described below.

First, preprocessing was executed. The EEG result
was frequency analyzed to calculate the alpha wave, the
beta wave, and the evoked wave that consisted of 1-30
Hz EEG. Then the original EEG data were replaced by
the two sets of frequency-analyzed data. Next, measured
character shapes were normalized based on their centers
of gravity, and all data were normalized to 500 Hz for
every trial. Three-dimensional spline interpolation, a
well-known method, was used for upsampling.

Second, the measured and preprocessed data were
defined as matrixes C, and (k)Em, where
i=(12),k=(,2,...,50), and m means the number
of characters. Matrix C contained the character
coordinates (X, Y), and matrix E contained 30 channels
of biological information, 3 channels of data collected
by the tablet, except for character coordinates, and 8
channels of X and Y tracking coordinates.

Third, @ C, and (k)Em were used for PCA for each i
and k. There were 100 patterns of the matrixes. By
extracting only the first principal component from all
the measured data, high correlation of the body position
and character deformation was estimated with an

evaluation function, P, defined as follows:

T _iog [t]
(i)(k)P”[t]:|(i)(/<)€q[t]|>< -4 ’ ey

4

where i is the number of dimensions indicating the
character location (X, Y), k is the number of measured
channels, and ¢ is the number of principal components.
The term €, [t] is the eigenvector e, [i,k] of the ¢-
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th principal component projected on the character
information — other information dimension (C — E
dimension). Therefore, if 0 is 7z /4 , the position of the
body has a high correlation with the changes in the
character shapes. '’ P [t] exists over a range of 0 to
1. @O0 P [t] is a time-series evaluated value that
indicates the correlation between changes in character
shapes and each EMG channel. In detail, changes in the
EMG indicate that a muscle moved. Therefore, the
higher (i)(k)Pn [#], the higher the correlation between
the channel and changes in character shapes.

Fourth, (i)(k)Pn [#], the evaluated value, for Group
1 and Group 2 were compared based on the coefficients
of correlation. In detail, areas (periods) before and after
the stimulated point for Groups 1 and 2 were compared.
The area 400 ms before the stimulation was defined as
area X, and the area 400 ms after the stimulation started
was defined as area Y. If the character shapes were
changed in response to the stimulation, the values of the
coefficients should have changed after the stimulation,
that is, area Y.

Therefore, two rules, Rule A and Rule B, were
defined for evaluating the coefficients. For Rule A, the
coefficient of correlation was Cx<-0.4, Cx>0.4 and -
0.2<Cy<0.2. This corresponds to deformation caused by
the stimulation. On the other hand, for Rule B, the
coefficient of correlation was -0.2<Cx<0.2, and Cy<-
0.4, and Cy>0.4. In other words, the changes in
character shapes and biological information were small
before the stimulation, whereas larger changes appeared
after the stimulation. This is called the correction effect.
In this study, because none of the channels satisfied rule
B, only rule A was considered.



IV. EXPERIMENT

Subjects were required to write 20 hiragana
(Japanese syllabary) characters “UM” in about 1 second
per character, and this was defined as one session. The
auditory stimulation was presented randomly with a
probability of 10%, and the experiment was conducted
until the number of stimulated trials reached 90. To
measure clear EEG signals, the experiment was
performed in the afternoon, at least 2 hours after the
subject's last meal. Three subjects participated in this
study. The total number of measured and analyzed
channels was 49: 24 EMGs, 1 EEG, 2 EEGs, 3 grip
pressures, writing pressure, elevation and azimuth

angles, and 8 tracking points.
V. RESULTS

Table 3 shows the channels that satisfied Rule A for
the three subjects. In this study, we focused on
biological information. Therefore, data for Subject 3
was rejected because channel 43, the horizontal axis
tracked by the camera, was not a biological channel.

Table 3. Channels that satisfied Rule A.

Subjects Channels
Subject 1 25,28,30,32,33
Subject 2 3,22,30,41,43,46,49
Subject 3 43

Channels 25 and 30 on Subjects 1 and 3, and
Channels 22 and 30 on Subject 2 were biological
information channels. Channel 30 was the alpha wave,
which was a common channel. Channel 25 was
horizontal EOG, Channel 3 was the right neck, and
Channel 22 was the left forearm. Fig. 6 shows the time-
series variation of Channel 25 (EOG) for Subject 1, for
a period from 200 to 1000 ms, where the stimulation
was presented at 600 ms. Group 1 is non-stimulated
trials, and Group 2 is stimulated trials. As shown in Fig.
6, the average amplitude of Group 2 was lower than that
of Group 1, showing that the horizontal movement of
the eyes of Subject 1 were reduced.

VI. CONCLUSION

of this
handwriting changes caused by auditory stimulation

The aims study were to investigate
using an integrated measurement system and to examine
the possibility of correcting changes in voluntary
movements by using stimulation. Although the first aim

was achieved, the second was not adequately achieved
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because none of the measured data channels satisfied
Rule B, that is, the correction effect.

VII. FUTURE TASKS

In this study, we investigated the relations between
character shapes and auditory stimulation in three
subjects. However, we were not able to observe a
correction effect induced by the stimulation. Our future
work will involve experiments under other stimulation
conditions and with more subjects.
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Abstract: In this research, we examined the tactile sense for sensory substitution in people who have lost a certain
sense. We considered use of apparent movement to communicate something via the tactile sense. It is necessary to
measure the apparent movement objectively and quantitatively because apparent movement is normally a subjective
thing. We extracted swing motion, a vital reaction characteristic accompanied by the apparent movement, using an
EMG. We presented individual stimuli and performed a t-test with a combination of the presented stimuli. From the t-
test results, the difference in vital reaction characteristic for each combination of presented stimuli was not small. The
result presented here was obtained using only one subject; it will be necessary to increase the number of subjects in

future.

Keywords: EMG, Apparent Movement, Tactile stimuli, Tactile sense.

I. INTRODUCTION

People depend on various senses in life. However,
some people may have lost a certain sense due to
congenital or postnatal handicaps. The lost sense can
often be made up for with another sense, a concept
known as sensory substitution. Examples of this include
sign language, which the hearing impaired use, or
Braille, which the visually impaired use. One human
sense system is the tactile sense, which is a cutaneous
sense that lies scattered over the whole body, allowing
us to sense pain, warmth and so on. Complete loss of
the tactile sense over the whole body is rare, although
there are sometimes obstacles in a partial sense;
nevertheless, it an efficient sense organ for sensory
substitution.

Tactile displays have been developed as a sensory
substitution for the visual sense and acoustic sense.
Most of them involve placing many tactile stimulation
elements in an array, and the main topic of study has
been how to realize high-density implementations
[1][2][3]- However, if the information to be conveyed
can be transmitted adequately by limited tactile stimuli,
high-density arrays of tactile stimulation elements are
not necessary [4][5][6]. In addition, if the portability,
and cost of these

convenience, maintainability,

information presentation devices could be improved,
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there is a possibility that tactile displays will grow as
new means of transmitting information.

With the tactile sense, there is an illusion called
apparent movement.
phenomenon whereby,

Apparent movement is a

when tactile stimuli are
presented at two points on the body with an appropriate
time delay between the two stimuli, a person feels as if
the sensation due to the presented stimuli moves
between the two points. In advanced studies of apparent
movement, a basic characteristic, such as the frequency
characteristic, of the apparent movement has been
examined [7][8][9]. Many of these studies have focused
on how to evaluate a subjective quantity corresponding
to the perceived apparent movement. It is also important
to examine the origin of the apparent movement from a
physiological viewpoint.

In this study, we examined a method to measure
apparent movement objectively and quantitatively with
a simple operation. We focused on the swinging motion
occurring when apparent movement was perceived in
the stimulated body part. We developed a method to
measure the swinging motion of this body part based on
the

electromyography

line electric from
(EMG)

effectiveness experimentally.

skin surface potential

and examined its
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Fig. 1 System setup.

1. EXPERIMENTAL METHOD

1. Experimental system

Figure 1 shows the setup of the experimental
system. A personal computer (PC1) recorded on its hard
disk drive (HDD) the tactile stimulus generated to
produce apparent movement and the subject’s response
when they recognized the apparent movement (the
subject is directed to click a mouse attached to PC1).
The output waveform (amplitude 5 V) generated with
the digital-to-analog (DA) board of PC1 (Interface Co.,
PCI-3310) was amplified to about three times with an
op-amp to serve as a vibration stimulus applied with a
vibration generator. The data recorded in PC1 were the
type of presented stimulus, whether or not a mouse click
occurred, and the time from presenting the stimulus to
the mouse click.

Electromyography (EMG) amplified with a living
body amplifier (Digitex Lab. Co., Ltd., MA1132US)
was recorded on the HDD of personal computer (PC2)
through an analog-to-digital (AD) board (Interface Co.,
PCI-3176). The two computers were synchronized by
sending a trigger signal from PC1 to PC2.

2. Presented stimuli

The four rectangular waves (amplitude 5 V) shown
in Fig. 2 were output from PC1 through the DA board
and were amplified by a factor of three with the op-amp,
and the vibration stimuli were generated with the
vibration generator.

1
1

I

— T+ I
V3 ||| I :
1

I

|

i

— BT
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Fig. 2 Presented stimulus.
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The period of the presented stimulus was 5 ms, the
vibration duration was 100 ms, and the time difference 7
was used as a parameter, as shown in Fig. 3. The
relation to the perceived apparent movement was
examined in this experiment.

3. Experimental method

The subject was asked to sit still with his/her eyes
shut, and wearing noise-canceling headphones. The
Skin
manufactured by Audio Logical Engineering Co. The

vibration generator used was Stimulator
subject held four Skin Stimulators between the knuckle
joints of adjacent fingers and between the index finger
knuckle and the tip of his/her thumb, and extended
his/her arm forward, where he/she held it in position, as
shown in Fig. 3.

In PCI1, the time difference r was set at random, and
the stimulus was presented to the subject as a vibration
lasting for 3t+100 ms. The subject clicked the mouse
connected to PC1 only when the apparent motion was
recognized. The time from the end of the presented
stimulus until the mouse click is called click time.

The procedure described above constituted a single

trial.

4. EMG measurement

The subject extended his/her arm, on the side where
the stimulus was presented, forward horizontally and
held it in position. Therefore, any shaking of the arm
induced by the apparent movement is expected to be
observed as a peculiar change in the EMG around the
shoulder.

Eight electrodes were placed around the shoulder,
and EMG was measured with a total of 14 channels, as
shown in Fig. 4.

The electrode fixing points were as follows. The
length L below is assumed to be the standard length
from the corner of the eye to the base of the earlobe.
Electrode 1 was placed at a distance L on the extension



Fig. 4. Placement of the electrodes

line from the base of the earlobe. On a straight line
connecting a certain shoulder peak, Electrode 2 was
placed a distance L from Electrode 1, and Electrode 3
was placed at a distance 2L. Electrodes 4 to 8 were
placed based on Electrodes 1 to 3 so that the length
formed an equilateral triangle with sides of length L, as
shown in Fig. 4.

111. PSYCHOPHYSICAL MEASUREMENTS

1. Analysis method

The level of subjectivity corresponding to the
perceived apparent movement was evaluated based on
the mouse click data recorded in PCl. The ratio of
subjects who recognized a stimulus when the time
difference 7 = 0, 20, 40, ..., 160 ms (nine values in
total) was calculated; this value is called the recognition
rate.

If the recognition rate was found for each presented
stimulus, the time difference z at which the subjects
recognized the apparent movement can be captured
from a psychophysical viewpoint. One set consisted of
300 trials, and a total of eight sets were conducted,
allowing sufficient rest in between. Therefore, there
were a total of 2400 trials in the experiment. Because
the presented stimulus was selected from the nine
available types at random, each stimulus will be
presented in about 270 trials on average.
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Fig. 5 Result of psychophysical measurements.
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2. Measurement results

The results of the psychophysical measurements are
presented in Figure 5, which shows the recognition rates
for the time differences 7.

When the time difference 7 was 40-100 ms, the
recognition rate became 90 % or more, showing that the
apparent movement was easily recognized. For the time
differences 0 ms, 140 ms, and 160 ms, the recognition
rate was less than 10 %, indicating that the presented
stimulus was seldom recognized as an apparent
Note that the time difference of 0 ms
showed a recognition rate of about 10 %, even though

movement.

this time difference is incapable of causing any apparent
This is
experiment is limited to only the downward direction of

movement. thought to be because this
the apparent movement, and the subject was informed
of this fact beforehand. For a similar reason, for the
time difference of 20 ms, there is a possibility of
showing a higher value than the original recognition
rate. A negative correlation was seen between the
recognition rate and the click time. The calculated
correlation coefficient was -0.66.

IV. EMG MEASUREMENT

1. EMG Preprocessing

o ]tErMG measures the muscle -electric potential
S X [t] (ch is the channel number, 1,2,...,14; tr is the
trial frequency, 1,2,...,300; and s is the set frequency,
1,2,...,8; and t is the time from the end of the presented
stimulus) for a period of 2000 ms from the end of the
presented stimulus at a sampling frequency of 1024 Hz.
Each muscle electric potential was subjected to

preprocessing to square the waveform envelope.

2. EMG analysis
Figure 6 shows examples of average, ethelope
curves for three kinds of presented stimuli, X [t] .
A wave-like difference can be observed between the
different kinds of stimuli, but it is difficult to find each
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characteristic at this step. The characteristic was
extracted by frequency analysis. A Fast Fourier
transform (FFT) was performed on each trial CS Xtr [t],
a total of 60 frequency elements for f =0.5-30 Hz were
extracted. As results, c: Xtr[t] are shown by matrix
s P containing 14 ch x 60 elements. Each procession
element and each mean value of classified P"| _

P s s (PY[ e 1S assumed to be P"| _ ,
tr tr i 1
P s (PT|._ 1n the case of 7 in each
. tr tr
set. We performed a T-test of P"| _ and _P"|

which gave a P-value (significant difference) of 5 %,
when assuming 7;, 7 = 0, 20, ..., and 160 ms. We
defined matrix T:' as the sum (over S)of matrix
. DTTIZ, where each matrix element was 1 when the P-
value was above 5 % and 0 when the P-value was below
5 %:
8
T2 =>.D"

S

M

For example, Figs. 7 and 8 show the results for 7; =
0 ms and 7o = 80 ms and 160 ms. The values of the
procession element are shown by shading (light = low,
dark = high). There were many sets with a P-value was
above 5%, as shown by the thick black regions.

3. Cluster analysis
T = T each consisted of 840 elements in a 14

x 60 matrix. These 840 elements were subjected to
cluster analysis. Figure 9 shows the obtained
dendrogram. A cluster was formed with high uniting
levels T €4I§00 and T €AL660’ Agreement with the

psychophysical measurements (Fig. 5) was confirmed
from the results of the cluster analysis.

V. CONCLUSIONS

In this paper, we examined a body part that was
with
subsequent shaking of the stimulated body part when

stimulated, causing apparent movement,

apparent movement under a specific experimental
environment was recognized. We proposed a method of
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Fig. 9 Results of cluster analysis.

measuring the shaking of this body site using the EMG
potential of a muscle near the skin surface.

From the results of cluster analysis, agreement was
seen with the psychophysical EMG measurements,
suggesting a relation between the apparent motion and
the EMG measurements.
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Abstract: Force display devices used under virtual environments are desired to be small and simple not to restrict
users’ movements and comforts. Force sensations of fingers are evoked when vibro-tactile stimulation is applied
onto the fingertips. This phenomenon is expected to be used for a simple and small force display, since the users
wear only tiny vibrators on their fingertips. The aim of this study is to clarify the relationship between the force
sensations by vibro-tactile stimulation and the activities of electromyogram (EMG) of fingers. As a result, it is
shown that EMGs of extensor indicis and extensor digitorum are more active than those of other finger muscles,
and that the force sensations of index fingers in extendor direction are perceived. The vibration stimulates exten-

sor muscles more effectively.

Keywords: force sensation, vibration, fingertip, EMG, muscle spindle.

I. INTRODUCTION

Force displays and feedbacks are needed in order to
handle objects effectively under virtual environments.
A number of force display devices have been developed
with various methods. Some of them have been availa-
ble commercially. Most of these devices employ desk
/floor grounded or exoskeleton structures using arms or
wires for force transmission. As the display areas are
expanded, the whole sizes of force display devices have
to be enlarged. However, large displays restrict porta-
bility and convenience. From this view point, force dis-
If the me-

chanisms and configurations of force displays became

play devices are desired small and simple.

small and simple, a number of new applications, such as

a hand-held electronic game device, could be developed.

Some studies have been conducted to develop small and
simple force displays. For examples, electrical stimu-
lation directly to muscles has been studied to elicit force
sensation [1], and a hand-held force device using angu-
lar momentum change with flywheels has been pro-
posed [2].

We have been studying force sensations of a finger-
tip evoked by vibro-tactile stimulation [3]. Figure 1
show that force sensation of a finger is evoked in the
direction of extending, when vibro-tactile stimulation is
applied onto the fingertip. The forces are felt with
only a tiny vibrator, and the finger feels resistance (anti-
force) in the direction of extending. This phenomenon

is expected to be used for a new force display. In our
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Fig.1. Experimental system

previous studies, the force sensations were psychophys-
ically investigated with a vibration motor stimulating a
fingertip. The strengths of the force sensations were
measured as vibration intensities were changed. In
addition, the sensitivities of force sensations are affected
by arm and finger postures and with each finger were
examined. It was found that forces can be perceived
with vibration over thresholds of vibration intensity, that
the sensitivities are affected by the arm and finger post-
ures, and that the sensitivities are different among five
fingers.

Although the force sensations were psychophysi-
cally measured, the activities of muscles were still un-
known. When the forces are felt, finger muscles are
In this study,
when force sensations of fingers are evoked by vibro-

expect to work by vibration stimulation.

tactile stimulation onto fingertips, the activities of the



Extensor Digitorum (communis

igitorum superficialis

Fig.2. Electrodes to measure EMG

finger muscles were examined by electromyogram
(EMQG).

II. MEASUREMENTS

From our previous studies, when a tip part beyond
distal interphalangeal (DIP) joint of a finger is stimu-
lated, force sensation is felt. In addition, the sensitivi-
ty of force sensation of forefinger is higher than those of
other fingers. Therefore, the fingertip of palm side of
forefinger was stimulated in these experiments. A sim-
ple device including a fingerstall and a pancake-type
vibration motor was used for the stimulation. Figure 1
shows this device. The vibration motor used in this
study includes a DC coreless motor and an eccentric
weight, which are used in cellular phones commercially.
This simple structure allows user’s free postures and
movements, and stable contact between the skin of the
fingertip and the vibration motor. The stimulation in-
tensities were measured in terms of acceleration with a
piezo-accelerometer attached to the motor. The stimu-
lation intensities on the skin surface are a little different
from those of the motor. As applied voltage to the
motor increases, the stimulation intensity increases al-
most linearly, and the vibration frequency changes from
50 to 100[Hz].

Since the stimulation part was fingertip of fore-
finger in this study, surface electrodes to measure EMGs
Fig-
These
muscles were “extensor digitorum (communis)”, “flexor

were placed on muscles moving the forefinger.
ure.2 shows the setup points of these electrodes.

LR N3

digitorum superficialis”, “extensor indicis”, and “first
dorsal interossei”. The EMGs were measured with
DEGITEX LAB Co., Ltd., Polymate IT AP216. Seven
healthy adult subjects were used. They were male and

21-25 years old.
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Fig.3. Experimental protocol

The EMGs were rectified and integrated every 0.1 s.
In the psychophysical experiments in our previous study,
the sensitivity of the force sensation is higher when the
whole arm floats in the air. (Afterward this posture as-
sume basic posture) In the experiments mentioned
here, a subject wore the vibration device with the basic
posture, and EMGs were measured when the subject
posed and moved the finger with the following three
posture and movement patterns: (a) flexion, (b) exten-
sion, (c) movement and vibration was on and off. Fig-
ure3 shows the measurement protocol.
(a) Vibration stimulation in finger flexion state was
given every 10s. The duration of EMG measurement
was 30 s (Vibration OFF / ON / OFF)
(b) Vibration stimulation in finger extension state was
given every 10s. The duration of EMG measurement
was 30 s (Vibration OFF / ON / OFF)
(c) A finger was moved voluntarily. The index finger
The subject
Vibration
stimulation continued for 10s from the beginning.
The EMG was measured for 20 s.

was flexed and extended slowly for 10s.
repeated these movements twice for 20s.

The rates of change were calculated with compar-
ing the EMG of the vibration ON state with that of OFF
state by the following methods: At first, EMGs were
averaged every 10 s of each section. Next, the decline
rates before and after vibration OFF and ON in (a) and
(b) were calculated respectively. A rate of change was
assumed the average of rate of decline before and after.
In (c), a rate of change assumed a rate of decline of OFF
after ON. A rate of decline shows in the following
equation:

A rate of decline = (Vib OFF/Vib ON) X 100
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Fig.5. The EMG of the finger in the extension state

ITI. RESULTS

1. The EMG of the finger in the flexion state

Figure 4 shows an example of the EMG activities of
Figure 4 shows an example of the EMG activities of the
The EMG activities of “ex-
tensor digitorum (communis)” and “extensor indicis”
Table 1 shows the
The average

finger in the flexion state.

increase clearly during vibration.
average change rates of all the subjects.
values of “extensor digitorum (communis)” and “exten-
sor indicis” are larger, and those values of “first dorsal
interossei” are smaller.

2. The EMG of the finger in the extension state
Figure 5 shows an example of the EMG activities of
The EMG activities

of “extensor digitorum (communis)” and “extensor in-

the finger in the extension state.

dicis” increase clearly during vibration in the same
In addition, the EMG
activities of “flexor digitorum suerficialis” and “first

mannor as those in Figure 4.
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Table 1. Average and SD of a rate of change

muscle Flexion (SD)[%] [Extension(SD)[%]Movement(SD)[%]
Extensor indicis 83.3(7.5) 82.9 (15.2) 83.0 (13.0)
E’“fg;g;gfljif)r“m 813(13.9) | 855(11.1) | 81.9(14.1)
Fles’;‘;refflfl;‘ﬁgm 98.6(3.1) 95.1(9.5) | 88.4(l4.1)
et | 94769) | 368083 | 8260

dorsal interossei” increase a little, too. Table 1

shows, the EMG activities of “extensor digitorum
(communis)” and “extensor indicis” are larger than
those of “first dorsa interossei”, similarly as shown in
Result 1.

3. EMG of the finger in the movement condition

Figure 6 shows an example of the EMG activities
with slow finger movements. The figure shows a
change of EMG activities by the vibration stimulation
Table 1

shows that the average of the change rates of extensor

cannot be observed during finger movements.

digitorum (communis) and extensor indicis are large.
Those of flexor digitorum superficialis and first dorsal
interossei” are also larger, but not so large as those of
extensor digitorum (communis) and extensor indicis.
The EMG activities are higher during the finger move-
ment in the experimental condition(c) than those in the
stationary conditions, (a) and (b).

From these results, vibration stimulation to a finger-
tip affects extensor muscles more effectively than flexor
muscles. After confirming the normal distribution and
the dispersion of the data, the two factor analyses of
variance was performed in terms of the rate of change
(Flexion - Extension - Movement state X Each EMG).
The main effect of the rate of change is accepted (£3,21=



5.68, p < 0.05).
(Scheffe’s procedure) were performed. As a result,

In addition, multiple comparison tests

“extensor indicis” versus “flexor digitorum suerficialis”
and “extensor digitorum (communis)” versus “flexor
digitorum suerficialis” are accepted in four kinds of
EMG (p <0.05).

From these results, the EMGs with vibration stimu-
lation to a fingertip are more active than those without
vibration. In addition, it is supposed that the vibration
stimulation affects extensor muscles more effectively.
Consequently, it is considered that the force sensation
felt in flexion direction is produced with some physio-
logical mechanisms.

IV. CONCLUSION

It has already been known that a muscle contraction
and an illusion of a joint angle are caused with a muscle
spindle excited by vibration given onto the skin surface
[4]1[5].

cle spindles are stimulated by vibration propagating

From our experiments, it is guessed that mus-

through a finger extensor tendon from a fingertip, and
that force sensation is induced with extensor muscle
contraction. When the fingers flex, the extensor con-
tract, and it causes resistance (anti-force) in the direc-
tion of extending. It is conjectured that efforts against
extensor muscle contraction to maintain the joint angle

of a finger produce the force sensation.

V. SUMMARY

In this study, when force sensations of fingers are
evoked by vibro-tactile stimulation onto fingertips, the
activities of the finger muscles were examined by EMG.
The results indicate that the EMG activities are ob-
served with force sensation evoked vibration stimula-
tion, and that some physiological mechanisms are ex-
pected. If this phenomenon is used, a new and simple
force display device will be developed.

However, the users feel not only forces but also vi-
bration. If a user grasps a vibrating virtual object, it
will be acceptable. But, the vibration can be a disad-
vantage as an interface device for general applications.

To develop practical force display devices and ap-
plications, further studies shall be conducted to eluci-
date the perceptual properties of the force sensation and

to develop potential applications.
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Emotion Spectrum Analysis for Daily Repetitive Mental Workload
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Abstract: In this study, a mental workload for daily mental arithmetic training was objectively evaluated by
physiological indices using the emotion spectrum analysis for the group with daily mental arithmetic training.
Physiological measurement on mental arithmetic task was conducted once a week for subject. Physiological indices
measured were alpha-wave power spectrum, beta-wave power spectrum, Fmf-wave power spectrum, variation in nasal
skin temperature and high frequency component of heart rate variability. And depressive tendency for the mental arith-
metic task was measured as psychophysical index by using POMS (Brief Form), and time duration for the mental arith-
metic task was also measured as performance index. Correlation between physiological indices, psychological index,
performance index, and emotion spectrum analysis was analyzed in relation of mental workload.

Keywords: Mental workload, Emotional spectrum analysis, Physiological measurement, Mental arithmetic task

I. INTRODUCTION

In ubiquitous society in the future, the opportunity to
use the telecommunication equipment by various scenes
in daily life will increase. However, a benefit of
ubiquitous society as "obtaining information anywhere
anytime" may cause the risk in "using information and
communication machinery for anywhere anytime." For
with
causation with operation of information technology

example, informatization in an automobile,
devices in the automobile and the accident has been
pointed out. On the other hand, the driver's physiology
psychology has been measurement from a safe
viewpoint for the prevention of the car accident [1-5].
Mental activity is called mental work (MW), and a load
given by MW is called Mental Workload (MWL). The
continuance of excessive MW increases MWL, which
will become the factor of a human error and health
problems. For example, where high accuracy and safety
are demanded, the worker is forced to have the strain for
a long time. MWL increases while working like this and
the incidence of a human error increases. The method of
measuring MWL has been researched from the
viewpoint of a human factor in the field where risk
management like the aerospace field etc. is demanded
[6-7].

In general, MWL is evaluated by the performance
indices, the subjective psychology indices, and the
physiology
evaluation in the real time are possible, and the

indices. Objective and quantitative

evaluation method based on physiology indices has the
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advantage in detection of the reaction under the
unconsciousness.

MWL does not merely depend on the objective
degree of difficulty of the MW task. It is analogized by
the experienced fact that MWL is related to a task
performance, motivation, habituation, proficiency and
so on. However, the personal attribute of MWL which
evaluated quantitative with physiology indices are not
investigated. From the viewpoint of stress management,
serial assessment for the effect in physiology indices for
daily MWL is the issue, which is the essential for the
development of the technique of quantizing the MWL
by physiological indices. Objective assessment of
studied about the
influence of repetition of MW task proficiency by

physiology indices have been
Fm@-wave [8]. On the other hand, the examination
about the change of emotion about the repetition of the
MW task has not been studied. Emotional Spectrum
Analysis (ESA) is emotion estimation method by the
physiology indices, which is Electroencephalograms
(EEG). The ESA calculates four independent emotion
vectors from coefficients of correlation between EEG
signals measured by scalp electrode, which express the
state of the brain and the state of mind [9]. In this study,
EEG was focused as the physiology index, and MWL
evaluated by psychophysiological index which was ESA
derived from EEG measurement was serially assessed.
The MW task was mental arithmetic task, which is
Hundred Cell Calculation Method (MAT). The subjects
trained MAT everyday routinely and psychophysiology
measurement experiment for MAT performance was
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conducted once daily. The physiology index is a-wave
P-wave and G-wave of electroencephalogram (EEG),
nasal skin temperature (NST), and high frequency
ingredient (HF) of the electrocardiogram (ECG). In
addition, Japanese edition of POMS in short form
(POMS) was measured as the psychology index. The
performance index was task-elapsed time of MAT.

II. EXPERIMENTAL

Experimental equipment setup and electrode
arrangement for scalp EEG are shown in figure 1.
Experiments were executed in a measurement booth
divided with partition walls of 1.8m in height. An
infrared thermograph system (TVS-200EX, AVIONICS)
was installed 0.7m in front of subject. Facial skin
thermograms were created with 1s sampling periods.
Image resolution of thermograms was 320 X 240 pixels,
and room temperature was set at 26 = 1.0 degrees
Celsius. a seated position in a resting. An electrode
headpiece (Pasteless Electrode Helmet, Brain Function
Laboratory) and set of headphones were placed on the
subject. EEG was recorded at a sampling frequency of
200 Hz using a biological amplifier/sampler (5102 EEG

HEAD BOX, NF Electronic Instruments) and digital
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Fig. 3. Variations of emotional spectrum in
experiments.

signal processor unit (5101 PROCESSOR BOX, NF
Electronic Instruments). Electrodes used for scalp for
scalp EEG were Fpl, Fp2, F3, F4, P3, P4, Ol, 02, T3,
T4, C3, C4, Fz and Pz, based on the international 10-20
method, and a reference electrode was Al and A2. Elec-
trodes used for ECG were put on the superior margin of
the sternum and cardiac apex based on a modified Lead
NASA in order to reduce artifacts of EEG from ECG. A
common ground electrode for both EEG and ECG was
put on Cz.

The protocol for the experiment is shown in figure 2.
Subjects were eight 20- to 23-year-old healthy men.
Subjects were well informed about the experiments and
the objective of this study before participation
experiments. In this study, The MAT was Hundred Cell
Calculation Method of the The
experiment was performed for seven weeks and subjects

multiplication.

trained MAT once a day at home. Psychophysiology
measurement of the MAT performance was conducted
once a week. The day of experiment could be before or
after the day scheduled. The measurement was not
begun until the subject had been in the room for at least
15 minutes to habituate to the room temperature. The
measurement consisted of 3 periods time series, which
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were 3-min eye-closed resting period (period R1),
3-min eye-opened period under controlled stimulation
of the MW task (period T), and 3-min eye-closed
resting period (period R2). Japanese edition of
POMS(in short form) was measured before and after the
measurement as a psychology index of the trend of
dejection for the MAT task. POMS had 30 questions
used to evaluate a trend of dejection and could measure
the state of temporary feelings. The experiment was
conducted during the day except within 2 hours after
eating.

III. RESULTS AND DISCUSSION

In this study, correlation of time of performance
index, psychology index and physiology index was
analyzed. The 6-wave, a-wave and f-wave power
spectrum of EEG, the high frequency component of
heart rate variability (HF) of ECG and NST time series
were extracted from analyze of measured physiological
data. The &-wave, a-wave and S-wave show total brain
activity. HF represents parasympathetic nervous system
activity. Decreasing NST time series indicates
sympathetic nervous system's activation. HF time series
was calculated as follows. A source R-wave interval
time series was extracted from ECG time series by
using threshold processing. Temporally equidistant
R-wave intervals (HRV) were derived by resampling
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process in frequency of 20 Hz after cubic spline
interpolation. The power spectrum time series of HRV
was calculated every ls by fast Fourier transformation
(FFT) using 512 data points at a sampling frequency of
20 Hz. Finally, HF time series was created as a
summation of discrete frequency components in power
spectrum time series of HRV, in which the frequency
range of HF was 0.15 Hz to 0.4 Hz.

G-wave, a-wave and f-wave time series were
calculated as follows. The power spectrum time series
of averaged EEG lead from Ol and O2. And it
calculated every 5s by FFT using 1024 data points at a
sampling frequency of 200 Hz. 6-wave was defined as
frequency components of the EEG in frequency range
of 5 Hz to 8 Hz, 8 Hz to 13 Hz defined of a-wave, and
that of 13 Hz to 20 Hz defined of S-wave. The q-wave,
a-wave and b-wave power spectrum time series were
created as a summation of frequency components in
each frequency range.

NST time series was calculated as follows. Ther-
mal images of nasal region were extracted from facial
skin thermograms (FST) time series by using template
matching method, which the template was a partial
image sampled from the first FST image. Then, NST
time series was created as a cascade of spatial average
temperature for pixels in each thermal image of nasal
region.

Figure 3 shows variation of average emotion
vectors between period R1 and period R2 of subjects.



The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

Emotion vector was normalized against the temporal learning in a simulated driving task,” Biological Psychology,
average of entire interval. The error bars here represent Vol. pp. 313-320 (1995) . .
standard deviation. In the figure, N2 (stress), N1 (sad), [9] T. Musha: “Estimation of Emotional State by EEG and its

Limitation”, Journal of the Japan Society of Mechanical

Pl (pleasant) and R (rel t emoti t
(pleasant) and R (relax) represent emotion vector Engineers, Vol. 105, No. 1006, pp.610-611 (2002)

respectively. There is no statistical significant difference
(by Friedman test). A correlation analysis of emotion
vectors and other indices was performed. Figure 4
shows relationship between the elapsed time of MAT
performance and emotion vector N2 (stress). Negative
correlation is provided in seven subjects. This figure
shows that N2 (stress) increases while the elapsed time
of MAT is shortened. It is considered that subjects had
acquired proficiency in MAT and might get bored and
annoyed with MAT. Figure 5 shows the relationship
between POMS (T-A) and emotion vector P1 (sad).
Negative correlation was provided in eight subjects,
where correlation coefficients were from -0.32 to -0.88.
The figure indicates that emotion vector P1 (sad) rises
while POMS (T-A) declines. Estimated ‘sad’ feeling by
the emotion vector agrees with a psychology index and
shows that emotion vector is effective in estimation for
repetitive MWL.

VI. CONCLUSION

In this study, perform an MW task repetitive to
evaluate the effectiveness of the ESA of repetitive
MWL and evaluated it with physiology index
psychology index and performance index temporal. As
a result, in repetitive MWL, the effectiveness of the
ESA was shown.
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Abstract: We are developing BCI for event-related potentials (P300) using speech stimulus in the Japanese
language based on the need investigation of ALS patients. In the past, we studied the single-trial analysis of
P300 with a 4Hz low-pass filter in order to improve the entry speed of BCl. However, the problem was low
detection accuracy, i.e., approximately 30-80%. In this paper, we reviewed the application of independent
component analysis (ICA) in order to improve the accuracy of single-trial analysis of P300. As a result, the
detection ratio improved from 54.2% for the traditional 4Hz low-pass filter to 90.9% in the choice of one between
two. Furthermore in the offline experiment, the detection ratio of P300 response to each sound of “a, i, u, € and
0” improved in the task to choose one among five with synthetic speech stimulus. The maximum detection ratio
was 94.7%, and the detection ratio per sound improved from 47.0% to 85.1%.

Keywords: Single-trial analysis, ERP, ICA, Brain-Computer Interface, EEGLAB

I. INTRODUCTION C3, C4, P3 and P4 under the international 10-20 system,

Ag-AgCl skin electrodes were placed. The ground

The Brain-Computer Interface (BCI) is the electrode was placed between FP1 and FP2, and the
communication interface to enter characters, etc. by reference electrode was placed on the metapophysis
utilizing brain waves or brain blood flow volume. behind the earlobe. ~EEGLAB of University of
Based on the need investigation of ALS patients, we are California at San Diego (UCSD) was used for the ICA
developing BCI for event-related potentials (P300) analysis software [5]. The standard to determine P300
using speech stimulus in the Japanese language [1]—[4]. induction is 21.0uV or higher voltage around 500ms
With the BClI, it is possible to assign five phonological latency, derived from averaging results.  The
systems specific to the Japanese language (e.g. a-i-u-e-0, waveform in Figure 2 is obtained when the 4Hz low-
a-ka-sa-ta-na and ha-ma-ya-ra-wa) and enter hiragana pass filter is applied. P300 with the voltage 17.5uV
characters by their combinations, if differences of five was successfully interpreted at 590ms latency at the
stimulus sounds by a user can be understood and exploring electrode PZ. However, the ocular potential
differentiated (task to choose one among five). In the due to blinking is mixed around 300ms latency, and it is
past, single-trial analysis of P300 with a 4Hz low-pass difficult to interpret at other exploring electrodes. On
filter has been studied in order to improve the entry the other hand, when ICA is applied, brain waves are
speed of BCl. However, the problem was the low analyzed and generated in the order of highly-
detection ratio, i.e., 30-80%. In this paper, we independent signals. ~ In Figure 3, independent
reviewed application of independent component components_(IC) are indicated in the order from 1 to 7,
analysis (ICA) in order to improve the accuracy of the and P300 with the voltage 18.0uV at 595ms latency was
single-trial analysis of P300. successfully interpreted at the second IC. When
interpreted for all trials (150 times), the P300

11. Odd-ball TASK WITH VISUAL STIMULUS component is generated at the 1st and 2nd IC at the

proportion of 90% or more in the case of ICA.

1. Experiment procedure

The target stimulus response as well as non-target
stimulus response (original waveform) to visual
stimulus was recorded in accordance with the odd-ball
paradigm. The visual stimulus was specified as black
and white lattice patterns (checkered patterns) (Figure
1). The target stimulus was specified as 16x16 lattices
where the length of each side is 48mm, and non-target
stimulus as 64x64 lattices where the length of each side
is 12mm. The subjects were in a resting and sitting
position, and the point of view was fixed in the center of
the stimulus visual field. The subjects were four males

Target Stimulus

at the ages of 22-24 (Y.G, TK, TM and T.T, Fig.1. Screen of visual stimulus
respectively). With seven electrodes of FZ, CZ, PZ,
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increased from 27% to 60%, from 13% to 83% and

Lchl LROIG EI L from 3% to 53%, and the proportion of Misses
decreased from 73% to 40%, from 87% to 17% and
Fz RP s1gnal from 97% to 47%, respectively, indicating improvement
of P300 detection ratio with ICA.
(’;:J g
r. A MVNV Table 1. Detection ratio of event-related potentials P300
o | ™ (Sub. Y.G)

[4Hz low-pass filter (traditional) —ICA (proposed)]

N’V‘l '\ﬂxw ﬁh Detection

f A ,A*M\' a -" Target (P300) Non-Target
cal M Target 47%—97% 53%—3%
” N - - .
M‘h Stimulus (Hits) (Misses)
& f J\ﬁ Non-target 17%—7% 83%—93%
;‘g } S . [P
M \MIM | :[20 v stimulus (False Alarms) (Correct Rejections)
pal 17 M'l‘ \-‘V'ﬁ ™ * Next, the power of 4Hz low-pass filter and ICA was
compared by obtaining d’ in the 30 trials for each of
g 500 1000 [ms) target stimulus and non-target stimulus, in order to
Fig.2. Analysis with low-pass filter of 4Hz (Sub. Y.G) compare the detection capability. d' is obtained with
the following formula, by using the values for Hits and
tica  EOG artifactinIC1 False Alarms. h and f are values for Hits and False

2

. ; Alarms, respectively, and Z(p) is the value
3 \ ERPsignal in IC2 corresponding to normal Gaussian distribution.
‘ P 'lf R
WA i d'=2(n - 2(9) W
4 f

As a result, d' was between 0.87 and 3.36 for the
subject Y.G, between 2.14 and 1.53 for the subject T.K,
between 0.87 and 1.36 for the subject T.T, and between

1.75 and 3.01 for the subject T.M. d’ decreased in the
case of the subject T.K., while the power of ICA was
- significant for other subjects. In accordance with these

&

204V results, it is found that the P300 component can be
7 1y successfully detected with one-time or a few
measurement(s) by using ICA.
0 500 1000
[ms] 20 18
18
Fig.3. Analysis with ICA (Sub. Y.G) i:
I
2. Analysis by signal detection theory %, 15
Based on the above conditions, the proportions of Hits, £ f’
Misses, False Alarms and Correct Rejections in the A
signal detection theory were calculated along with the 2
frequency filter and ICA. The analysis results for the 0
subject Y.G are indicated in Table 1.  When the results ! - ? 4 ’ o ’
are compared in the 30 trials, Hits (the proportion of IC
correct detection of target stimulus response) is 97% for W1CA B 1CA with 15HA1PT
ICA and 47% for the frequency filter, and Correct ]
Rejections (the proportion of correct detection of non- Fig.4. 1C where P300 were detected and the
target stimulus) also increased from 83% to 93%. On detection frequency (Sub. Y.G)
the other hand, Misses (the proportion of erroneous
detection of target stimulus) decreased from 53% to 3%, 3. Combination of low-pass filter and ICA
and False Alarms (the proportion of erroneous detection Although the P300 component can be separated just by
of non-target stimulus) decreased from 17% to 7%. In applying ICA, the number of IC where P300 is observed
regards to other subjects T.K, T.M and T.T, Hits is different every time, and system design is difficult

upon considering automatic detection. Since IC is
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determined by signal strength, signals with higher
independence than P300 component might be at
work, e.g. voluntary brain waves and
electromyogram  which increase by thinking.
Therefore, the 15Hz low-pass filter was applied
before ICA, in order to eliminate them. The results
for the subject Y.G. are indicated in Figure 4.
Compared with the case of ICA analysis only, the
P300 component was successfully observed at IC1
and 2 at the proportion of 90% when combined with
the 15Hz low-pass filter.

I11. CHOICE AMONG FIVE THINGS
WITH SPEECH STIMULUS

Next, the experiment on the assumption of
incorporating ICA into the BCI system [1] was
conducted offline. This BCI system is the sound-
control character entry system, and using the method
to choose one among five, with one sound among “a,
i, u, e and 0” as the target stimulus; therefore the
difficulty in detecting the P300 component is higher
than the odd-ball paradigm (choose one between
two). Application of the traditional filter and ICA
in this BCI system was analyzed by independent
evaluation based on t-test, and reliability was
compared.

1. Experiment procedure
The diagram for Japanese voice presentation type
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Laptop PC
DELL Inspiron

Software for instrumentation control
National Instruments
LabVIEW 7.1

Acquisitiondevice
National Instruments
DAQ Card 6024E

T v BCloutput
BI_()_t'nerH:)l'f'er TFT Monitor
Digitechs Lab.
_ BA1104-E Voice presentation
EEG-E
G-EOG Head side
(4ch)
speakers

Electrodes on Fz, Cz, Pz and EOG
(Al :reference as single probe)

Fig.5. Japanese voice presentation type BCI

Table 2. Comparison of communication reliability in the speech
stimulus type (choose one among five style) BCI system

BCI is indicated in Figure 5. Brain waves are
induced with the unipolar induction method with the

(synthetic sound)
Synthetic .

earlobe as the reference electrode using skin
electrodes, and amplified to the bioamplifier (Digitex
Lab BA1104-E). They are then incorporated into

the notebook PC (DELL Inspiron) through the A/D
board (National Instruments DAQ Card 6024E). The
sound is generated from the speaker by utilizing PC’s
sound output function (sound board). It is also
generated on the PC monitor from the VGA output, in
order to confirm the screen and characters entered. The
software part of BCI was developed with LabVIEW 7.1
from National Instruments. Functions of brain wave
measurement control, filtering, statistic processing, and
speech stimulus were programmed.

Five kinds of stimulus of “a, i, u, e and 0” were used as
the stimulus method. They were set to appear
randomly and at the probability of 20%. Thus,
approximately 20 times of stimulus is given per sound.
One sound was chosen among the five sounds as the
target stimulus, and five trials were conducted.
Stimulus with the five sounds had three patterns:
synthetic sound, live voice of a male and female. The
odd-ball task by pure sound (2KHz and 1KHz) was also
given for comparison. The subject was one 22-year-
old male.
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sound I u ¢ °
Filter 531 307 246 960 307
Reliability __ (traditional) ' ' : ' '
0,
[%] ICA 83.6 83.6 72.0 94.7 915
(Proposed)
2. Results

In regards to the odd-ball task, the ratio was 90.9% for
ICA, the proposed method, and 54.2% for the 4Hz low-
pass filter, the traditional method, when P300’s analyzed
section at the time of latency was from 200ms to 500ms.
This indicates that the detection method with ICA also
has higher detection capacity than that with the filter in
the case of odd-ball task for sound stimulus as well.
Although the evaluation method is different, ICA’s
effectiveness supports the experiment results in Chapter
2. Meanwhile, the average reliability at three points of
FZ, CZ and PZ is used in regards to reliability of the
frequency filter.

Next in regards to the task to choose one among five by
sound, the P300’s analyzed section at the time of
latency was exhaustively investigated by sound by
100ms unit.  First of all, the detection ratio improved
to 83.6% for ICA compared with 53.1% for the
traditional filter in the section from 100ms to 300ms for
“a” In the same way, it improved from 30.7% to
83.6% in the section from 200ms to 400ms for “i,” from
24.6% to 72.0% in the section from 100ms to 400ms for
“u,” from 96.0% to 94.7% in the section from 400ms to
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1000ms for “e” and from 30.7% to 91.5% in the section
from 100ms to 300ms for “o” (Table 2).

In regards to the live voice of a male, the detection ratio
improved from 58.1% to 82.0% in the section from
200ms to 700ms for “a,” from 28.0% to 0.0% in the
section from 300ms to 500ms for “i,” from 59.1% to
87.9% in the section from 300ms to 600ms for “u,”
from 31.3% to 0.0% in the section from 300ms to
700ms for “e” and from 59.5% to 89.6% in the section
from 300ms to 700ms for “0.”

In regards to the live voice of a female, the detection
ratio improved from 32.1% to 95.1% in the section from
200ms to 600ms for “a,” from 59.6% and 93.4% in the
section from 100ms to 900ms for “i,” from 93.9% and
96.4% in the section from 100ms to 800ms for “u,”
from 30.2% to 0.0% in the section from 300ms to
700ms for “e” and from 31.7% to 93.3% in the section
from 100ms to 400ms for “0.”

While the detection ratio for “e” decreased in the case
of synthetic sound, it was higher than 94.7% for ICA,;
therefore practical problems in BCI are unlikely to
occur. The detection ratio per sound improved from
47.0% to 85.1% on average. As a result, it was found
that the detection ratio of P300 with single trial is
improved with ICA. On the other hand, the detection
ratio is 0% in the case of “i” and “e” for live voice of a
male and “o0” for live voice of a female, and practical
problems are likely to occur. This is considered to be
the individual differences in the relationship between
the ease-to-hear sounds and P300 response.  Therefore,
it is necessary for users of BCI to select and use sounds
easier to hear in advance.

IV. RESULTS

In this paper, we studied the unidirectional analysis with
ICA, in order to improve the detection ratio of P300 in
Japanese voice presentation type BCI.  As a result, the
detection ratio improved from 54.2% for the traditional
4Hz low-pass filter to 90.9%, in the choice of one
between two. In the task to choose one among five
with synthetic speech stimulus, the detection ratio of
P300 response to each sound of “a, i, u, e and 0”
improved as well, while it was the offline experiment.
The maximum detection ratio was 94.7%, and the
detection ratio per sound improved from 47.0% to
85.1%. We plan to install ICA onto the Japanese voice
presentation type BCI in the future.
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Abstract: In the present study, the ability to apply general purpose computation on graphics processing units (GPGPUs)
to particle image velocimetry (PIV) is confirmed, and the processing speed of the PIV is accelerated by GPGPUs. Our
code is based on the direct cross-correlation method, where one of the PIV algorithms is rewritten for GPGPU
computing using the CUDA tool kit. The results of a performance test indicate that GPU computing for PIV
demonstrated an excellent acceleration rate of more than 100 times greater than CPU computing while maintaining

acceptable precision.

Keywords: GPGPU, CUDA, PIV, Parallel computing, Image processing

I. INTRODUCTION

In our research, the processing speed of particle
image velocimetry (PIV) was accelerated by general-
purpose computation on graphics processing units
(GPGPUs), which has been considered as a new
acceleration technique for computing. Computations
using GPGPUs use the graphics processing unit (GPU)
on a graphics card for not only image processing but
also general purposes such as numerical simulation [1].
The acceleration of processing using GPGPUs has been
attempted for various numerical simulations, such as
computational fluid dynamics and medical image
processing [1]-[4]. However, reports on the application
of GPGPUs to PIV are rare. Therefore, we applied
GPGPU to PIV, which is an image-based measurement
method, and evaluated the resulting performance. The
computational errors related to GPGPUs should be also
examined. Since most GPUs do not have double-
precision arithmetic units, the results of computing on
GPUs for application to PIV may have problems related
to precision. Therefore, the results of the PIV analysis
obtained using a GPGPU were compared to those
obtained using a CPU.

Particle image velocimetry is a useful tool in the
study of transient fluid flow phenomena [5][6]. The
velocity vectors of a fluid are obtained by measuring the
translational displacement of tracer particle during a
short time interval without interfering with the flow. In
general, the direct cross-correlation (DCC) method,
which is a PIV algorithm, offers improved accuracy as
compared with the FTT-based cross-correlation method.
However, the DCC method requires several process
iterations, unlike the FTT-based cross-correlation
method. In the case of actual analysis, as the size of the
analysis region becomes larger, the processing time
increases, often reaching several minutes. Since this is
problematic in the case of practical application, the
processing speed using the DCC method should be
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accelerated. In the DCC method, in order to determine
the displacement of a small region, cross-correlations
between the interrogation region and several candidate
regions must be calculated, and the associated
processing comprises the majority of the calculation
costs for the whole process. The calculation of all of the
cross correlations was parallelized and accelerated using
a GPGPU with CUDA, which is one of the software
development environments for GPGPUs used in the
present study. CUDA is freely distributed by NVIDA
and extends the C language for use with the GPU,
which has an excellent architecture for parallelism. As a
result of a performance test, computing on the GPU for
application to PIV exhibits an excellent acceleration rate
of more than 100 times greater than CPU computing. In
this case, approximately 95% of the entire process was
executed on the GPU.

II. GPGPU

1. GPU hardware architecture

Figure 1 describes the architecture of the NVIDIA
GeForce GTX 275 GPU used in this study, and Table 1
lists its hardware specifications. The GPU chipset of the
GeForce GTX 275 is the GT200, which can operate in
graphics mode or parallel computing mode. In GPGPU
computing, the parallel computing mode is used. In
graphics processing mode, the GPU architecture
consists of ten texture processing clusters, and, in
parallel computing mode, the GPU architecture consists
of ten thread processing clusters. Here, TPC stands for
texture processing cluster in graphics processing mode
and thread processing cluster in parallel computing
mode. Each TPC is made up of three streaming
multiprocessors (SMs), each of which contains eight
streaming processors (SPs), which are either processor
cores or thread processors. The total number of SMs on
the GT200 GPU is thirty. Unlike the general CPU
architectures, the GPU can perform zero-cost hardware-



based context switching, i.e., the GPU can immediately
switch to another thread process, and it supports over
thirty thousand concurrent threads in hardware (see
Table 1). However, the maximum number of concurrent
threads depends on environmental variables such as the
executed kernel size (program size) in the GPU.
Although double-precision arithmetic units have been
implemented in the GT200 GPU, only one unit is
implemented per SM and thirty units are implemented
per GPU. Therefore, the performance of the double-
precision arithmetic may be poor.

GT200

GPU
Thread Scheduler

TPC [ RE ] TPC TPC ]

TPC [ TPC ] TPC TPC ]

&

{
! \,
1

' ﬂ

Shared memory
~\J =)=

Fig. 1 NVIDIA GeForce GTX 275 GPU architecture in
parallel computing mode

L1 Cache

Table 1 NVIDIA GeForce GTX 275 hardware specifications

Texture processor clusters (TPCs) 10
Streaming multiprocessors (SMs) per TPC 3
Super function units (SFUs) per SM 2
Streaming processors (SPs) per SM 8
Total SPs (Cores) 240
Maximum concurrent threads per SM 1,024
Total maximum concurrent threads 30,720

Double-precision arithmetic units per SM 1

Peak floating point performance GFLOPS 933
Global memory size 869 MB
Shared memory per SM 16 KB

Registers per SM 16,384 registers

2. Software development environment for GPGPU

Cg is a conventional software development tool kit
for GPU application software. Because the Cg is the
specifically designed programming tool kit for
computer graphics, it is not suitable for the development
of GPGPU application software. However, recently,
software development environments, such as CUDA
and OpenCL, which consist of a complier, libraries, and
useful tools for GPGPUs have been made freely
available. CUDA is a C language development
environment for NVIDA CUDA-enabled GPUs but
OpenCL can be used for both NVIDA and ATI GPUs,
which support the OpenCL architecture. In the present
study, we used CUDA as the development tool of the
program code for GPGPU computing.
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ITI. PIV ALGORITHM

1. Direct cross-correlation (DCC) method

In PIV, the velocity information is estimated using
two consecutive images detected by a camera. Figure 2
shows an example of standard PIV consecutive images
[7], and illustrates the procedure of the direct cross-
correlation method. In order to extract the velocity at
each location, a normalized cross-correlation coefficient
between the location (x, y) in the first image and the
location (x+dx, y+dy) in the second image is defined as
follows:

33 o - sl + vy, + ) g}
Ry (dr. dy)=——=1= — (1)
\/iz_z{f(xny,-)—fm}z_ZZ{g(xi+dx,y,-+dy)—gm}2

1j

where f(x,y) and g(x,y) are the intensities at location
(x,y) in the first image and the second image,
respectively, and N denotes the size of a side of the
interrogation region, which is determined considering
the concentration of tracer particles and the maximum
velocity of the flow. This cross-correlation coefficient is
used to estimate the translational displacements of tracer
particles between two consecutive images. The
displacement at location (x,y) between two images is
estimated as follows. First, the values of the above
cross-correlation coefficient are calculated between
location (x,y) in the first field and the possible point
(x+dx,xt+dy) in the second field. Second, the dx and dy
values of the displacement are changed, and the cross-
correlation coefficient is recalculated. By repeating this
procedure, the best estimate of the translational
displacement of the tracer particles is determined as the
pair (dx,dy) that maximizes the correlation coefficient.
The global velocity profile of the flow can be obtained
by repeating the above computation at every location.
Figure 3 shows a flow chart of the DCC method.

Search region

. . Candidate region
Interrogation region N

Second image (t+At )

Firstimage (t,)

Fig. 2 Overview of the procedure of the DCC method

2. Amount of computations in the DCC method

In Fig. 2, Ns denotes the size of one side of the
search region. In order to obtain one velocity vector in
the DCC method, the correlation coefficient is
calculated NsxNs times. When Ns = 33 and the number
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of locations required in order to determine the velocity Table 2 Example of the increase in the number of
vectors is 256, the number of calculations per location calculations
reaches 1,089, and the calculation is performed a total 4 Calculations per | o1 o1oulations

. . . Locations | Ns location .
of 278,784 times during processing. Table 2 shows an (Ns*Ns) (NsxNsx locations)
example of the increase in the number of calculations. 256 33 1,089 278,784
As Ns increases, the required calculation amount 256 65 4225 1,081,600
increases extremely (proportional to NsxNs). In the 336 97 9.409 2.408.704

DCC method, the computational cost required to

calculate all of the cross-correlation coefficients Table 3 Hardware testing environments

betx.)veen. the mterrogatlon. reg.10n and all of the candidate Environment Fov 1 v 2
regions in the search region is enormous. In the case of CPU Phenom 9750 Core 17920
our code for the DCC PV, the. processing. time required Memory 2GB 6GB

to calculate the cross-correlation coefficients accounts GPU GeForce GTX275 | GeForee GTX275

for approximately 99% of the total processing time.

Since the cost is expected to be substantially reduced Table 4 Lists of test cases

and the proc.:essing speed is accelgrated by parallelizing . — Scarch region

the calculation process, the associated part of our code Case | Env. | Computing | Precision size (NsxNs)

based on the DCC algorithm was rewritten to the 1 | Env. 1 CPU double

GPGPU computing code us@ng the CUDA tool kit.‘ A > | Env. 1 GPU single 1,089 (33x33),

flow chgrt of the parallehzed DCC method using 3 Env 2 CPU double 4225 (65%65),

GPGPU is shown in Flg. 4, 4 Env. 2 GPU single 9,409 (97x97)
5 Env. 2 GPU double

IV. PERFORMANCE TESTS

2. Results of the performance tests

Figure 5 and 6 show the elapsed times for the above
test cases. Here, the elapsed time indicates the time just
for the process execution after the process was created.
In cases of processing by only the CPU (Cases 1 and 3),
the elapsed time increases linearly with the search
region size, whereas in cases of processing by the
GPGPU (Cases 2 and 4), the elapsed time increases
only slightly. On the other hand, the difference in the
results for the GPGPU computing between the Phenom
CPU and Core 17 CPU suggests that the performance of
the GPGPU depends not only on the GPU architecture
but also on the CPU or system architecture. The results
for Case 5 indicate that double-floating-point

1. Testing conditions

Tables 3 and 4 show, respectively, the testing
environments and test cases used to evaluate the
performance of the GPU computing for PIV. In Cases 1
through 5, the search region size was varied as indicated
in Table 4, and the total number of cases is 15. Cases 1
through 4 were performed to confirm the acceleration
rate of GPGPU over conventional CPU computing, and
Case 5 was tested in order to evaluate the performance
of the new double-precision arithmetic implemented on
the GT200 GPU. The CPU computing and GPU
computing were performed with double precision and
single precision, respectively, except in Case 5.

On CPU On GPU
Start Start
v
Load data for two images Load data for two images
Data send i
Set or change the location to Send the data to the GPU il aiatiadiadid --=-p Loaddata f?r 0D TTEges
—p . . to GPU’s memory
determine the velocity
Set or change the location to
Calculate a cross-correlation determineihe velocity
coefficient r(7) Caloul " ati Calculate each cross-correlation
v AN Al GO > coefficient (i) with parallel
coefficients in the search region .
i < NsxNs processing
Yes .
¢ No Calculations performed
; No for all locations?
No Calculations performed v
g2 es
for all locations? Load the values from the GPU 1 _E_at_a recetve | Return the values of all
lYes oaqiineVallesHTOMItc) cross-correlation coefficients
Determine maximum correlation . . :
and estimate velocit Determine the maximum correlation
o/ and estimate the velocity

Fig. 3 Flow chart of the DCC method Fig. 4 Flow chart of the parallelized DCC method
for CPU computing for GPU computing

©ISAROB 2010 108



calculation requires greater processing time than the
single-floating-point calculation, because the number of
double-precision arithmetic units of the GPU is not
sufficient to execute a large number of parallel threads.
Figure 7 shows the fractions of the elapsed time used
for CPU and GPU processing. The CPU processing time
includes the data translation time between the host
memory and the GPU memory. Although there is a
difference related to the search region size,
approximately 95% of the elapsed time was used for
GPU processing. Figure 8 shows the acceleration rates
of the GPU computing over CPU-only computing,
where rates of over 100 times and about 80 times can be
seen for the Phenom CPU and the Core i7 CPU,
respectively.

In the present study, the computing results for PIV
based on the DCC method for all cases were exactly the
same. In the case of the PIV analysis, the computational
error caused by the floating point calculation is not a
significant problem. This indicates that the precision of
the processing on GPU for the PIV is adequate.

1000 1

—#— CPU(Phenom)
== CPU(Corei7)

2]
o
o

Elapsed time[sec]

4000 6000 8000 10000

Search region size

Fig. 5 Elapsed times for Cases 1 and 3

0 2000

12 4
—+— GPU with Phenom

—&— GPU with Corei7

—&— GPU with Corei7 (double)

11

10

Elapsed time[sec]
o

4000 6000 8000 10000

Search region size

Fig. 6 Elapsed times for Cases 2, 4 and 5

0 2000

B GPU Processingtime [ CPU Processing time

9409

4225

Search region size

1089

T T T T T 1

20% 40% 60% 80%
Fractions of elapsed times

0% 100%

Fig. 7 Fractions of the elapsed time used for CPU
and GPU processing for Case 4

©ISAROB 2010

109

The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

120

—&— Phenom 9750
—— Core i7920
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Fig. 8 Relationship between acceleration rate and
search region size for GPGPU and CPU
computing

V. CONCLUSION

A very high acceleration rate was obtained and the
processing ability was improved by the use of a
GPGPU. The performance of GPU computing
depended not only on the GPU but also on the system
architecture. Single-floating-point calculation
precision was found to be sufficient for PIV analysis.
These results indicate that the application of GPGPU
to PIV is highly effective.
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Abstract: In order to evaluate universities from various aspects, this study proposes method by utilizing DEA (Data
Envelopment Analysis). The management of universities is complex and necessary to find out strength and weakness to
be better educational institute. In this sense, DEA contributes for evaluation since it can show efficiency of universities
based on multiple viewpoints. However, when the number of evaluated universities is increased, result of evaluation
among universities is similar. Therefore, it is difficult to understand the specific points each university has. So this
study proposes method for developed evaluation by ramifying DMU to some viewpoints. The utility and effectiveness

of the proposed method are shown by numerical experiments.

Keywords: Data Envelopment Analysis, Linear Programming, Many-sided Evaluation, Decision Making Support.

I. INTRODUCTION

Recently the number of students who take entrance
examination to university is decreasing due to declining
birth rate in Japan. Moreover, public universities were

reformed to be independent administrative organizations.

Therefore, every university needs to consider the
evaluation from the side of society in order to be
attractive educational institute. In this sense, each
university should evaluate themselves to understand the
characteristics such as strength or weakness. Then better
management policy can be prepared based on the
valuable analysis. However, evaluation for universities
is not often carried out. Even if there are evaluations,
most of cases do not have the aspects from other
universities [1]. That is why this study analyzes each
university based on the characteristics by utilizing DEA
(Data Envelopment Analysis).

DEA is a method for analyzing management
efficiency of DMU (Decision Making Unit). The
applicable field of DEA is now expanding such as
policy evaluation, data mining, or so. The characteristics
of DEA are as follows: (1) evaluate efficiency by
multiple input and output data of DMU. (2) evaluate
advantage aspects as much as possible by assigning
variable weight to each elements of input and output.
However, a lot of DMUSs are evaluated as efficient if the
number of input and output is large excessively
compared with the number of evaluated DMUs. Thus
analyst can not get informative knowledge from
evaluation.

So this study proposes DEA method for many-sided
evaluation to solve the above problem. Then the power
of the proposed method is examined by applying data of
Japanese universities.

I1. DATA ENVELOPMENT ANALYSIS
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1. Outline of DEA

DEA was proposed by A. Charnes et al. in 1978 as a
method for management analysis. The applicable field
of DEA is wide such as data mining or prospect of
bankruptcy [2].

DEA regards each DMU as production function that
produces output by input. Then the efficiency of DMU
is calculated compared with other DMUs relatively.
There are two characteristics DEA has; (1) weights are
assigned to each input and output data and virtual input
and output are generated. These weights are not fix but
variable so that each DMU can employ suitable weight
to be evaluated better. (2) common index for evaluation
is shown as efficiency value. The efficient DMU gets
efficiency value as one. On the other hand, inefficient
DMU gets efficiency value less than one.

Assuming that there are n DMUs and each DMU is
characterized by m input and s output. Then the
DMU K has input expressed as xik,....xmk and output

expressed as yik...ysk . Here the efficiency value is
shown by calculating following linear programming [2].

s
max ZUryrk

r=1
m
s.t. ZViXik =1
i=1

m S
—zvixij +ZUryrj <0 (=l,...,n)
f) =1

vi20 (i=l,...,m)
ur>0 (r=l1,...,s)

(1

Above formula signifies that weights are assigned to
input of DMU K to make it as one. Then DEA controls
the efficiency value of other DMUs does not exceed
over one based on the weights for DMU_K. Objective
function has the role for maximizing output of
remarkable DMU. Moreover, it is possible to analyze



strong points of each DMU by weights. That is because
input and output are considered in evaluation when the
weights have value.

2. Mathematical problem

The problem is generated when the number of input
and output elements are large compared with the
number of DMUs. In DEA, the number of evaluation
criteria is creased if the number of input & output
elements is increased. Therefore, more DMUSs are
evaluated as the state of efficient than usual. Moreover,
at least one advantage of input or output elements
makes that DMU efficient. That is why the elements
which do not have advantages are not emphasized so
that more zero weights are assigned to more input and
output. Thus excessive number of input and output lead
the following two problems: (1) evaluation does not
make sense because of many efficient DMUs. (2) many-
sided evaluation can not be achieved due to many zero
weights. To deal with these problems, there is a
restriction for selecting input and output. Assuming that
m input elements, s output elements and » DMUs, n
should be satisfied with restriction of n> max{mxs,
3 x (mts)}. However, there are many cases that many-
sided evaluation is carried out based on many input and
output like evaluation for universities.

III. PROPOSED METHOD

This paper proposes the framework for many-sided
evaluation without regard to the number of input, output
and DMUs. This framework makes layered structure
based on evaluation perspective and assigns input and
output elements to each node that is perspective. Then
input and output of upper layer include those of lower
layer. It is possible to evaluate based on each

perspective by calculating efficiency value of each node.

This chapter explains the proposition for making
layered structure. Then the procedure of making layered
structure is shown. Finally the example concerning
comparison between DMUSs is shown.

1. Hierarchization of DMU

There are n evaluated DMUs. And they have m
input elements and s output elements. Here input
elements are X=(Xi,..,Xm) and expressed as
Xi=(Xil,...,.xin) . S0 Xi indicates i input group of all
DMUs. Equally, Y=(Y1,..,Ys) , Yr=(yrl,..,ym) are
defined. The efficiency value of DMU K shown as 6k
is calculated by (1) formula. Moreover, efficiency value
is calculated based on possible production set S formed
by input and output.

Next it is necessary to consider the case that specific
input and output are utilized for analysis. New input and
output groups are selected and they are denoted
as X'={X'eX,X'z¢} , Y'={Y'eY,Y'=}} Then the
efficiency value of DMU K shown as 6'x based on
this data set (X',Y') is calculated by (1) formula. It
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means this efficiency value is calculated based on
possible production set S°. Thus S'eS is satisfied and
two different efficiency values 0k , 0’k are followed
inequality 6k >0'x . The efficiency value of selected
data is less than that of original data.

2. Relationship between nodes

The proposed method hierarchizes by resolving the
evaluation perspective and assigns input and output
elements to each node. In this time, input and output of
upper layer have to include those of lower layer. Then
analysis is carried out in each node. Thanks to the
proposition in previous section, the efficiency value of
lower layer never exceeds that of upper layer. Therefore,
it is possible to treat the efficiency value of each node
evenly since efficiency signifies the state of each DMU
by unified way. Thus inefficient DMU as a whole never
be the state of efficient in some node. And the reason for
decline about efficiency is revealed. For example, which
parts of node affect to the efficiency badly or how
degree the specific DMU influences the efficiency. It is
possible to analyze these kinds of knowledge from all
perspective analyst prepares.

Moreover, comparison of the efficiency value
among different nodes reveals the reason for the
efficiency. For example, DMU in certain layer has
efficiency value as one, and DMU in lower has also the
same one. In this case, the node in lower layer strongly
supports to upper node and its efficiency. On the
contrary, if DMU in lower layer has efficiency value as
0.1, this node is factor to restrain the efficiency of upper
node. Then new weight is developed to compare with
linked nodes. Assuming that the DMU_K'’s efficiency

value of B nodein o layer is expressed as 0%-F and the
efficiency value of ynode ino+1layer is expressed as
0%"'-P . The new weight is calculated as follow:
oo+l _ e§+17B
Y - N
0"

The new weight is ration between layers and range

(@)

is 0<w®**' < 1. This weight signifies the importance of
lower layer for supporting the efficiency of upper layer.
In this sense, lower node is necessary factor for upper
node to have higher efficiency if weight between them
is one. On the contrary, lower node is weak perspective
for upper one if the weight between them is few.

IV. NUMERICAL EXPERIMENTS

1. Data set and evaluation criteria

The experiments are carried out by using date of
Japanese thirty-one universities. Then the proposed
method constructs three layers and eight nodes. The
practical figure of layered structure is shown in Fig.1.

As you can see in Fig.1., analyst is able to observe
the evaluation from multiple aspects. Firstly, the
efficiency is calculated based on each node. Next we
would like to examine the evaluation of universities by
gathering those kinds of experimental results.



Fig.1. Layered structure

The experimental data consist of multiple elements

and are divided to input data and output data as follows:
Input: 1. Number of faculty, 2. number of worker, 3.
education and research expense, 4. Grant-in aid for
management, 5. General and administrative expenses, 6.
Profit of donation.
Output: 1. Maximum deviation, 2. Number of paper, 3.
Number of graduate student, 4. Number of
undergraduate student, 5. Number of books, 6. Grant-in-
aid for scientific research, 7. Contract research funds, 8.
Profit of business.

The general evaluation for universities is shown as
node 1 in upper layer. It means that the efficiency value
is the same as traditional DEA method and higher
efficiency value is regarded as more efficient state. On
the other hand, five nodes in lower layer are ramified
functionally from general evaluation. Therefore, point
of view concerning these five nodes is mentioned with
showing input and output in each node. Here elements
in each node are denoted by number shown in above
paragraph.
<node 1> University

Input: 1~6 Output: 1~8
<node 2> Management

Input: 2,4,5,6 Output: 1,3,4,8
<node_ 3> Research and Education

Input: 1,3 Output: 2,3,4,6,7
<node_ 4> Finance Input:4,5,6 Output: 8

The efficiency value in this node signifies how
much university can get profit with possible funds that
are input. To assume two types of high efficient DMUs
is reasonable. (i) DMU which has larger profit than that
of other DMUs. (ii) DMU which has smaller possible
investment to the profit.
<node 5> Achievement Input: 2,4,5,6 Output: 1

The efficiency value in this node signifies how high
university has deviation with possible funds and human
resources. Thanks to this value, it is possible to examine
how much DMUs invest funds to certain deviation.
DMU which is higher efficiency operates by fewer
funds. On the other hand, DMU which is lower
efficiency invest funds excessively for their
management.
<node_6> Attractiveness Input: 2,4, 5,6 Output: 3,4

The efficiency value in this node signifies how
many university gather students with possible funds and
human resources. DMU which is higher efficiency has
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high attractiveness. On the other hand, DMU which is
lower efficiency has less attractiveness and need to
improve the situation. For example, they can increase
the number of students.
<node_7> Research

Input: 1,3 Output: 3, 4

The efficiency value in this node signifies how
many university get external funds or accomplishments
of research. DMU which is higher efficiency does
research admitted by outside.
<node_8> Education

Input: 1,3 Output: 2, 6,7

The efficiency value in this node signifies how
much university invests funds and human resources to
education for students. DMU which is higher efficiency
operates by fewer resources. On the other hand, DMU
which is lower efficiency operates by much funds and
resources. Higher efficiency value is suitable for the
side of university and lower efficiency value is
favorable for the side of student.

2. Result

The experimental results are shown in Table 1. For
instance, DMU_No. 2 has efficiency value as one based
on “University” (node 1) and has it as 0.234 based on
“Achievement” (node_5).

3. Discussion
(1) Comparison of the traditional and proposed method

The traditional method shows the efficiency value
based on only “University” (node 1). In contract, the
proposed method ramifies nodes so that there are eight
nodes, namely eight efficiency value for one DMU.

Firstly, “University” (node 1) is remarkable. There
are twenty-one DMUs which have efficiency value as
one shown in Table. 1. Therefore, it is difficult to decide
superiority or inferiority. This is one of the problems of
DEA, or more specifically, relationship between the
number of DMUs and that of input and output. Some of
the same efficiency values exist when the number of
input and output is large compared with that of DMUs.

The new seven nodes that the proposed method
produces are notable. There are no DMUs which have
efficiency value as one in all nodes. (the proposed
method has characteristic as follow: the efficiency value
of certain node never exceed that of upper node. Thus it
is possible to restrain the number of DMU which has
same efficiency value in all nodes in case of other data
set.)

This result means that the proposed method can find
some difference compared with the traditional method
which is difficult to show superiority or inferiority
regarding each DMU.

For example, the efficiency values of DMU No.1
and DMU No. 2 are one based on “University”
(node 1) that is traditional way so that there is no
difference. However, DMU No. 1 is superior based on
“Management” (node 2) and DMU No. 2 is superior
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based on “Research and Education” (node 3). This is Table 1-(b). Efficiency value based on each node
the difference of characteristic. DMU University |Research & Eduzle::?:n Research Education
(i1) Analysis of strength or weakness for each university (node._1) (node_3) (node_7) (node_8)
Visualization concerning DMU_No. 28 is shown in N ! 0892 0833 a8
Fig.1. in order to emphasize effectiveness of the No. 3 1 1 1 i
proposed method. The name of node and efficiency N : ' : o
value is shown on each node. The value shown in the No. 6 1 1 0.967 1
link between nodes is weight. If this weight is less than HZ; 0'9158 0'9125 0'8173 0'818 4
one, lower node represents weakness compared with r’;‘; 190 0_9‘70 g:ggg g:égg g:ggg
upper node. For example, the efficiency value based on No. 11 1 0.892 0.684 0883
“University” (node 1) is one. Then weight of N1 ! : 2214 o5
“University”’-“Management” is one and that of No. 14 1 1 0.904 1
e s No.15 | 0802 0.787 0.643 0.744
University”-“Research and Education” is 0.648. No. 16 1 0.967 03899 0917
Therefore, this DMU has room for improvement in the T I 082 pdd 0766
field of “Research and Education”. No. 19 0876 0.779 0.504 0.733
Then analysis about DMU_No. 28 is done by No 20 oe P o Pt
utilizing these weights. This DMU has high efficiency sz gg 0-9166 0-8]38 g-gg; 0-6]74
in the area of “Management” (left section in Fig.1.). No. 24 1 1 0550 1
Especially, “Achievement” gets higher value though the el A a5 oar 0850
average in that node is . From these result, this DMU No. 27 0982 0.866 0591 0836
has strength regarding “Management”, especially o 28 : P oane ppees
“Achievement” or “Attractiveness”. No. 30 1 0.924 0.865 0.759
Then the efficiency value based on “Research and Ho- 3] : 202 — Q180
Education” (right section in Fig.1.) is less efficiency.
Especially, “Research and Education” is lowest 0.802~1
efficiency as 0.649. the weight of “Research and + Range oo
Education”-“Research” is also lowest value as and this erage node 1 —
is just bottleneck. +0.548~1

+0.831
+0.022

As a result, the proposed method is able to analyze
which section is strength or weakness for each DMU by
examining weights and efficiency values.

Table 1-(a). Efficiency value based on each node

Node

DMU University | Management| Finance Achievement | Attractiveness Finance

(node_1) (node_2) (node_4) (node_5) (node_6) 0.946
No. 1 1 T 0.494 0.234 1
No. 2 1 0.959 0.334 0.124 0.959 «0.076~1 «0.124~1 «0.485~1 * 0.446~1 «0.632~1
No. 3 1 0.950 0413 0.183 0.950 «0.579 «0.532 «0.809 «0.765 «0.884
No. 4 1 0919 0.670 0.396 0917 «0.056 «0.067 «0.031 «0.037 «0.012
No.5 ! 0.900 0.393 0.230 0.900 Fig.2. Visualization of DMU_No. 28
No. 6 1 0.787 0313 0.191 0787 -
No.7 | 0958 0.776 0.316 0.159 0.776
No. 8 1 1 0.715 0.500 1
No. 9 1 0.940 0.467 0.314 0.940 V. CONCLUSION
No.10 | 0970 0.927 0.655 0.449 0927 - )
No. 11 1 1 0473 0.275 1 Though the traditional method sometimes can not
No. 12 1 0.776 0.651 0.519 0776 find th .. nferiority. th q hod
No 13 1 0.959 0674 0.240 0959 ind the superiority or inferiority, the proposed metho
No. 14 1 0.771 0591 0.521 0.771 solves such problem. It ramifies the DMU to multiple
No.15 | 0.802 0.672 0.603 0.607 0.671 L . .
No. 16 1 0710 0631 0.557 0710 nodes that is viewpoint and shows the efficiency based
No. 17 ! ! 0.977 0.953 ! on each node. Therefore, characteristics (strength or
No. 18 | 0.884 0.748 0.091 0.551 0.741 .
No. 19 | 0876 0.658 0.617 0.658 0612 weakness) of each DMU can be revealed by efficiency
sg g? ggig gggg gggg 8-282 ggég value and weights between nodes. The proposed method
No.22 | 0.966 0.666 0576 0.651 0562 works well for evaluation of universities and
“g gi } } } } } effectiveness is confirmed through the numerical
No. 25 1 1 0.964 0813 [ experiments.
No.26 | 0.989 0.548 0.076 0.548 0.485
No.27 | 0982 0.805 0.666 0.805 0.662
No. 28 1 1 0.946 1 1 REFERENCES
No. 29 1 0.721 0.438 0.496 0.721 o o ) )
No. 30 1 0.577 0.454 0577 0512 [1] Shimizu T (2008), Universities ranking 2009. The Asahi
No. 31 1 0.679 0.489 0.679 0515 Shimbun Company.

[2] Charnes, A., Cooper, W. W. and Rhodes, E. L. (1999),
Measuring the Efficiency of Decision Making Units.
European Journal of Operational Research, Vol. 2, pp.
429--444.
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Abstract: DEA (Data Envelopment Analysis) is a method for evaluating management efficiency of DMU (Decision
Making Unit). This paper proposes DEA model for supply chain management. Traditional study focuses on selection of
partners and construction of supply chain. Therefore, this study would like to consider how to optimize supply chain
itself for maximizing benefit by DEA. In addition, the significant matter is that supply chains sometimes have the
unbalanced business processes. It means some particular DMUs on supply chain have superiority and keep the
efficiency excessively. That is why the rest DMUs on supply chain need to operate in unfavorable condition. As a result,
their operations affect to whole efficiency on supply chain badly. Thus, the proposed method introduces adjustment
variable to calculate optimum operation as a supply chain. The utility and effectiveness of the proposed method are

shown by numerical experiments.

Keywords: Data Envelopment Analysis, Linear Programming, Supply Chain Management, Decision Making Support.

I. INTRODUCTION

DEA (Data Envelopment Analysis) is a method for
analyzing management efficiency of DMU (Decision
Making Unit). This method assumes production activity
of DMU as transformation process by focusing on the
input and output data. Then the efficiency of the
transformation is evaluated by efficiency value shown
as 6 . DEA introduces benchmarking method for
measuring efficiency value. And the efficiency value of
each DMU is calculated by relative comparison to
DMU set which is under competition. DEA enables
analysts to know the strength (or weakness) among the
DMUs in same field or industry. In recent study, the
model for supply chain is developing in order to extend
applicability of DEA since consideration for
collaboration among DMUs in different field or industry
is needed [1]. This traditional study utilizes the aspect of
evaluation method comes from DEA and proposes the
way for choosing beneficial partners to construct supply
chain effectively. Therefore, this paper complements the
previous study through discussion how to optimize the
supply chain after choosing the partners.

So this study proposes the method for optimizing
the production activity on supply chain by adjusting
input and output data. Then it is possible to regard the
collaboration among multiple DMUs as continuous
activity under the DEA analysis. Here it is defined that
optimization is improvement of efficiency value on
supply chain (collaborated DMUS).

II. PROBLEM SETTING

1. Supply chain
This study assumes that five different production
activities (A~E) form one business and the network is
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constructed shown in Fig.1. Production activities of A
and B in upper chain operate procurement of raw
materials and its processing. Then processed goods are
manufactured into the products in activity of C. Finally
activities of D and E distribute the products to
consumers. The study hereafter is expanded based on
this business flow.

Production Production
activity of A activity of D
8 DMUs % i 8 DMUs

Production
activity of C
: 8 DMUs %
Production Production
activity of B activity of E
8 DMUs 8 DMUs

Fig.1. Supply Chain

There are multiple DMUs on each production
activity and they are competitive. In case of
manufacturing regarding automobile, products are
manufactured from iron and electrical parts. Then
consumers get the products through dealers or trade
company.

2. Argument for applicability of DEA

Definition for input and output elements on each
production activity are shown in Fig.2. Production
activity of A has two inputs and one output, that of B
has one input and two outputs, that of C has two inputs
and one output, that of D has two inputs and one output,
and that of E has one input and two outputs. The eight
supply chains that have the same elements are prepared
in order to carry out relative comparison.
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Fig.2. Elements of input and output

The definitions and conditions in this study are
summarized as follows.
Condition 1:

There are seven competitors in each production
activity (A~E) and their performances are evaluated
individually based on their own production activity.
Therefore, evaluation concerning one supply chain is
judged by summation of five different efficiency values.
Condition 2:

The four arrows connecting between production
activities shown in Fig. 2 signify the possible
adjustment parts. So that analyst can adjust the amount
of input and output. For instance, output y,* on
production activity of A and input x,“ on production
activity of B are possible to be adjusted. And they have
relationship that input x,© is decreased if output y,* is
restricted.

ITI. DEA AS AN EVALUATION METHOD

Though DEA has various models, this study
employs RAM model [2]. This model is able to deal
with surplus of input and lack of output together and
show the improvement for ideal management states.
Thus RAM model is suitable for our study since it can
consider adjustment between DMUs on supply chains.
RAM model is defined by following formula (1).

1 & dxi S dyr
max 1_m+S{;in+;Ryr}

s.t. ZXij?»j +dxi =xik (1=1,2,--,

=

Zyrj}\d _dyr =Yyrk (r:l’z,. . ',S)
j=l

Zn:kj =1
=1

Ai=0 (j=1,2,---n), dxi>0 (i=1,2,---,m)
dyr>0 (r=12,--,8)

m)

)

There are n evaluated DMUs. And they have m
input elements and s output elements. Then
maximization to objective function (surplus of input and
lack of output) is carried out. That is to say, objective
function indicates how far remarkable DMU is
performing compared with efficient state. Moreover,
scales of the data are controlled by Rx and Ry that are
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maximum value of input and output.

DMU is the state of efficient if all slacks are zero in
RAM model. On the other hand, DMU is the states of
inefficient if one or more slacks have value.

IV. DEA MODEL FOR ADJUSTING INPUT
AND OUTPUT

1. Proposed model
This study defines the characters as follows in order
to extend the RAM model to the proposed model.
+ The number of supply chain: p
+ The number of production activity: q
Then more detail definitions are set for production
activity of h on k supply chain.
* The number of input element: my,
* The number of output element: s,
+ The variable signifies the degree of reference to each

. h /-
DMU: A (j=12.....p)
+ The input and output data of DMU,: (x},x%)

* The variable signifies the slack of input element i:
dyn
ik

* The variable signifies the slack of output element r:
dy?k
+ The adjustment variable of input element i: I, ,1°,
Xk Xk
* The adjustment variable of output element r:
Oy?k ’Oy?k
The proposed method calculates efficiency of k
supply chain by applying following formula (2).

L [$ 4
ile?k

sh d.n
SO

X = Rn
r=1 VY

- h

-1, =x.

h k

1k Xik !

s.t. Zxﬁk‘ﬁd +17,
(1—1 2,....,mn;h=12,..q)

Zyn)\‘h d +O+ O;hk :yl:k

rk
(r—1,2,...,5h;h=1,2,...,q)
> h
ij=1

(h=1,2,...,q) 2)

At >0 (j=1,2,...p;h=1,2,....q)
dx}:( >0 (i=1,2,...,mn;h=1,2,....,q)
dy}:k >0 (r=1,2,...,sn; h=1,2,....q)
I*l;(, 1;1. >0 (i=1,2,..,mn;h=1,2,...,q)
O;?k’o;?k >0 (r=1,2,...sn; h=1,2,...,9)

The objective function in formula (2) indicates total
efficiency of @ DMUs form k supply chain.
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2. Explanation of the proposed method Table 1-(a). Experimental data (supply chain 1~4)
The proposed method analyzes improvement of Production | Input and Supply chain
efficiency as whole production activity by introducing activity Output 1 2 3 4
adjustment variables between activities. However, this X, 144 229 102 261
method can not obtain optimum solution without A X" 50 100 98 177
restriction concerning adjustment variables. v 205 250 184 203
Then the proposed method assumes that adjustment x12 52 59 63 61
variables O;:]k _O;?k ,I;S(H —I;R( are equal if output y, B le ;:g ;32 ;(z)g ?z
(production activity of h) is equal to input x}" X‘E(:W:) 209 250 184 203
x,C Gy 110 186 124 93
(production activity of h+1). Thus input of following ¢ V.o 76 9% 24 111
production activity increases when previous output is v,° 144 30 83 61
increased. Therefore, it is possible to consider optimum X 148 126 101 36
input and output. D %" =y, %) 76 96 44 111
Moreover, the calculated adjustment variables can v’ 195 92 199 207
show direction for higher efficiency. For instance, the X1E(=Eyzc> 144 80 83 61
input about production activity of h should be decreased E Y1 18 204 '8 195
in case of 1", >0. On the other hand, the input should % 178 129 133 182
Xik
be increased in case of I;hk <0 to optimize the Table 1-(b). Experimental data (supply chain 5~8)
efficiency of supply chain. Production | Input and Supply chain
activity Output 5 6 7 8
X 77 203 244 56
V. NUMERICAL EXPERIMENTS A X 131 106 58 164
v 132 88 126 242
B
1. Experimental conditi'ons anq data . B :B 1(7)3 17414 Z? ;f
There are two experiments in order to examine the VP 504 190 7 566
utility of the proposed method which introduces ) 132 38 126 242
adjustment variables for input and output. The first o % (Sy,2) 177 144 41 61
experiment is the case of introduction of adjustment ;o 156 185 62 50
variables and the second one is case of non-introduction v 173 218 88 107
of those variables. The experimental conditions are as X 94 13 105 101
follows to apply the proposed (2) formula to the supply D X, (:DV10> 156 185 62 %0
chain model shown in the second chapter. - 186 33 200 153
<Common condition in both experiments> = (ZEV 2.) 173 218 & 191
o o e T _ E vy 37 57 282 224
p=8, =5, m=2, s;=1, my=1, $,=2, m3=2, s;=2, my=2, U P e o5 %
S4:1, m5=1, 55:2
<Condition in experiment 1> Characteristics of experimental data are summarized.
I'. -I. =0*, -0~ , I'.-1.=0% -0, , First of all, the structure of experimental data are
Moo e Ve Vi ko Tk Yk Yk revealed by looking at the result of non- adjustment
I, -1, =0". -0~ , I'y-I,=0" -0 , (experiment 2). According to the Table 2., first, third,

c ¢ c
Xok - Xk Yik Yik Xk Xk Yok Yok

fifth, and eighth supply chains have efficiency value as
one in production activity of A. And other supply chains
are the state of inefficient (efficiency value is less than
All adjustment variables ( I:r:( ,I;}( ’O+hk ao;hk ) are one). Especially, sixth supply chain has less efficiency
o ’ ' that is 0.66. This supply chain has large input and less
output compared with third supply chain. This is clearly
proven by their input and output data that are x,"=203,
x,"=106, y,"=88 (sixth supply chain) and x,"=102,
X,"=98, y,"=184 (third supply chain). The results reflect
productivity regarding each production activity well.
Next supply chains themselves are remarkable. In
the first supply chain, production activities of A and B
have efficiency value as one and the other production
activities have efficiency value less than one. Therefore,
upper activities (procurement or its processing) are the
state of efficient and lower activities (manufacturing or
distribution) are that of inefficient in this supply chain.

Other adjustment variables are equal to zero.
<Condition in experiment 2>

equal to zero.
Experimental data are shown in Table 1.
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On the other hand, fourth supply chain is the opposite
situation. Moreover, there is no case that all production
activities (A~E) are the state of efficient in the prepared
supply chains. That is why experimental data generate

supply chains that have unbalanced production activities.

2. Experimental Result
The results regarding the efficiency value are as
shown in Table 2.

Table 2-(a). Efficiency value (supply chain 1~3)
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chain since all five efficiency values are increased.
However, some total efficiency value are decreased like
eighth supply chain. The reason is that objective
function of the proposed method might not be proper for
the prepared supply chain network. Moreover,
production activity of C plays an important role for
optimization since it has four adjustment variables.
Then total efficiency value of supply chains which have
efficiency value as one with non-adjustment is increased
by the proposed method. It means production activity of
C has a function for receiving the burden from other
activities when it is the state of efficient.

Productior 7 Squlé chain 3
2oty rstment]  — | Adustment]  —  [Adustment]  — Table 3. Slacks and adjustment variables on
A 1 T 1 0.80 1 [ : :
8 : : : ; 098 087 . sixth supply chain .
c 0.90 0.77 0.83 050 0.85 0.63 Production Input and Slack Adjustment
D 0.53 0.67 0.48 0.65 0.71 1 activity Output adjustment — variable
E 0.57 0.57 0.69 0.90 0.53 0.74 X13A 0.23 0.23 _
Total 400 401 400 3385 407 424
ota A X3 0.32 0.32 —
A
. . y 0 0.47 -0.47
Table 2-(b). Efficiency value (supply chain 4~6) Efroreney valus = 55 556
Prodygtio: 7 Squlé chain 3 X1SB 0.11 0.1 -
activity Adjustment] —  |Adjustment] —  |Adjustment] — B Vi3 0 0.23 023
A 0.61 0.61 1 [ 0382 0.66 Yoz 0.07 0.07 —
B 075 058 0.86 1 094 0.86 —
c 083 078 0.94 082 083 ] Efficiency value - 0.94 0.86
D 0.87 1 0.70 0.75 1 1 X13 0.47 0.00 -0.47
C
ToEtal g;g 3.197 g:ig 4.157 2:?573 04.518 C x2s 023 0 0.23
Vi3 0 0.00 0.00
. . Vi 0 0.00 0.00
Table 2-(c). Efficiency value (supply chain 7, 8) Efficiency value 083 7
H D
Production = Supply chain T 5 X13D 0.00 0 —
activity Adjustment] — Adjustment — %23 0.00 0 0.00
A 0.86 0.75 1 1 Via 0.00 0 —
B 1 1 1 1 Efficiency value 1 1
c 0.92 1 0.88 0.82 T
D 0.95 0.95 0.83 0.91 s 072 072 0.0
E 1 1 0.83 0.84 E Vis 0.49 0.49 —
Total 473 47 454 457 Vog 0.04 0.04 —
Efficiency value 0.58 0.58
3. Discussion
The power of adjustment variable is considered by VI. CONCLUSION

the result in Table 2. Though production activities of A
and B are the state of inefficient (A: 0.66, B: 0.86) with
non-adjustment in sixth supply chain, the efficiency
values are improved (A: 0.82, B: 0.94) with adjustment.
However, efficiency value in production activity of C is
decreased from 1.0 to 0.83. As a result, whole efficiency
shown as total efficiency value is increased 4.1 to 4.17.
It is revealed that introduction of adjustment variables
works effectively. The result of slacks and adjustment
variables is shown in Table 3. to explain the effect of the
proposed method.

The values of slacks in Table 3. indicate surplus of
input and lack of output and larger values mean less
efficiency. Then output y,;® in production activity of A
and input x;;° in production activity of C are
remarkable. That is because the lack regarding y»;" is
decreased from 0.47 to 0 with adjustment. On the other
hand, surplus regarding x,;° is increased from 0 to 0.47.
This is the situation that production activity of C
receives the inefficient burden from that of A.

The adjustment variables work well in sixth supply
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This study has proposed DEA model which
introduces adjustment variables in order to improve
whole efficiency on supply chain. According to the
numerical experiments, adjustment variables contribute
for supply chain management since some of the supply
chains get better efficiency. Moreover, the key DMU
which softens and receives unbalanced operation is
revealed. This benefit indicates the practical possibility
of DEA for applying supply chain management more.
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Abstract

An implementation of Self-Reproducing Loops (SRL) on
Brownian Cellular Automata (BCA) is proposed in this pa-
per. BCA are asynchronous cellular automata in which cer-
tain local configurations propagate randomly in the cellular
space, resembling Brownian motion. In the proposed SRL,
the signals in the loops and the loop heads can move back-
ward and forward because of the Brownian nature of BCA,
thus making it possible to avoid collisions of loop heads.

1. Introduction

A Self-Reproducing Loop (SRL) is a simple structure that
is capable of reproducing itself on a Cellular Automaton
(CA). Originated by Langton [1], these loops have been ex-
tensively studied (e.g. see [2]). They commonly contain
structural information that is used in two ways: interpreted,
as instructions to be executed to construct their offspring,
and uninterpreted, as data to be copied to the offspring.
This resembles the situation in natural systems, such as
DNA molecules, which contain genetic information of nat-
ural organisms.

SRLs are usually implemented on synchronous cellular
automata, that is, all the cells in the cellular space are up-
dated at the same time by a central clock. Synchronous
updating enables us to construct SRLs and to analyze their
dynamic behavior easily, but, nature is asynchronous: this
type of updating scheme has hardly been observed in natu-
ral systems. So, if an SRL is treated as an organism in an
artificial living system, the behavior of the SRL or of each
cell in the cellular space could be driven in an asynchronous
manner.

Various models of SRLs working on asynchronous cel-
lular automata have been proposed. Nehaniv showed an
implementation of Langton’s loop on Asynchronous Cellu-
lar Automata (ACA) [3]. This CA is updated by a so-called
marching-soldier scheme, in which each cell is locally syn-
chronized among its neighboring cells by exchanging in-
formation about which cell precedes which in time, but this
is not efficient, both in reproduction speed as in the num-
ber of states required in cells. Lee et al. constructed a
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self-reproducing loop on ACA [4] where the reproduction
process is conducted sequentially, i.e., one parent loop can
produce only one daughter loop. This SRL cannot treat sit-
uations in which the construction head of the loop collides
with other loop structures. Takada et al. proposed an SRL
on Self-Timed Cellular Automata (a type of ACA) in which
the SRL is capable of collision detection [5]; however, a
significant number of transition rules is required to realize
this capability.

In this paper, we propose a scheme to implement an
SRL based on Brownian Cellular Automata (BCA). BCA
are ACA in which certain local configurations, like signals,
propagate randomly in the cellular space, resembling Brow-
nian motion [6]. By exploiting the randomness inherent in
BCA in an active way in computation, this model has been
proven to be computational universal, i.e., any Turing ma-
chine can be simulated on it.

The challenge in this research is that it requires the con-
struction of a self-reproducing mechanism that works flaw-
less even in the presence of asynchronous and random pro-
cesses, which are hardly found in conventional CA-based
SRLs but do have a distinct place in many biological organ-
isms. The proposed SRL includes a self-inspection mech-
anism: before producing a daughter loop, the mechanism
inspects the shape of the mother loop to base the construc-
tion on. Therefore, it is capable of self-reproducing a great
variety of loop shapes in the cellular space. Though—due
to the asynchronous timing—collisions of loop heads may
occur when daughter loops are created in the same region,
loop heads can move backward and forward because of the
Brownian nature of BCA, thus preventing deadlocks these
collisions would otherwise give rise to.

2. Brownian Cellular Automaton

A BCA [6] is a two-dimensional asynchronous CA of iden-
tical cells, each of which can assume one of a finite number
of states at a time. Cells undergo transitions in accordance
with transition rules that operate on each cell and its direct
four neighbors, shown in Fig. 1. The rules are of a type
called Von Neumann neighborhood aggregate rules. In a



-

Fig. 1 Transition on BCA

BCA, transitions of the cells occur at random times, in-
dependent of each other. Furthermore, it is assumed that
neighboring cells of the cells being in transition never un-
dergo transitions at the same time to prevent a situation in
which such cells simultaneously write different states into
the same location.

We assume that the transition rules are rotational sym-
metric, i.e., one transition rule has four rotated analogues.
Consequently, when we represent the transition in Fig. 1 as

(Pes Py Pes Psyr Pw) — (des @ns Ges G, Gu), (D

the following three rules also exist:
(qca de;4s; qu, qn)

(des Gs» Qus Gn» Ge)
(qca qw7 qna qea qS)

(pcapevpsvp’van)
(pcapsapwapn7p€)
(pcapwapn7p€7p3)

—
—
—

3. Self-Reproducing Loop based on a Brow-
nian Cellular Automaton

An SRL implemented on BCA in this paper is subject to the
following conditions: (1) The loop lacks a protective layer
(i.e. unsheathed) and contains only one signal, which is dif-
ferent from Langton’s loop, and (2) The loop shape is lin-
ear, so it should be a loop and not contain T-junctions in its
simplest form, and one T-junction will only occur in a loop
at the base of where construction starts. Apart from these
conditions, an SRL may have an arbitrary shape. A state
of a cell can be in one of the 12 states shown in Fig. 2 and
the functions of the states are listed in Fig. 3. The transition
rules used are not shown in this paper due to the limitation
of page space'.

The basic element of the loop is a path, which is used for
transmitting signals. The path lacks a protective layer (i.e.
it is unsheathed). An arm head attached to the tip of a path
operates upon receiving a signal and may create a new path.
Figure 4 shows a path and an arm head.

The SRLs in this paper are of a type called shape-
encoding or self-inspection [4, 5, 7], which differs from the
original (Langton’s) loop where the SRL already contains
its construction signals. The SRL contains only one signal
and the reproduction procedure is initiated by this signal,

Isee http://www.eng.u-hyogo.ac jp/eecs/eecs 12/arob10/srlonbca/
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Fig. 2 The symbols used to represent the states of a cell

State  Symbol  Function

Path.

]

Advance the head straight ahead.
Advance the head leftwards.
Advance the head rightwards.

4 Trace and encode the shape.
Arm head.

Collision detection.

Separate a child loop from a parent loop.

Rl R = i VI S ]
' '
~

Find next corner and create an arm.

()

Padding put on the joint of the arm.

W
+ B O b ¢ ¢ O <« » 0
[m}

o

Finalize construction.

Fig. 3 States listed with their functions

BEEIL3
3L

BEEP
E3E3E3E8

() (b)

Fig. 4 (a) path and (b) arm head

followed by several other phases. First the structure of the
mother loop is scanned, after which construction signals are
created based on the scanned information, and this is fol-
lowed by the construction of a daughter’s loop structure.
Finally, the umbilical cord between the loops of a mother
and her daughter is cut.

The reproduction process is initiated by the signal ini-
tially in the loop. This signal can travel bidirectionally in
the loop and when it arrives at what would be a left cor-
ner of the loop if the signal would travel counterclockwise,
this creates an arm head at the front of the arm. This sig-
nal also creates a scanning signal at its left for scanning the
structure of the loop and a terminator at its back, which is
used for its eventual destruction. The process is shown in
Fig. 5, whereby the numbers above/below arrows between
the consecutive configurations show the transition rule that
is applied.

Most of the self-reproducing process in this SRL is bi-
directional, i.e., each process can be traced backward by
applying an appropriate transition rule. The only exception
concerns the cutting of the umbilical cord.

A scanning signal is bi-directional, i.e., it travels both
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Fig. 5 The start of the self-reproduction process
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Fig. 6 Process for encoding the structure of the loop

clockwise and counterclockwise in a loop. When this sig-
nal moves counterclockwise in one cell, it produces one
of three kinds of signals (states 2, 3, and 4) correspond-
ing to the structure of the loop at the location of the scan-
ning signal (see Fig. 6). These signals are constructing sig-
nals, which also travel in the loop without surpassing other
signals and which are used for operating the arm head. A
scanning signal can move clockwise in a loop, but this will
only be allowed to occur when the scanning signal is at the
directly neighboring cell of a construction signal, causing
this construction signal to vanish. Moving the scanning
signal in one cell clockwise and counterclockwise causes a
construction signal being consumed and produced, respec-
tively, so construction signals for a new loop will always
correctly reflect the information describing the loop struc-
ture.

A construction signal in the state 2, 3, or 4, respectively,
creates a new path that is an extension forward, to the left,
or to the right of the arm head. Figure 7 shows the process
of extending a path by construction signals processed at the
arm head.

While the construction signals produced in the mother
loop are processed at the arm head, a daughter loop is
constructed next of the mother loop, whereby the daugh-
ter’s shape is the mirror image of the mother’s shape rel-
ative to the umbilical cord. The final stage of the self-
reproduction process consists of cutting the umbilical cord.
Figure 8 shows the cutting process. These transitions are
irreversible.

Figure 9 shows an example of a cellular space that con-
tains several SRLs. Starting from one initial loop, the loop
reproduces itself, thus forming its direct neighbors. Un-
like conventional SRLs, the Brownian version occasion-
ally struggles to move forward through the process due to
its randomized motion, but on the other hand it is asyn-
chronous like many processes in biological organisms, and
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Fig. 8 Cutting process between two loops

deadlocks can be resolved in a natural way.

An example of the resolution of deadlocks is shown in
Fig. 10, in which an arm head of one loop collides with the
path of another loop. When the collision is detected at the
arm head, the arm head stops and no longer accepts any
construction signals. The remaining construction signals,
which cannot be processed at the arm head, will eventually
return to the scanning signal and vanish, thus completing
the withdrawal of the loop. After the withdrawal process
finishes, the reproduction process starts at another corner
of the loop.

4. Conclusions and Discussion

The SRL in this paper can be implemented on a BCA of
which cells have 12 states. The number of transition rules
is 62, and based on these rules, self-reproduction with asyn-
chronous timing of cells is possible, including the scanning
of the loop structure and the avoidance of deadlocks among
loops.

The reproduction speed of the SRLs in this paper is not
high, due to the fluctuations of signals in the loops, i.e.,
their movement backward and forward. In the computa-
tion by BCA in [6], a configuration called ratchet is intro-
duced that prevents signals from moving backward. As a
result, the speed of the computation can be accelerated sig-
nificantly. The introduction of a ratchet-like configuration
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Fig. 10 Arm head colliding with the path of another loop

into the presented SRLs will be an interesting future chal-
lenge, because it needs to be applied such that deadlocks
are avoided.
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Abstract: For the realization of nanocomputers it will be important to have built-in defect-tolerance,
which is the ability to overcome the unreliability caused by defective components. This paper explores
defect-tolerance for nanocomputers based on Self-Reproducing Loops, in which each of the loops in
the system acts as a computational element, supporting the propagation of signals along transmission
wires and their processing in logic elements. The loop-based design facilitates the adaptation to defects
through the expansion of wires such as to prevent them from being blocked by defects. The proposed
system is implemented on an asynchronously timed Cellular Automaton.

1 Introduction

Cellular Automata (CA) attract increasing attention
as architectures for computers with nanometer-scale de-
vices (nano-computers), because their regular structures
and local connectivity offer much potential for manufac-
turing based on molecular self-assembly [1]. An obstacle
to the realization of nanocomputers is the reduced reli-
ability of nanometer-scale devices as compared to their
VLSI counterparts, due to fabrication defects. Discard-
ing chips with only a small amount of defects, however,
will be inefficient for the imperfect manufacturing pro-
cesses expected for molecular self-assembly.

For this reason, alternative approaches to defect-
tolerance need consideration. There have been several
studies on defect-tolerance in Self-Timed CA (STCA)
[1], which is a type of asynchronous CA [2]. The result-
ing models, however, tend to suffer from a large over-
head in terms of the number of transition rules required
to implement defect-tolerance (95% of all rules), while
computation itself requires only few rules.

This paper proposes an STCA model with defect-
tolerant capability that is based on Self-Reproducing
Loops (SRLs) [3]. Computation on the STCA is real-
ized by embedding so-called Brownian circuits [4] on the
cell space, whereby wires, crossovers of wires, and logic
elements are implemented in terms of SRLs.

2 Preliminaries

Self-Timed Cellular Automaton (STCA) [1] is a
two-dimensional asynchronous CA of identical cells, each
of which has a state that is partitioned into four parts
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Fig. 1 Example of self-
sition function f

timed cellular space

in one-to-one correspondence with neighboring cells. If
each partition of a cell state consists of 1 bit, the result-
ing 4 bits of the cell encode 16 states, and the cellular
space is an array like in Fig. 1, where a filled circle de-
notes a 1-bit, and a open circle a 0-bit. Each cell under-
goes transitions in accordance with a transition function
f that operates on the four partitions p,, pe, Ds, Pw Of
the cell and on the nearest partition of each of its four
neighbors ¢, ge, gs, ¢w (Fig. 2), whereby a state symbol
to which a prime is attached denotes the new state of a
partition after update. Dummy transitions are not in-
cluded in the transition function, so we assume that the
left-hand side of Fig. 2 differs from the right-hand side.
The transition rules of an STCA are rotation-symmetric,
so each of the rules has four rotated analogues. In an
STCA, transitions of the cells occur at random times,
independent of each other. It is assumed that neigh-
boring cells never undergo transitions simultaneously to
prevent a situation in which such cells write different
values in shared bits at the same time.

Computational elements needed in the model to en-
sure computational universality are [4]: a signal, a wire
(possibly equipped with branching wires), a crossover of
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wires and a delay insensitive logic element, called Con-
servative Join(CJoin).

A signal can travel along a wire, like in Fig. 3(a). A
crossover element (Fig. 3(b)) accepts a signal at port N
(or S) and produces an output signal from port S (or
N, resp.). In a similar way, the ports W and E are
connected to each other.

A ClJoin is a two-input two-output logic element with
four input/output wires Aj, As, B1,Bs. Two signals
from A; and As (or B; and By ,resp.) result in out-
put signals from B; and Bs (or A; and As, resp.) (see
Fig. 3(c)) Both of the two input signals are necessary for
the operation of a CJoin to take place.

Self-Reproducing Loops (SRLs) used in this pa-
per work asynchronously and independently from each
other; they are equipped with capabilities of shape-
encoding and collision detection, like in [5]. Each SRL
contains one “loop signal” that circulates clockwise in
the loop. This signal is used for reproducing the loop,
detecting defect neighboring loops, conducting computa-
tion, and expanding a transmission wire. The reproduc-
tion process starts when the loop signal arrives at a cor-
ner of the loop; here is where an arm starts to grow. An
arm head will appear at the front of the arm, and if the
cellular space in front of the arm head is not occupied by
other loops, the loop signal will circulate in the loop to
extract signals encoding the shape of the loop. These sig-
nals are processed at the arm head, resulting in a newly
created loop structure. Due to asynchronously timing
of the reproduction process in the loops, sometimes the
arm head collides with other loops. In this case, the
arm head withdraws itself and self-destructs, while the
encoded signals remaining in the loop are deleted. The
signal in the loop then starts again to scan the loop.

3 Implementing computational ele-

ments by Self-Reproducing Loops
3.1 Loops and Signals
The SRLs constructed in the model are connected to
each other through a network structure in which individ-

ual SRLs exchange information via connections called
Bridges (Fig. 4). Each loop has one signal circulating
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Fig. 4 (a) Loop connected to neighboring loops via
bridges. (b) Implementation of Loop with Bridges on
STCA.

clockwise in it, and when a signal arrives at a Bridge,
the signal tries to interact with a signal in the neighbor-
ing loop at the other side of the Bridge. A signal in a
loop can assume one out of a total of four states. At
its default, a signal has state Normal, indicating that
no information is present. To encode information in a
signal we use the other three signal states, which we call
computational states. The first of these is state Comp0,
which is used as a general-purpose information carrier.
The second and third of the computational states are
Compl and Comp2. Signals in these states are designed
with the functionality of logic elements or crossovers of
wires in mind. Signals in two loops interact with each
other if one signal happens to be at one side of a Bridge
and at the same time the other signal is at the other
side. The basic interactions of signals in different states
are as follows:

e If a signal in state Normal meets with a signal in
state Compi (i = 0,1,2), then the states of the
signals are exchanged.

e If two signals in state Comp0 meet each other, then
one signal changes its state to Compl and the other
to Comp2.

e If a signal in state Compl meets with a signal in
state Comp2, then both signals will change their
states to Comp0.

3.2 Wires and Membranes

Loops form a homogeneous space at which signals in-
teract with each other, but in order to conduct useful
computations, a structure should be imposed on this
space. Wires are formed on the space of SRLs through
defining sheath cells, which separate the inside of wires
from their outsides. Sheath cells assume one of three
states {4+, —,=}. In its basic form, a wire has + cells
at one side and — cells at its other side (Fig 5). A wire
is able to dynamically expand when it has insufficient
capacity for its signals, for example due to the presence
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jjSRL

| — sheath cells
+ sheath cells

Fig. 5 Wire based on SRLs

-t fused sheath cells

Fig. 6 Two wires getting in contact by expanding

of an SRL with a defect in it. Such a defect is detected
through the failure of the SRL to circulate its signal
through it. This failure will render the SRL incapable
to react to external signals, which in turn will trigger
the production of expansion signals emanating from the
SRL. Expansion signals will push the sheath cells of the
wire towards the outside, thus creating additional room
for signals to pass through. Expansion may continue up
to the point that the + sheath of one wire gets in contact
with the — sheath of an adjacent wire, and in this case
the + sheath and — sheath are fused at their contact
areas, resulting in a sheath in state = (Fig. 6).

Another element imposing structure on a homoge-
neous space of SRLs is a so-called membrane. Signals
in neighboring loops but separated by a membrane have
interactions that are more complicated than the inter-
actions described in section 3.1 between the signals in
adjacent SRLs. The effects that membranes have on sig-
nals and their states appear as if the signals pass through
the membranes, whereby the signals change their states.
There are three types of membrane: a-membranes, b-
membranes, and c-membranes. Fig. 7 shows the inter-
actions of signals through membranes. An a-membrane
is used to pass a Comp0 signal in one direction when the
signal at the other side of the membrane is in state Nor-
mal (see Fig. 7(a)). One possible use for an a-membrane
is as a ratchet for Comp0 signals. The other membranes
also let signals pass through, and in the process change
signal states in specific ways (Fig. 7(b) and 7(c)). How-
ever, these membranes differ from a-membranes by being
reversible.

3.3 Logic Elements

Logic elements are constructed by combining mem-
branes in appropriate ways. Fig. 8(a) shows the con-
struction of a crossover element. When a Comp0 signal
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Fig. 8 Logic elements constructed by membranes. (a)
Crossover and (b) Conservative Join

arrives at the port ‘N’, it passes through the b mem-
brane and results in a Compl signal inside the crossover
element (see Fig. 7(b)). This signal will eventually pass
through the membrane at the element’s ‘S’ port, thereby
changing its state back to Comp0. Passing a signal from
port ‘W’ to ‘E’ or back works in the same way, ex-
cept that the intermediate state of the signal inside the
crossover element will be Comp2.

The construction of the Conservative Join is shown
in Fig. 8(b). When each of the ports ‘A;” and ‘As’ re-
ceives a Comp0 signal, the signals are transformed into
a Compl signal and a Comp2 signal, respectively, after
passing through the membranes of ‘4;” and ‘A,’. Once
the signals are in the left chamber of the Conservative
Join, they are unable to pass through the membrane in
the center, unless they react with each other. As a result
of the reaction of a Compl signal with a Comp2 signal,
we get two Comp0 signals in the left chamber, and only
then these signals can pass through the center membrane
to the right chamber. Once in the right chamber, the two
CompO0 signals may return to the left chamber via the
center membrane. However, they also have the choice to
stay in the right chamber and recombine into one Compl
signal and one Comp2 signal, which can only leave the
right chamber via the membranes of port ‘B1’ and port
‘B2’ respectiveley, thereby outputting one Comp0 signal
at each of these ports.
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Table 1 Symbols encoding the states of cell partitions
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Fig. 9 Wire configuration on an STCA

4 STCA implementations

Implementations of components described in the pre-
vious section are presented in this section. In the under-
lying STCA model, each cell partition can be in one of
the 9 states indicated by the symbols shown in Table 1.

Fig. 9(a) shows two transmission wires implemented
on the STCA, where the lower wire contains one defec-
tive SRL. As a result of expansion signals arriving at +
sheath cells above the defect, the transmission wire ex-
pands up to the point that both wires get in contact with
each other, after which the cells at the boundaries change
their states to ‘=’ (Fig. 9(b)). The STCA implementa-
tions of the crossover element and the Conservative Join
are shown in Fig. 10.

5 Conclusions and Discussion

We have presented a computational model based on
SRLs. The ability of SRLs to exchange signals in all
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Fig. 10 STCA implementations of logic elements

directions fits well with the fluctuation-based nature of
the underlying Brownian circuit model. The proposed
model is robust to defects on account of the redundancy
inherent in the use of multiple SRLs and in the expand-
ability of wires. The proposed system is implemented on
a 9% state-STCA with 362 transition rules. Simulations
have shown the model to work correctly.
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Abstract

This paper shows a rapid learning method of behavior policy for mobile robots teleoperated by an

operator.

Rapid policy adaptation cannot be achieved when data from every process cycle is used for

learning because important and meaningful data are not differentiated with other data. We propose a
method to solve the problem by selecting significant data for the learning based on change in degree of
confidence of the behavior decision. A small change in the degree of confidence can be regarded as reflecting
insignificant data for learning, so that data can be discarded. Accordingly the system can avoid having to
store too much experience data and the robot can adapt rapidly to changes in the user’s policy. In this
paper we discuss the experimental result of an experiment in which user policy changes between ’avoid’

and ’approach’ on a mobile robot.

Keywords: Bayesian Network, Rapid Adaptation, Degree of Confidence

1 Introduction

One of the important abilities for personal service
robots which act in real environment with human
beings is to learn and acquire novel behavior strat-
egy according to observation of users’ behavior. To
learn the behavior strategy, conventional methods ob-
serves sets of sensor input and command output, ex-
tracts meaningful relation between the sensor and
commands using statistical methods. But the perfor-
mance of the learning strongly depends on the qual-
ity of the dataset of sensor and command. When
the dataset included important and meaningful ex-
perience data, the learning would be a success; how-
ever it is difficult to obtain sophisticated experience
dataset for human-robot interaction in real world, be-
cause the robots basically stores the dataset in every
process cycle. For example, when a user kept operat-
ing same command in same situation, the statistical
learning procedure tends to output the frequent com-
mand even though the sensor is not the frequent but
rare. To select the rare command for rare sensor, the
system should ignore insignificant frequent dataset
to avoid bad learning quality. In this paper, we pro-
pose a technique to manage experience dataset with
evaluation of significance of the dataset based on a
concept of change in degree of confidence for behav-
ior decision. A small change can be regarded as an
insignificant data for learning, so that data will be
discarded. Accordingly, the system can avoid having
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to store too frequent experience data.

Conventional methods like window [1][2] based
adaptation require background investigation of the
domain to find a suitable window, dual model [3][4]
based methods uses separate model for short term
and long term learning but are unsuitable for rapid
adaptation with long term model, interaction [5][6][7]
based methods does not deal with adaptation with
user policy but only with acquiring user policy.

Bayesian network is suitable to represent policy,
because sensor and command can be represented even
though the observation of the user is not well con-
ducted and also it can output a degree of belief for be-
havior decision based on observation of sensor as ev-
idence. Conventional simple belief calculation based
on frequency of the dataset causes the problem that
the system tends to output the most frequent com-
mand even though sensor input for rare situation is
given, when the dataset observed continuously dur-
ing the human-robot interaction. The problem arises
because the prior probability is calculated using the
numbers of observations. This factor also causes an-
other problem that the robot cannot adapt rapidly to
changeable policies of the user. We adopt Dirichlet
distribution to evaluate the significance of data. The
Dirichlet distribution represents not only event prob-
ability among several propositions, but also degree
of confidence for the output probability just referring
a set of number of observation for the propositions.
The system calculates the degree of confidence before
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and after the current observation. The change in the
two degrees of confidence can be regarded as the im-
portance of the observation to the learning process.

2 Bayesian Network and Signif-
icance Evaluation

2.1 Bayesian network

A Bayesian network is a directed acyclic graph con-
sists of parent nodes representing causes and child
nodes representing effects as shown in Fig. 1. Each
node has a propositions assigned to it which might
have several values. The activation of a proposi-
tion is represented probabilistically, and as a result,
each node has a stochastic variable. Specifically, sen-
sor information in the robot, the behavior that the
robot is to perform, and the content provided by
a person are assigned to a node. The relationship
among nodes is described using conditional probabil-
ities with stochastic variables.

Figure 1: A Bayesian network

Let us denote a stochastic variable for a particular
node B with the propositional symbols b1, ba, ..., by,
by B = {bi,ba,...,bm}. The set of parent
nodes connected from above to this node is A =
{A1, Ao, ..., Ai}, and the space consisting of a com-
bination of each value for the stochastic variables is
aj,as,...,a;. The reasoning can be expressed

Bel (B) = BA (B« (B), W
where A (B) represent the current strength of diag-
nostic support contributed by the children of B given
by []; i (B), m (B) represent the current strength of
the causal support contributed by the parents of B
and [ is the coefficient for normalization. Elements
of Bel (B) indicate the plausibility for each proposi-
tion of the behavior node. One of the advantages of
Bayesian networks is that a robot can evaluate the
vagueness of a behavior decision, and this leads it to
ask questions and give suggestions to users [5]. For
example, the robot should ask the user to confirm the
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behavior decision when the elements of Bel (B) are
almost equal.

2.2 Conventional Method

Suppose that B represent a behavior node and it
does not have any parent nodes A in Fig. 1 and
S represent sensor nodes. The robot observes the hu-
man’s behavior b; and gathers the sensor information
d; at the same moment. Let v[t]e{di,d2,...,dy}
be the observation of the sensor at time ¢t. Let
o[t|e{b1,ba, ..., b} be the observation of the user’s
behavior at time ¢. The sensor observation vector is
written as V[t] = {v[1],v[2],...,Vv[t]} and user in-
struction vector as O[t] = {0[1],0[2],...,0[t]}. Then,
we can define data as D[t] = {V]t],O[t]} . Let N
be the number of observed data, IN; the number of
observations of behavior b;, and n;; the number of
observation of data when d; is observed with b;. One
of the simplest calculations based on the observation
is

P(difb) = P(S=di|B=1b) =52, (2)
Pb) =2, 3)

A problem arises with this simple calculation when
the data D[¢t] is continuously input during the obser-
vation. Suppose that the propositions of behavior by
and by are set in the behavior node. When a rare but
important operation by is observed even though N
is smaller than N; the prior probability P (B = by) is
close to 0 while P (B = by) is close to 1. The problem
arises because the prior probability is calculated us-
ing the numbers of observations. We propose an ap-
proach in which the important observation is selected
on basis of the change in the degree of confidence.
When the change in confidence in two consecutive
time steps is small, this situation is regarded as fa-
miliar; the experience data is considered insignificant
to be discarded. In contrast, when the robot detect
a large change in confidence in two consecutive time
steps, this situation is considered unfamiliar; the ex-
perience data is considered significant to be accepted.
The next section discusses an algorithm to distinguish
the above two cases.

2.3 Proposed method

We use a Dirichlet distribution to evaluate the sig-
nificance of data based on changes in the degree of
confidence. A m-directional Dirichlet distribution for
x={x1,22,...,2m}, is given by

1 Qn1
fd(x;al,...,am)ZEl;[xk’“ , (4)
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where,

- [Ty T (an)
D (Ciyon)
is a normalization factor, I" is the gamma function

and the m parameters a,,, are assumed to be positive.

The Dirichlet distribution parameters are expressed

in terms of observations of different behaviors for ex-

ample a; = 1+ N;. The system increases one Dirich-
let parameter o1 by observing behavior b;. When oy
becomes larger than the other Dirichlet parameters,
the peak of the distribution moves within a small area
at the end of corresponding variable as shown in Fig.
2.

Z (5)
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Figure 2: Dirichlet density functions with peak
moved to the corresponding parameter

The system calculates the degree of confidence be-
fore and after the current observation. Confidence at
time t is calculated as

= /A fa (x;at) dx, (6)

where f4 (x; at) is the Dirichlet distribution at time
t and A represents area of integration where the peak
of the distribution is moved like the area inside the
circle in Fig. 2. The change in the two degrees of
confidence can be regarded as the importance of the
observation to the learning process. To evaluate the
significance of the observation data, the criteria

E:Ct—thl, (7)

is calculated. Data {V;[t], O;[t]} are accepted
when E > 6, and data are discarded when E < 6.
# should be set according to required rapidness of
the learning because significance of data can be con-
trolled with 6. For example, an application with a
very high input frequency will likely have a different
threshold (a lower one) from one with a very low in-
put frequency (relatively higher) for adapting to the
user’s new preference. For rapid adaptation, the area
and threshold should be empirically determined by
experimentation.
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3 Experiment and Result

3.1 Experimental Setup

We developed a teaching and learning system in a
virtual environment that incorporated our concept.
The environment, as shown in Fig. 3 was prepared
using webot real-time simulation software. The en-
vironment had an enclosed area of 8 [m]x 8 [m]. A
static square obstacle whose size was 1 [m]x 1 [m] was
placed inside the area. The user interface consisted
of a lever joystick and the user controlled the robot
by using it. We taught two policies to the robot,
avoid and approach, in the field. In the experiment,
we used a Bayesian network consists of eight distance
sensor nodes and a behavior node as in Fig. 4.

IBox
| 8m

Seonsors

'I Rgbot

Figure 3: Virtual experimental environment

Figure 4: A Bayesian network used in the experiment

The robot model had eight front laser distance sen-
sors (S;,i =1,2,...,8) mounted on the front to mea-
sure the distance to obstacles along a horizontal line
parallel to the floor. Joystick inputs were translated
into discrete instructions by using a predetermined
threshold. We found [8] that area of integration was
inversely proportional and threshold value was di-
rectly proportional to the time required reach the
discarding criteria respectively. Therefore we set the
area of integration to the maximum non-overlapping
area and the threshold to 1.0 x 1076,

The user can teleoperate the robot at any time and
halt operation temporarily for changing robot orien-
tation in the virtual environment. When user do not
operate the robot, it operates automatically with it’s
own degree of confidence for behavior node. Previ-
ously we have shown that our algorithm can adapt to
the user preference rapidly [8]. In that paper we have
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shown that robot adapted to user preference like go
forward, turns left or turn right. In this experimen-
tal setup user policy correspond to robot behavior,
avoids and approach. Avoid policy is accomplished
by going forward when there is no obstacle and turn-
ing left when there is an obstacle. Approach policy
is accomplished by going forward when there is no
obstacle and approaching the obstacle when there is
one.

3.2 Experimental Results

The user first taught avoid policy twice. The user
then changed the policy and approached the obsta-
cle. Fig. 5 shows the changes in probability of degree
of confidence during teleoperation. When the user
changed the policy from avoid to approach around
step 250 the system could override the previous pol-
icy just after step 300 and the robot could rapidly
adapted to the new policy.

: Avoid Attack
2
5 —— Go Forward
0.5
S 7 - Turn Left
o
[a

0 . !
0 50 100 150 200 250 300 350
Number of Steps

Figure 5: Probability of behavior during policy adap-
tation

o

Go Forward
Turn Left

Number of Data
N N [e))
o o

o

0 50 100 150200 250 300 350
Number of Steps

Figure 6: Number of data in the secondary database
during policy adaptation

Fig. 6 shows the number of data evaluated as sig-
nificant and kept in secondary database. The number
of data in the secondary database is increased until
the change in the degree of confidence was low for
any user behavior. Flat part represents when data is
evaluated as insignificant and discarded or the robot
operate automatically. Here we observe that data is
kept for one go forward and two turn left behavior
for avoid policy. And when policy is changed the sys-
tem accepted data for approach and overridden policy
around after steps 300.
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4 Conclusions

Experimental results show that proposed method can
adapt to user’s policy change based on significance
evaluation using change in degree of confidence. The
novel point of the method is that the policy adap-
tion depends on the number of selected significant
data rather than enormous amount of observed data.
Currently, significance evaluation is done on the be-
havior node. We are considering significance evalua-
tion for each sensor proposition of every sensor node.
This will ensure that only significant sensor observa-
tion will be used for learning and that will make our
system more robust.
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A robust control of mobile inverted pendulum using single accelerometer
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Abstract. This paper proposes a single accelerometer sensor control algorithm to mobile inverted pendulum(MIP),
generally called ‘Segway’, and evaluates the performance of this system comparing to the conventional ones. The
commercialized ‘Prototype Segway-PT’ is initially considered as a next-generation transport vehicle. However, this
robot is operated by three gyroscopes and two accelerometers to control the posture and speed, and it requires the
complex signal processing for fusing the two sets of data. As the result of this, the growth rate of market size of
‘Segway’ is slow because of its high price mainly. In this paper, the MIP is operated by a single accelerometer to
simplify the control system to lower the price. Low pass filter is one of the good sensors to reducing the variation of an
accelerometer, but it has time delay. This time delay disturbs real-time control. Like this, other various algorithms are
used for this system, but each one has their own weak points. So this paper proposes a new accelerometer filtering
method, median filter and EKF. Median filter is used to image processing to reject impulse elements like ‘salt & pepper
noise’. As the major performance evaluation parameter for the accelerometer, the high-frequency to low frequency ratio
from FFT(Fast Fourier Transform) and PSD(Power Spectral Density) are used. Effectiveness of the proposed
algorithms has been verified and demonstrated through the simulations using matlab and real experiments for a MIP.

Keywords: Segway, Mobile inverted pendulum, accelerometer, performance evaluation, filter

of robustness, and theoretical back ground of signal

L Introduction processing of accelerometer, median filter and EKF as

The mobile inverted pendulum(MIP), generally called mentioned above, is stated. Section 3 shows the simulation
‘Segway’ is invented by Dean Kamen in 2001 for commercial and experimental results. Section 4 describes the performance
use[1]. At that time, ‘Segway’ is considered as next-generation evaluation by spectrum analysis using FFT(Fast Fourier
transportation. Conventional transportation method by that Transform) and PSD(Power Spectral Density). In section 5,
time guaranteed the stability along the pitch direction by the experimental environment and simulation tool, fda-tool(A
position of the wheels which is placed at the front and the rear, filter design and analysis GUI tool) of provided by matlab,
but the wheels of the ‘Segway’ is placed by the side of the was described, and compare conventional block diagram of
robot body[2]. The ‘Segway-PT’ use five gyroscopes and two MIP and proposed one. In section 6, detail conclusion is
tilt sensors to sensing the angle of robot body’s slope. By the described by quantitative analysis based on section 5, verified
two kinds of sensor information, robot can real-time calculate simulations and real experimental results.

the alternation of COG(Center Of Gravity), then moving from
the combined information of the knob, which determine the
direction, and the angle calculated as above sequences. Conventional MIP control method is sensor fusion of multiple

Commercialized ‘Segway’ use sensor fusion of multiple gyroscopes and tilt sensors for reliable angle information. Gyroscope
gyroscopes and tilt sensors, ‘Segway’ is relatively experience is robust for the external disturbance by the structural characteristics.
to be a next-generation transporter. The MIP is well researched But genera.lly., eyr OSCOI_)e has. many. d?meriFs’ L Tnmc;_m.on error
for partial feedback linearization method[3] and iterative ~ Ccd Y limited sampling period or limited bits for resolution of AT

. . L. converter. 2. Non-linearity of conversion factor by the temperature. 3.
impulsive control[4], and so on. But these researches is biased Feasible modeling error cansed by G-sensitivity: 4, The gap of angular
to control algorithm fields, and this is initially assume that

velocity information mean and O(integrate infinitely and this unbiased

I1. Single accelerometer filtering algorithm

multiple sensor fusion algorithm. These factors make information lead to accumulate of angle signal), generally called bias
‘Segway’ is lack of sociality, nevertheless it has a strong drifif3]. This gyroscope error signal is accumulated as time goes on.
advantage like unnecessariness of a special skill like bicycle. By this reasons, commercialized ‘Segway’ use sensor fusion

This paper proposed a new single accelerometer filtering algorithm to estimate angle. For another sensor, tilt sensor is weak for

the external disturbances so if there exist disturbances over the fixed
threshold, the robot operates as a hardware amplifier, so sometimes
it’s diverging. The most common filtering method for reducing this
variation is LPF. But LPF has its own time delay caused by time

algorithm to control MIP. Median filter, popularly used in
image processing, and EKF(Extended Kalman filter) was
used to reduce the fluctuation noise of the accelerometer

signal. constant, essentially exist during designing a LPF. This time delay
This paper is consist of six-sections including introduction. makes MIP hard to real-time control, so LPF has some restrictions to

In section 2, the shortcoming of LPF(Low Pass Filter) for the apply for single accelerometer signal processing. Figure 1 illustrates

accelerometer, a time delay caused by time constant and lack the shortcoming of LPF for mobile inverted pendulum.
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Fig. 1. Shortcoming of low pass filter for mobile inverted pendulum

Figure 1.a. shows the accelerometer signal without filter. It has
many variations having high frequency. Figure 1.b. displays the
accelerometer signal after 10" order LPF. Figure 1.c. illustrates both
signal stated above. After LPF signal doesn’t have high frequency
information but has time delay comparing with original signal. So
LPF is not suitable for real-time controller like MIP.

This paper proposed a new real-time accelerometer noise &
variation reduction algorithm, median filter and EKF, one of the most
effective adaptive filter. The theoretical back ground of these two
method is described next section.

2.1. Median filter
Median filter is well known as a most effective filter to removing
AWGN widely distributed in frequency domain, especially removing
‘salt & pepper noise’ which has impulsive noise in image processing.
The window of median filter can be adjusted as various formulations.
But the accelerometer signal is real-time one dimensional signal, so
set up a horizontal window. Median filter algorithm as stated above is
simply realized as figure 2.
For cnt1=0,... N,

For cnt2=cnt1+1

//" N, is variable window size
oo N +1

If (accelerometerfcntl]> accelerometer [cnt2] )
temporary value = accelerometer[cntl];
accelerometer{cntl]=  accelerometer[cnt2];
accelerometer[cnt2]=  temporary value;

End if

End for
End for
Fig. 2. Median filter algorithm

Figure 3 illustrates the results for median filter applied to single
accelerometer.
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Fig. 3. Results of median filtering for the various window
size(0,5,10,20).

2.2. EKF(Extended Kalman Filter)

EKF is described below in equation 1. EKF is consist of time
update process and state update process iteratively, during these
sequences, if the system is not deterministic, but noise is Gaussian
distributed, then this algorithm can find local optimal solution(s).

Time update equation(predict)

x, = f(x,_,,u,,0) (La)
P = AP AL+ W0, W, (Lb)
Measurement update equation(correct)
K, =P H{(HF H +V,RV)" (o)
X =x, + K (z, — H(x;,0)) (1.d)
P =(I-KH)F (Lo)
I it

PITCH

Figure. 4. Modeling of mobile inverted pendulum for EKF.
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II1. Experimental results
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Fig. 5.a. Compensated gyroscope signal. Fig. 5.b. Accelerometer
signal without filtering. Fig. 5.c. Accelerometer signal after median
filter only(Window size = 20). Fig. 5.d. Accelerometer signal after
median filter and EKF. Fig, 5.e. Above 4 signals and 10™ order LPF
signal which have some time delay.
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Figure 5 shows the experimental results for proposed algorithm and
LPF. Figure 5.a. shows the compensated gyroscope signal. It’s smooth
and considered as reference when performance evaluation. Figure 5.b.
shows raw accelerometer signal has many variation and weak for
external disturbances. Figure 5.c. illustrates accelerometer signal after
median filtering, high frequency, impulsive noise, is removed out.
Figure 5.d. displays an accelerometer signal after median filter and
EKEF, which is similar with reference, compensated gyroscope signal.
Figure 5.e. shows above 4 signals and LPF signal. Above 4 signal has
almost same except for variation, but 10" LPF signal(red line) has
time delay caused by time constant.

IV. Performance evaluation

4.1. Spectrum analysis using PSD(Power Spectral Density)

In this paper, performance evaluation parameter is
selected as spectrum analysis using FFT and PSD. Figure 6
illustrates the PSD of accelerometer signals applied various
window size(0,5,10,20) of median filter.
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Figure 6. PSD of various window size of median filter.

4.2. Spectrum analysis using FFT(Fast Fourier Transform)

In figure 7, FFT signal of raw accelerometer signal,
median filtered signal, and median filter and EKF signal are
shown, respectively.
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Fig. 7.a. FFT signal of without filtering. Fig. 7.b. FFT
signal of median filtering with 20 window size. Fig. 7.c.
FFT signal of median filter & EKF.

V. Simulation & Experiment

4.1. Mobile inverted pendulum block diagram
Conventional operating block diagram when using only PID
controller is illustrated in figure 8.
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predictive control method to reduce the response time and
robust for the disturbances. 3. Cooperation control between
mobile inverted pendulum and humanoid robot shown in
figure 10, and so on. And performance evaluation method to
be added is, Cross-correlation algorithm and RLMS(Recursive
Least Mean Square) to calculate the difference between
compensated gyroscope signal, as we think reference, and
single accelerometer signal applied proposed algorithm.

_ [z |+ e
2
Kmx

Oy — Kyax

@ xwon GaN

Fig. 8. Conventional operating algorithm of MIP.

A block of figure 8 is sensor fusion, between gyroscope and
accelerometer, algorithm wusing ‘kalman filter’. DC
information of gyroscope signal is rejected and integrated to
calculate gyroscope angle. And accelerometer is used for
compensatin the accumulated drift error of gyroscope signal.
In figure 10, proposed block diagram is shown. A-block is
replaced with median filter and EKF.
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Urr
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Fig. 9. Proposed operating algorithm of mobile inverted Acknowledgement
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Abstract: This paper proposes a localization method for the multiple robots navigation in a multi-block workspace.
Indoor localization schemes using ultrasonic sensors have been widely studied due to its cheap price and high accuracy.
However, ultrasonic sensors have some shortages of short transmission range and interferences with other ultrasonic
signals. In order to use multiple robots in wide workspace concurrently, it is necessary to resolve the interference
problem among the multiple robots. This paper introduces an indoor localization system for concurrent multiple robots
in a wide service area which is divided into multi-block for the reliable sensor operation. A beacon scheduling
algorithm is developed to avoid the signal interferences and to achieve efficient localization with high accuracy and

short sampling time.

Keywords: Localization, Multiple robots, Multi-block, Beacon scheduling, Block recognition.

I. INTRODUCTION

In order to perform the commands of humans, robots
have to know their own positions and target position.
For that reason, localization is one of the problems
which are basic and important in robotics. Ultrasonic
based localization is susceptible to environmental noises
from their propagation characteristics and has decay
phenomena when it is transmitted over a long distance.
However, it has been widely used in the indoor
environments since it is cheap, easy to be controlled and
has high accuracy and repeatability. To use it in a wide
area, multi-block consisted by a number of beacons is
mainly used [1]. However, multiple robots localization
in multi-block has some problems which are ultrasonic
signal interferences and determination of sequence
calling beacons [2]. This paper proposes efficient multi-
block division for multiple robot localization in a wide
area using Master/Slave robot division for beacon
arbitration of robots and beacon scheduling algorithm
for calling beacon without interference in ultrasonic
signal with short sampling time.

Il. MULTIPLE ROBOTS LOCALIZATION

1. Problems Definition

If there are more than two mobile robots in a same
workspace, where consists of three or four beacons,
they separately call different beacons for localization
concurrently. And then all selected beacons send out
ultrasonic signals at once. At this time, mobile robots
cannot recognize which beacons send out a useful signal
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from beacon themselves called since TOF of ultrasonic
from beacons is different and the robots recognizes a
threshold value of the first arrival signal. Therefore, the
robots do not know their own real positions due to
measurement of wrong distance.

2. Master/Slave Robot

Only one robot is designated as the master robot and
the other robots are designated as the slave robots.
Master robot has a mission to call the specified beacon
only and Slave robots respectively receive the ultrasonic
signal from a specified beacon calling the master robot.
The master robot considers max transmission time of
ultrasonic because the arrival times of ultrasonic signal
are different according to positions of the robots.

111. BEACON SCHEDULING

1. Beacon Scheduling

For localization without signal interference in a
multi-block workspace which is divided in a detectable
range, a round robin schedule is one of the simple
methods. However, the round robin schedule is not
suitable in a real time localization system which updates
each position of robots in a fast period due to increasing
a time to call all beacons as increasing the number of
beacons. For that reason, efficient beacon scheduling
algorithm needs to obtain the fast period for localization
in a multi-block workspace. This paper proposes a new
beacon scheduling algorithm applied a color code
scheduling algorithm.
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Fig.1. Basic structure of multiple robot localization in a
multi-block workspace

2. Color Code Scheduling

Color code scheduling is the method that
concurrently calls beacons without collision among
signals based on the idea that ultrasonic signal does not
collide out of their interference range. Color code
scheduling is divided into three steps which are conflict
graph, graph coloring and scheduling [2]. The first step
is to draw a conflict graph considering beacon’s position
and ultrasonic interference range from the beacon. For
example, b1 beacon in Fig. 2 is connected with b2, b5,
b6 and b9 beacons with edge in Fig. 2-(a) because of
overlapping the interference ranges shown in Fig. 1.
With conflict graph about all beacons, the second step is
to assign a color code to each beacon such that any two

beacons with a conflict edge cannot have the same color.

This paper uses a Welsh-Powell algorithm [4] to find the
coloring solution with the chromatin number. Figure 2-
(b) shows graph coloring with conflict graph in Fig. 2-
(@). Finally, the third step is to make a color code
schedule which is designated by different color codes in
Fig 2-(c).
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(a) conflict graph

(b) Graph coloring
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Fig.2. Color code beacon scheduling

3. New Color Code Beacon Scheduling

The conventional color code scheduling is able to
concurrently call two beacons which never overlap the
interference ranges. But, in case of ultrasonic
localization system using threshold value, ultrasonic
signal from the closed beacon always arrives firstly. In a
multi-block workspace, therefore, some cases that are
able to concurrently call beacons which overlap the
interference ranges exist. For example in Fig. 3, a bl
beacon belong to block 1 overlaps the interference
range of a b3 and b6 belong to block 2 only not to block
1. If bl and b2 beacons concurrently call, R1 robot
existed in the interference range of them always
receives the ultrasonic signal from a bl firstly. Hence,
concurrently calling them will be possible. Considering
the abovementioned problems, algorithm to draw a new
conflict graph represents in Fig. 4.

—m—o- l

I E—— ) O
by Block 1\\ b /Block 2 b
\\
\
\
s\
) .
dqg TN~ dy
S T~
Ripy | =
b1 by by
O Beacon — — — b;’s detectable range
— . —..bs’s detectable range
@ Robot ’ 0

bs’s detectable range

Fig.3. New conflict graph algorithm

Input : Coverage of each beacon C(b;) (1<=1<=N,)
Output : conflict graph CG(V,, E)
1. Foreachbeaconi=0,...,Ny
2 For beaconi+1,..., N,
3 If (C(bi) N C(by+y)) >0)
4 If(beacon ID(b;..1) = block of beacon bi Block(b;)
5. && C(b;,) != diagonal C(b;))
6 Cq[iJ[i+1] =1; // conflict
7 else
8 CGl[i][i+1] =0;




9. End if

10. else

11. CQ[i][i+1] =0;
12. End if

13.  Endfor

14. End for

Fig.4. New conflict graph algorithm

Figure 5 shows new color code beacons scheduling
allows some interference with the position and the
interference range of all beacons shown in Fig. 1.
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Fig.5. New color code beacon scheduling

IV.BLOCK RECOGNITION

Existing block recognition method[1] for using new
color code beacon scheduling can sometimes make
problems that the robot estimates a wrong position
shown in the Fig. 6. In case of color codes B and D,
each range is overlapped, but it is assumed that it is
possible to call them at the same time. When a robot is
at P,_;in block 1, it will receive the US signal from the
bl beacon firstly than b3 beacon if a beacon of color
code B is called, and the robot will receive the US
signals from b1 and b3 beacons at nearly same time if it
moves to the boundary of a block, P,. In case of
existing methods, if the mobile robot is moving out of
the boundary of block 1, it may recognize block 2 by
using its own position. However, the mobile robot will
be localized by using the position information of
beacons in block 1 and d{,(i=1234) , the same
distance value with d;,(i=1234) measured by P,,;if
the beacon scheduling algorithm suggested in this paper
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is used, because it can receive a signal from b3 beacon
but it cannot recognize block 2 when it is moving from
P, to P,4. Hence, it will not measure P, but
P2 Which is wrong position of the robot. To solve this
problem, this paper presents a new block recognition
algorithm using a previous position value and a
predicted position value obtained by motion
characteristics of the robot at the boundary of blocks.

D A D
bs  Block 1 LIbs Block2  beH
dj df dy dy
Estimated Pii1 Phi1 Real
trajectory = v, trajectory

~~~~~
n

dz nobodg ds dz

b, [} b3

@ Robot

B
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Fig.6. Error location estimation of mobile robot due to
fault of block recognition

1. Estimating the position of a robot
Theoretically, it is possible to calculate them which

are the angular velocity of the mobile robot, r,, the
driving distance of the mobile robot, d and the

rotation radius, R if the information of two past position
Pa-1 :[Xn—l Yn-1 en—l]T v Pn :[Xn Yn en]T are known
[3]. Based upon the motion-continuity property, the

state of the mgbile robot at time n+1 |,
Phit = ot Ynia O can be predicted as [15]

K1 =Xp + R{LsiN(G, +A0) —sin(6,,,1)}, (1-a)

Yns1 = Yn +R{cos(6, +A0) —cos(6,1)} (1-b)

BOni1 =0, + A0 (1)

This predicted location is used for the recognizing
blocks.

2. Block recognition by using the predicted location
If the mobile robot is approaching near the boundary
between block 1 and block 2(x10cm, considering the
maximum error of iGS), it is able to calculate two new
position coordinates of location Py, 1and Pygek 2 DY
using beacon information of each block and then, a new
position coordinates is going to be a minimum value
which is obtained between the predicted location,
P,.1 from 2 previous locations and the measured
location, Pyoek 15 Polock 2 - 1T the robot goes through a
beacon b6 in Fig. 1, it will be possible to recognize a



new block by comparing between four beacons
coordinates from four blocks and predicted coordinates.

V. EXPERIMENTS

For algorithm verification, four-block were built by
9 beacons with one master robot and two slave robots.
Error comparative analysis method was used between
the encoder trajectory and iGS moving trajectory of
mobile robot.

Fig. 7 & 8 illustrate moving trajectory of three
mobile robots in one workspace consists of several
blocks and the estimated error for each robot,
respectively. The average error of three mobile robots is
22.12mm and the maximum error is 67.62mm, which is
accurate enough to apply to most of the mobile robot
navigations using beacon scheduling algorithm and
block recognition algorithm.

V1. CONCLUSION

Although ultrasonic localization system is not
feasible for localization of multiple robots in multi-
block environment because of attenuation and
interference among ultrasonic sensors, it is widely used
for indoor localization systems since it is cheap and
easy to be controlled and also it has high accuracy and
repeatability. This paper proposes a new color code
beacon scheduling algorithm for the arbitration among
robots. A new block recognition algorithm based on
motion characteristics of the mobile robot is also
proposed in this paper for recognition of block
boundary when the mobile robot is moving freely in the
multi-block environment. And also for the efficient
localization of multiple robots, the master and slave
concept is introduced to govern the localization process
synchronously. The efficiency of localization algorithms
proposed in this paper is verified through the real
experiments for multiple robots’ localization in a multi-
block workspace. Through this research, the base of the
localization-based services is established since this
localization scheme is robust against increase of the
number of robots and the size of indoor environments.
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Abstract: This paper present error minimization using angular histogram for engaging pallet of forklift
AGV (autonomous guided vehicle). Existing pallet recognition methods using LRF(laser range finder) have used vari-
ous linearization methods for error minimization of LRF. However, to apply forklift AGV which need near real-time
control, those methods need large amount of operation. Hence we studied error minimization of LRF using angular
histogram to search suited linearization for forklift AGV. For experiment, we attach LRF on forklift AGV that we made
ourselves, and recognize pallet. In result, we verified that average recognized angle error of pallet is within 1.2° when

pallet is placed on far at 2m, 3m from forklift AGV.

Keywords: forklift, AGV, pallet, engaging, LRF, angular histogram

I. INTRODUCTION

In the modern industrial technology, it is importance
to production administration so that AGV is actively
developed. As a result, it was made huge profits in the
cost and time. Especially, the forklift AGV could be
used multipurpose, so it is studying popular [1-3].

First, for development of the forklift AGV, the de-
velopment of autonomous vehicle needs to recognize
location of vehicle accurately. Therefore, for localiza-
tion of vehicle, SLAM(simultaneous localization and
mapping), GPS, Laser Navigation System are studying
actively.

The forklift needs to engage a pallet through the ac-
curate pallet recognition for automation of the loading
and unloading. Therefore, we must know the accurate
angle and position for development of forklift. At this
time, the forklift AGV need to recognize the accurate
angle as well as position for put safely in the hole of
pallet. Existing methods for pallet recognition are main-
ly using stereo vision camera[4,5]. However, the accu-
racy of methods using camera changes by brightness,
the position of camera or environmental condition. So,
we think that it’s not suitable for the forklift AGV.
Therefore, this paper present pallet recognition using
LRF(laser range finder) that is less influenced of envi-
ronmental condition.

This paper is divided into four sections. Section 2
proposes the methods of pallet recognition and section 3
introduces some experimental results for proving pro-
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posed methods. Finally, section 4 is conclusions and our
future research.

I1. PALLET RECOGNITION

We can know position and height of a pallet when a
pallet is placed on the rack in work space. But, position
and angle of a pallet are changed during repeatedly
works. If the forklift AGV recognizes only position of a
pallet without angle, it causes any problem. Therefore,
the accurate pallet recognition is necessary to solve this
problem.

In this paper, we used LRF(URG-04Ix) for a pallet
recognition. URG-04Ix scans every 0.36° between 0°
and 240° range and can measure maximum 4 meters.
After we set up LRF at the front of fork as shown in Fig.
1., we studied recognition of a pallet.

Fig.1. LRF is set up at forklift AGV



Because shape of the pallet is rectangle, the forklift
AGYV can recognize the position and angle of a pallet by
detecting at the front line of a pallet. Results of LRF
scanning a pallet are shown in Fig.2. We are possible to
extract region of pallet because of knowing location of
the rack.

In the result of LRF scanning, scan data is included
noises as shown in Fig.2-(b). So, we needed to reduce
noise. In this paper, we proposed angular histogram
method for reducing noise. Angular histogram calculate
angle of between two points about all points and count
every 10°. And then, the forklift AGV recognizes a pal-
let using both end points of maximal frequency that
result of angular histogram.

step 1. Scanning using LRF

step 2. Sampling range of pallet

step 3. Reducing noise using angular histogram

step 4. Detecting at the front line of pallet

step 5. Calculating range of pallet using both end
points

R T

Soi Ton i e w0 o 6 o amn 90 B0 400 40 00 20 0 @0 40 601 #0100

(a) Result of scanning (b) Sampled pallet
Fig.2. Result of LRF scanning

I11. EXPERIMENTS

1. Experimental environment

We tested the pallet recognition using the actual for-
klift AGV for verifying performance. Present position of
the forklift AGV were possible to calculate online by
localization system. We set up LRF between forks as
mentioned in section 2. For engaging pallets, we as-
sumed that forklift AGV has at target point as far 2m
from a pallet. This distance(2m) is considered a fork
size and the minimum curve radius. If angle of a pallet
is between -10° and 10° based the forklift AGV, it is
able to insert forks in a pallet by forward driving. In the
other case, forklift AGV need to drive back and drive
forward to engage pallet. We tested pallet recognition
about 0°, 5° and 10° when a pallet is placed on far at 2m
and 3m.
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2. Experimental Result

The experiment of pallet recognition is repeated 20
times, and average angle of recognized pallet is shown
in Table 1. We could show that recognized angle at 2m
is more precise than at 3m. The reason is that LRF is
more precise as close. The best results at 3m are shown
in Fig.3 and recognized angles of pallet are -0.75°,
4.39° and 8.97°. Similarly, results at 2m are shown in
Fig.4 and recognized angles of pallet are 0.41°, 4.98°
and 9.69°. Because experimental result is that the aver-
age error angle is calculated within 1.2°, this error
doesn’t influence pallet engaging and doesn’t occur any
problem. We confirmed that the proposed method effec-
tively reduced noises of LRF and is possible to apply to
the forklift AGV for pallet recognition based on experi-
mental result.

Table 1. Experimental result of pallet recognition

3m 2m
0° 5° 10° 0° 5° 10°

avg. -1.22 | 3.73 | 832 | -0.98 | 445 | 8.97

RMSE | 122 | 1.27 | 1.68 | 0.98 | 0.55 | 1.03

11111

(c) 3m, 10°
Fig.3. Pallet recognition result (far 3m from LRF)
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IV. CONCLUSION

This paper proposed pallet recognition and noise re-
duction for engaging a pallet. We used angular histo-
gram to reduce noise of LRF data and tested proposed
method by installing LRF at the actual forklift AGV.
Experiment was performed repeatedly 20 times about 0°,
5° and 10° when a pallet is placed on fat at 2m, 3m. The
average error of angle is calculated -1.22°, 3.73°, 8.32°
at 3m, and it is calculated -0.98°, 4.45°, 8.97° at 2m.
This error rates doesn’t affect for engaging a pallet.
Therefore, we verified the proposed pallet recognition
has enough accuracy and is applicable forklift AGV.
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Abstract: In many manufacturing processes and robotic applications, localizing geometric structure is very important
and useful. Localizing a large structure on the sea is a challenging process as sensory information. The purpose of this
paper is to create a new localization method for large structures by using laser beam. In this paper, we propose a new
method of large structure localization. This method is mainly based on using inexpensive PC included a LD, a PD, and
a real time data transmission (RTDT) system to acquire precise measurements.

Keywords: Localization, localizing geometric structure, laser beam sensor, real time data transmission, RTDT

1. INTRODUCTION

In many manufacturing processes and robotic
applications, localizing geometric structure is very
important and useful. Localization of a general structure
has been studied in many papers [1-4]. In the
construction industry, large objects are normally
measured directly using tapes and plummets. However,
LD and PD with wireless communication capacity
eliminate the burden of direct contact to the object. This
eliminates the risk to operators who previously had to
move around a large dangerous structure. This approach
also gives more precise data to the level measurement,
and is more productive. In addition, it creates a
retrievable digital record on to the PC database
(Microsoft Excel).

In order for this method to be accepted generally it
must be inexpensive and accessible to people with no
knowledge of laser measurements. This method is
mainly based on using inexpensive PC included a LD, a
PD, and a real time data transmission (RTDT) system to
verify the precise level measurement. We have applied
this method to monitor the correct level of a large
structure on the near sea. As the result, it is possible to
detect the height of a large structure with only minor
errors.

1. EXPERIMENTS

1. Description of the laser measurement system

Fig. 1(a) shows the schematic diagram of our
monitoring system for measuring the correct height of a
large
structure. The rotating laser system on the floor emits
the red beam at 635mm in wavelength and 2mm in
diameter. The receiver catches the laser beam, and the
real time data is transferred to monitoring room by the
RS-422 communication or Bluetooth, then it is
displayed on the LCD. The specifications of laser
transmitter are as follows. Automatic control range of
angle: +5°, rotating speed : 50~ 300rpm, accuracy :
+20"

The diameter of beam from laser sensor is about
2mm. In 5mm interval, two sensors are located, and then
it becomes possible to detect the size of laser beam in
the near region. The size of laser point gets larger as it
goes further. Therefore many receiving sensors installed
on PCB could detect the laser beam. At that moment,
the output signal from the laser beam is transmitted to
the input of microprocessor. Fig. 1(b) shows the
enlarged beam spot in the far away region. In this case,
the microprocessor read the signal from center of the
enlarged laser beam. Therefore, it could be possible to
detect the correct level even though the larger beam size
in a long distance.

Fig. 2(a) shows the driving circuits of receiving
sensor. The photo sensor perceives the signal from the
rotating laser beam, at that moment, the obtained TTL
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signal is transmitted to the microprocessor. Only
constant frequency is transmitted by using band-pass
filter circuit, while the scattering light is cut off. Up and
down frequency near the constant frequency is ignored
by the programming techniques. Therefore, it is
designed to perceive signal of rotating laser beam. Fig.
2(b) shows Fig.1. The schematic diagram of monitoring
system, and the enlarged beam spot in the far away
region

the waveforms which come out from the receiving
sensor. The upper yellow waveform is obtained from the
amplifier, and the lower blue waveform is obtained from
the ending part of Fig. 2(a). This is also the input signal
for microprocessor. Fig. 3 shows the transmitting circuit
of RS-422 and Bluetooth which sends the retrievable
perceiving signal to PC through the communication
systems. It is possible to send signal selectively with
wireless or not.

Fig. 4 shows real time data transmission (RTDT)
module. It consists of three parts which are the laser
beam sensors, RTDT board, and the PC monitoring
system. The RTDT module has 10 channels which deal
with accumulated data in real time communications
with RS-232. At this moment, each sensor has its own
numbering and the height is displayed on the PC
monitor with numbering. In case of wireless, each
signal is transmitted by the Bluetooth module.

Each signal from laser beam sensors is read on the
PC monitor in a real time. And the change of
accumulated data is displayed with graphs on the PC
monitor. The difference between previous and current
data is also displayed. All the data is stored in Excel file
according to the elapsed time. Fig. 5 shows the example
of experimental arrangement. The location of installed
sensors is shown in this figure. There are more than 3
laser sensor poles in P-line and S-line. These sensors
perceive the beam spot from the rotating laser on
ground, the perceived data is transmitted to the PC
monitor in real time. Up-down balance is sustained by
comparing with the reference level. The location of
NEAR and FAR sensors perceive the barge level which
is right or left.
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Fig.2. The driving circuits of receiving sensor, and the
waveforms which come out from the receiving sensor

Fig.3. The transmitting circuit of RS-422

=l RS-422

N\

Bluetooth module RS-232

slot

Fig.4. The real time data transmission (RTDT) module

Fig.5. The example of experimental arrangement
I1l. CONCLUSIONS

In this work, we try to attempt the real time
localization by using inexpensive PC included a LD, a
PD, and a real time data transmission (RTDT) system to
verify the precise level measurement. We attempt this
method to monitor the correct level of a large structure
on the sea. As the result, it is possible to detect the
height of a large structure with a small error.
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Abstract: This research proposes a novel approach to outdoor localization based on map matching. The main map for
localization is an elevation map which is a grid map with elevation information on each cell. This research presents an
elevation moment of inertia (EMOI) which represents the distribution of elevation around a robot in the elevation map.
A robot continues to build a local elevation map using a laser sensor and calculates its EMOI. This EMOI is then
compared with the EMOIs for all cells of the given reference elevation map to find a robot pose with respect to the
reference map. The experimental results of particle filter-based localization show that the proposed EMOI-based
approach can be successfully used for outdoor localization with an elevation map.

Keywords: Outdoor Localization, Monte Carlo Localization, Elevation Map.

I. INTRODUCTION

Localization is one of the most important techniques
for mobile robot navigation in the indoor and outdoor
environments, and various types of maps such as a grid
map, elevation map, topological map, and so on, can be
exploited for localization. A 2D grid map is the efficient
and sufficient map when a robot navigates in the indoor
environment with a range sensor. In this case, the
motion of a robot can be expressed by 3 degrees of
freedom (x, y, 6) in 2D space. However, outdoor
navigation usually requires the estimation of 6 DOF
motion (X, Y, z, roll y, pitch 6, yaw ¢) in 3D space, and
therefore the environment should be represented by a
3D map for localization.

An elevation map is the most popular map to
represent 3D outdoor environment. In this map, the
environment is regularly divided into small cells, say,
0.1m*0.1m, and each cell has height information. An
accurate elevation map can be generated using the
airplane mapping system equipped with both a GPS/INS
for localization and a lidar sensor for range data
acquisition. This type of map is suitable for large
outdoor environment and used as a main map for special
applications such as military robots. In this research, an
elevation map is used as a main map for localization.

Research in city modeling using DSM (digital
surface map) has been conducted in Fruh [1]. DSM is
used as a reference elevation map and a vehicle pose
with respect to the DSM is estimated through the MCL
(Monte Carlo localization) method. The range data
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obtained by a laser scanner is compared with that
predicted from the DSM to estimate a vehicle pose. The
path generated by MCL is very accurate without error
accumulation even after traveling more than 10km
because it estimates a pose with respect to the reference
map. However, it takes very long to generate the path
because of high computational complexity.

The concept of moment of inertia is widely
exploited in various fields. 2D/3D object recognition is
an example to use the moment of inertia in Laga [2] and
Ohbuchi [3]. The characteristics of various 3D objects
are defined according to the surface moment of inertia
which represents the distribution of surface about three
principal axes. By comparing the moment of inertia of
the unknown model with those of the known models in
the database, the most similar model could be found.

This research proposes the elevation moment of
inertia (EMOI) which is used for matching of elevation
maps to find a robot pose with respect to the pre-given
elevation map. The EMOI quantifies the distribution of
elevation using the concept of moment of inertia. Then
the similarity between the reference map and the locally
built map is evaluated using the EMOI. A particle filter
is used for localization, and the probability of each
particle is updated using the results of similarity
comparison. Since probability update based on EMOI is
simple and fast, the robot pose can be found globally
without knowledge of the initial position in the large
outdoor environment.



1. ELEVATION MAP BUILDING

Figure 1 shows the experimental setup consisting of
a Pioneer 3AT mobile robot and a SICK laser scanner.
This laser scanner senses the environment within 32 m
and is tilted from -45° to 45° by a DC motor. The
absolute roll and pitch angles of a robot are sensed by
the IMU (inertial measurement unit), and the yaw angle
and small motion increments are sensed by both the
wheel encoder and IMU. Combining these data allows
the estimation of the 6 DOF motion in the global
coordinate frame in Lacrois [4].

Pioneer 3AT
__mobile robot

SICK laser scanner

Fig. 1. Experimental setup and local coordinate frames.

An obstacle is sensed by a tilted laser scanner, and
its elevation can be calculated based on a 6 DOF robot
pose. The elevation of each cell is updated when it is
sensed as follows.

i ] :{ 2 (,), if 20, ) > ea(0.J)
e_1(i, j),  otherwise.

where e(i,j) is the elevation of cell (i,j) at time t, and
z(i,j) is the sensed elevation of cell (i,j). If the newly
sensed elevation of cell (i,j) is higher than the previous
elevation, the elevation of cell (i,j) is replaced by this
new elevation. This is a simple and common method for
building of an elevation map. Figure 2 shows an
example of the environment under consideration and its
elevation map.

@

.
Fig. 2. Example of elevation map.
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I11. ELEVATION MOMENT OF INERTIA

The elevation and distance are the most important
information when the elevation map is adopted as a
model for the environment. These two properties,
therefore, should be combined to design a new feature
for elevation map matching. In this research, we
propose an elevation moment of inertia. It means the
distribution of elevation along the distance from a
certain position of interest, as shown in Fig. 3. EMOI is
calculated using the elevation values of all cells within a
circular region of radius R. The EMOI calculation is not
affected by the orientation of a robot, which makes the
matching process simple and fast. The reference
elevation of an elevation map is not fixed. For example,
the elevation can be calculated with respect to a sea
level, start position, and so on. Therefore, the difference
in elevation, Ae, from the center of the region is
exploited, and the EMOI is defined as follows.

EMOI(X, ) :Irzde, forr<R 2

where (x,y) represents the center of the region at which
the EMOI is calculated, r is the distance from the center
to a certain cell of which the elevation difference is Ae,
and R represents the radius of the region of interest. In
this research, (2) is implemented in a real elevation map
as follows.

L 1&
EMOI(, j) == ) 1, Ag
()] nZk k

k=1
1 i+R"  j+R’ > > o
== > 2 Ip-)*+@-i)e(p.a)-el, ], (3)
N psiTR'g=j-R'

fory(p—i)%+ (- j)? <R’

where (i,j) represents the cell at which the EMOI is
calculated, e(i,j) is the elevation of cell (i,j) updated by
(1), and n is the number of cells within the circular
region of interest. R' is the radius of the region
expressed in the unit of grids. For example, if the size of
a cell is 0.1 m * 0.1 m, then 10 cells exist along a
distance of 1m, and thus R' is a rounded value of (10*R).
The term /(p—i)2+(q—j)? Iis the distance from cell
(i,)) to cell (p,q) and if this distance is less than R', cell
(p,q) is within the region of interest and it is used for
EMOI calculation. If the cell size is changed, the
number of cells used for EMOI calculation is also



changed and it affects the EMOI values. To eliminate
this effect, the result is averaged by division of n.

4 gion of interest

Fig. 3. Concept of elevation moment of inertia (EMOI)

Figure 4(a) shows the elevation map of the
experimental environment of 90 m * 70 m in size.
Figure 4(b), (c), and (d) represent EMOIs of all cells
with several values of R. The size of a cell is 0.1 m * 0.1
m and the resolution of elevation is 0.1m. A high EMOI
means that the distribution of elevation within the
region of interest changes substantially and is not
uniform. If the reference elevation map is given for
localization, the EMOIs of all cells can be calculated in
advance, as shown in Fig. 4, and it makes the matching
process very fast.

Elevation map

EMOI map with R=5m

(a) (b)

EMOI map with R=10m =  EMOI ﬁ‘mp with R=15m

(c)

Fig. 4. EMOI calculated from all grids of elevation map
with R =5, 10, 15 m.

IV. EXPERIMENTAL RESULTS IN
OUTDOOR LOCALIZATION

A particle filter is used for localization in this
research. A particle filter is one of the popular Bayesian
filters that can track the distribution of probability using
a set of particles. At each time step, the probabilities of
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particles are updated using a motion model and a sensor
model, and then the particles are re-sampled. The state,
a robot pose in this case, is represented by the weighted
sum of all particles. More detail on particle filter-based
localization can be referred to Thrun [5].

In this research, the EMOI is used as an observation.
To calculate the EMOI using sensor data, the local
elevation map is generated as shown in Fig. 5 by the
mapping method described in Section 2. As a robot
continues to move around, it senses the environment
more and more. Suppose a robot moves forward about 5
m. Then a circular region with a radius of 5 m around a
robot can be mapped sufficiently. The EMOI with R =5,
therefore, can be calculated from this local elevation
map, and the probabilities of particles are updated using
a sensor model. Then, the local elevation map is erased
and a new elevation map is built again to calculate the
EMOI at a different location. If the value of R for EMOI
calculation is small, an update by a sensor model is
frequently executed. However, the EMOI of cells may
be almost uniform in some environments because the
region of interest for the EMOI is small and only a few
obstacles may be within that region. If R for EMOI
calculation is large, many obstacles are considered in
calculating the EMOI, but an update by EMOI is
executed less frequently. Therefore, different values of
R can be exploited according to the environmental
characteristics.

Map by
1 scan set

..II'

(b)

Map by
10 scan sets

Map by

5 scan sets 4

Fig. 5. Building of local elevation map with different
scan sets.

Figure 6 shows the experimental results of particle
filter-based localization using the EMOI. The outdoor
environment is 70 m * 90 m in size and 20,000 particles
are used to find a robot pose globally with respect to the



reference map. The EMOI is computed for R =5 m and
thus the probabilities of all particles are updated about
every 5 m. During localization, a robot moves at a speed
of 0.3 m/s and all processes run in real-time on a Dual
Core 1.7 GHz notebook. Figure 7 shows the number of
particles and standard deviation of particle positions as
a function of travel distance. Though a robot pose is
estimated by correct particles in Fig. 6(e) and (f), they
converge and diverge slightly depending on the nearby

environment.
Local elevation map
built by 5 scan sets =
T -
mmand

Reference elevation map

Fig. 6. Experimental results of particle filter-based
localization using EMOI in outdoor environment.

20,000
] Fig. 11{a)-(d)
10,000 o Fig. 11(e)-(f)
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Fig. 7. Number of particles and standard deviation of
particle positions.

V. CONCLUSION

This paper describes a localization scheme with an
elevation map in the outdoor environment. To find a
robot pose, a local map built by the range sensor is
compared with the entire reference elevation map. To
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this end, a new feature for elevation map matching was
proposed based on the concept of moment of inertia.
The characteristics and performance of the proposed
feature, EMOI, were verified by a series of experiments.
From this research, the following conclusions have been
drawn.

1. The proposed EMOI applies the concept of
moment of inertia to elevation map matching. Each
position has its own EMOI, and the EMOI can be
exploited as a feature for finding a position.

2. The probabilities of all particles in the particle
filter can be updated by the EMOI, and a robot pose can
be estimated in real time during movement in the large
outdoor environment.

The EMOI is a scalar value and the whole
distribution of elevation in a certain region is
compressed into this scalar value. It can make local
tracking inaccurate as well as simple and fast. The local
peak near the travel distance of 40 m in Fig. 7 occurred
because of this situation. This is a weak point of this
proposed localization scheme using EMOI, and the
research on improving the performance of local tracking
is under way.
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Abstract: This paper studies a method how a robot can detect collision between the canister on the end-effector of a
robot and a pin of a slot in a rack of the vessel during operating the manipulator of an automatic cryogenic storing
vessel which can improve a ratio of survival of a cord blood. The cord blood is kept in liquid nitrogen in the cryogenic
vessel. The integrated robot control system for storing a cord blood is developed, which is based on mechanism of
SCARA robot. The robot manipulator consists of four axes. To overcome difficulty in detecting collision between
canister and the pin of the slot in cryogenic circumstances around -196°C, a collision detection algorithm for the robot
manipulator is proposed. To improve performance of the integrated system, the proposed algorithm for the collision
avoidance is applied to the end effecter of the robot manipulator.

Keywords: Motion control, Collision detection, Robot manipulator, Cryogenic

I. INTRODUCTION I1. DESIGN OF ROBOT

Many researchers recently have studied to extract The storing cord blood system consists of cryogenic
adult stem cells from umbilical cord blood and to vessel, robot manipulator, and control PC. Fig. 1 shows
implant embryonic stem in the body for improvement of inner space of storing vessel’s layer and the canister.
human life [1], [2], [3]. The cord blood is used to Each layer consists of 7 rings. The ring consists of three
usefully cure disease such as cancer. Therefore a storing racks. An outer rack has 270 ea slot pin. Middle rack
vessel of the cord blood in cryogenic environment is has 149 ea slot pin. Inner rack has 71 ea slot pin. The
important to keep a ratio of survival of the cell. Storing numbers of total slot pin are 3,430 ea. When storing the
vessel is divided manual type and automatic type. The cord blood, liquid nitrogen is filled up the top of the
ratio of survival is higher than manual type. Because of ring. The material of the ring and the canister is a
the ratio of survival, the automatic type is developed stainless steel. A ratio of contraction in z-axis is bigger
and has been operated even if the price of an automatic than x-y plane. Therefore we consider the contraction
storing vessel type is 10 times higher than the one of a for a direction of z-axis. So we propose the collision
manual type. In addition, because the work of picking avoidance algorithm for robot manipulator based on
the cord blood up by hand outside is frequent, the ratio collision detection algorithm using the position of z-axis.

of survival is low due to sudden temperature change.
We have been developed the automatic type previous
study [4]. A collision is occurred in previous study. This Bin:atrie
study is proposed the algorithm of collision avoidance
in cryogenic environment. Because of an electronic
sensor can not apply to the environment of liquid | = Canister

-
-

nitrogen. This study is accomplished that the method

Limit switch sensor

how a robot manipulator can detect collision between

the canister and the end effecter of robot manipulator. Fig.1. Pins of ring in rack and canister
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Fig. 2 shows the block diagram of robot manipulator
based on mechanism of SCARA robot [5], [6]. The link
of manipulators are consists of d 1,1 2,d 2,1 3,d 3,

and 1 4. The parameter of d_1 is height of storing vessel.

The value of | 2 add to 1 3 is a radius of major lid. The
parameter of 1 3 is a radius of minor lid. But the storing
vessel should be a sealed structure because of liquid
nitrogen is vaporization gas in the normal temperature.
Therefore, major lid and minor lid are designed using
the structure of the robot manipulator instead of upper
Table 1 is
manipulators. Transformation matrixes are as formula

cover. D-H parameter of the robot

(1). The material of the cryogenic vessel and the robot
manipulators were made of a stainless steel.

Fig.2. Block diagram of manipulator for SCARA

Table 1. D-H parameter of robot manipulator

(0] d a a
01 d 1 0 0
02 0 0 12
03 d 3 0 13
0 0 0 1 4
[cos@ -sing 0 0 cosd, -sin@, 0 [_2.cosd
sind coséh O 0 sin@, cos@, 0 1 _2.sing
4 0 0 1 4.1 4 0 01 0
Lo 0 0 1 Lo 0 0 1
[cos@, —sing 0 I_3.cosd, | 100 .'_W
sin#,  cosd, 0 I_3-sing 10 0
4, - A,
o 4] 1 d_3 o011 0
Lo (] 1 [ I (1)
cos(f + &, + &) -sin@+&+8) 0 (I 3+7_4)-cos(d +0,+8)+1_2-cos( + &)
= an(f + & + @)  cos(f + @ +8) 0 (I_3+!_4)sin(d +0 @)+ 1 2-sin(dh + )
o 0 0 1 d_1-d_3
0 0 o 1
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III. SIMULATION

The robot manipulator consists of four axes. Each
axis consists of a rotation of a major lid, a rotation of a
minor lid, a rotation of periscope and a linear motion of
periscope. Fig. 3 shows the rotation direction of each
axis. Motions of manipulators have three patterns for
storing. One is rotation motion by major lid and
periscope. Another is linear motion by combination of
three axes. The other is linear motion of z-axis by ball
SCrew.

Fig. 4 shows a simulation of dynamics using
OpenGL program. We know a position of the canister in
the storing vessel by the simulation. Fig. 5 shows
forward kinematic analysis and inverse kinematic
analysis using MATLAB program. Parameters of an
existing product were used for the simulation [7].

Maior Lid

e f

Unk Pegeee

Rol

Fig.5. Block diagram of MATLAB simulation



IV. COLLISION DETECTION ALGORITHM

Fig. 6 shows block diagram of a direction for storing
canister. If collision state is occurred, a contact of the
limit switch sensor is closed. Fig. 7 shows procedure of
a canister for storing procedure. We defined safety arca
for the robot manipulator. A rotation motion moved by
major lid for search a correct ring of address pin. The
collision detection algorithm was used for a linear
motion by combination of three axes.

Fig. 8 shows a view of the canister and the pin of the
slot in the rack. The ratio of contraction as the direction
of z-axis is bigger than the x-y plane in cryogenic
environment. Therefore we consider the control of
manipulator for the direction of z-axis. So we propose
the collision avoidance algorithm for robot manipulator
based on collision detection algorithm using the position
of z-axis. We used two parameters that are length of
linear move for the x-y plane and the status of limit
switch contact in the end effecter of the hook. Fig. 9
shows each case of the canister position. Case 1 is
normal operation. The collision detection is case 2 and
case 3. Case 4 is failure canister for storing in rack pin.

The relationship of each case is
- Casel
- Case2
- Case3
- Case4

: Normal linear motion and open contact s/w
: Short linear motion and close contact s/w

: Short linear motion and close contact s/w

: Open contact s/w and open contact s/w

Fig. 10
algorithm. The signal of the limit switch sensor and the

shows a flowchart of collision detection

position value of AC servo motor's encoder are used.
Each manipulator of servo motor is controlled by using
MMC board on the control PC. I/O port of MMC board
gets a signal of input for contact of limit switch sensor.

Direction of storing N
7:III
ij'l w
Canister End~ Z-Axis
effector
— ™
- 4

[Side view of canister and rack slot pin]

Fig.6. Block diagram of direction for storing
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V. CONCLUSION

The cryogenic vessel of containing liquid nitrogen
for the storing of the cord blood in the canister is needed
to precision control. We defined the position of the
canister by analyzing of kinematics. The ratio of
contraction in liquid nitrogen is bigger than in the air. It
is too difficult to measure using visual or other
To
overcome difficulty to detect collision between the

electronic sensors in cryogenic environments.
canister and the pin of the slot in the rack of the vessel,
the limit switch sensor was designed the hook of the end
effecter for robot manipulator. If the canister of the cord
blood to enter with abnormal location for storing, the
algorithm for the collision avoidance can be modified in
the normal location by operating of the limit switch
sensor. The canister of the cord blood can be store in the

normal position by using this collision detection method.
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Abstract: In this study, atrajectory tracking control method of a mobile robot moving along curved wall is proposed. To
move along curved wall, we use imaginary wall that is generated by distance between the mobile robot and the wall the
trajectory tracking control method consists of three control methods. The first one is a method that controls the maobile
robot to move along a wall maintained constant. The second one is a method that controls the mobile robot to move
along a wall in case of the wall direction changes. The third one is obstacle avoidance on a path. We developed a
mobile robot which has two-driven wheels and the laser range finder to confirm the proposed method.

Keywords: Mobile Robot, Traectory Tracking Control, Wall, Obstacle, Laser Range Finder.

I.INTRODUCTION

In recent year, differential type mobile robots have
been applied in not only a factory but also a hospital and
an office. For examples, a security robot for security
patrols in a building, a cleaning robot and an
information robot that works at a shop and an airport are
developed. To move these robots autonomously, it is
necessary to determine its own position and orientation.
Dead-reckoning by using an internal sensor such as a
rotary encoder and an external sensor such as a vision
sensor are used so as to determine the position and
orientation of the mobile robot. Many studies on the
dead-reckoning of the mobile robot have been proposed.
A position estimation method of a wheeled mobile robot
by integrating the informations in an odometric dead
reckoning and a laser navigation system (e.g., [1]), a
method of mobile robot localization on a Topological-
Geometrical map which permits inaccurate description
(e.g., [2]) are reported. But measurement errors of the
position and orientation of the mobile robot increase as
the distance covered increases in the locaization
method using the dead-reckoning.

On the other hand, a motion control method for the
mobile robot using an external sensor is studied. Sensor-
based navigation used a target direction sensor for the
mobile robot among unknown obstacles in work space
(e.g., [3]), long distance outdoor navigation of the
autonomous mobile robot along a curbstone (e.g., [4])
are reported.

©ISAROB 2010

152

When the autonomous mobile robot moves the long
distance, it often moves along the target such as the
guide tapes, wall and curbs. Kojima et al [5] proposed a
hierarchical vehicle control system of the mobile robot
along the wall. Their control system consists of a
desired signal generator of wheel velocities using two
laser displacement sensors and a wheel velocity
controller.

I1. Development of Mobile Robot with Two
Independently Drive Wheels

1. System construction
Curved Wall

Obstacle
Straight Wall

Mobile Robot

Laser Range Finder \

Fig.1 Mobile robot moving along wall and avoiding
obstacle

We develop a mobile robot has two independently
driven wheels shown in Fig.2 (a). The mobile robot has
one laser range finder in the front of the body, two
driving wheels on both sides and two non-driving
wheels in the front and in the rear. The system
construction of the mobile robot is shown in Fig.2 (b). A
DC servomotor with a reduction gear and a rotary
encoder actuates the driving wheel using a belt pulley.
The mobile robot is controlled by a notebook computer.
The DC motor which actuates the wheel is controlled by



a DA converter and a motor driver. A signa of arotary
encoder is measured by a counter board and sent to the
notebook computer. An angular velocity of whed is
detected by numerical differentiation of signal of the
rotary encoder.

| CardBus |

Counter
board

DC motor + Encoder
(a) Mobile robot (b) System construction
Fig.2 Mobile robot and system construction

2. Laser Range Finder

Figure 3 illustrates the 2-dimensinal laser range
finder which was made by Hokuyo Automatic Co, Ltd...
This sensor features compactness, lightweight, high
precision and low power consumption, and provides the
wide scan angle with high resolution, which is very
important for environment recognition by mobile robots

(eg. [6]).

Fig.3 Laser range finder "URG-04LX"

1. Wall Tracking Method for M obile Robot
using LRF

To move the autonomous mobile robot along the
wall require maintaining a distance between the mobile
robot and the wall constant, measuring a changing
direction of the wall and avoiding obstacles on a path.
In this study, the wall tracking control method for the
mobile robot follows some rules as below conditions.

® The distance between the mobile robot and the
wall is maintained constant.

® The mobile robot moves along a curved wall and a
changing direction of the wall.
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® The mobile robot avoids obstacles.

Desired
Trajectory

e

Wall

L1d

LRF s
IEI<—3—> P1
Pc

body]

wheel

Fig.4 Relationship between mobile robot and wall

S wall

1 £t

Fig.5 Calculation of the changing direction of wall

1. Control Method to Maintain the Distance
between M obile Robot and Wall Constant

Figure 4 shows a coordinate of the mobile robot and
the wall. The LRF is mounted on the center of gravity
of the mobile robot. The LRF can measure a precise
distance to atarget. A maximum scanning angle range is
270[degrees] and a resolution of the angle range is
0.36[degrees]. In this subsection, only a distance to a
perpendicular direction to the forward direction is used.
The distance to the perpendicular direction is s, and a
point of intersection between s; and the wall is P1. Here
a desired distance between the center of gravity of the
mobile robot and the wall is L4, a deviation to maintain
the distance between the robot and the wall is written as
follows.

5=8-Ly D)

Next, the wall is not necessarily straight. It is
difficult for the mobile robot to track not straight wall
by eg. (1). Then to estimate the changing direction of
the wall, a distance s, that inclines by ¢, relative to the
s, is measured. Assuming that the wall continues in



paralel to the forward direction of the mobile robot as
shown in the dotted line in Fig.5, a distance to the wall
in the direction of s, is expressed as following equation.

_ S
CoS¢,
If s, < L,y the changing direction of the wall is as
shown in solid line in Fig.5. When a point of
intersection between s, and the wall is defined to be P2,
an imaginary wall that connects P1 with P2 is generated
as shown in Fig.6. An angle of inclination of the
imaginary wall ¢ isexpress as following equation.

4m tan_l(sl =S, COS¢2J
S,8Nn¢,

To move the mobile robot track the wall, control
objectives are to bring 6 and ¢ to 0. In case of the
mobile robot with two independently driven wheels, §
and ¢ is able to bring to 0 by controlling the angular
velocity. Let At be a frequency of sensing, a desired
angular velocity of the mobile robot to move aong the
wall o' iswritten as follow.

0" =o(t)- (K, +K,;5)At ()
Let V¥ be a desired forward velocity, desired angular

velocity of right and left wheels o,", &' is expressed
asfollows.

2

2d

©)

1T

a)rref ~ RN ZRN Vref

(w] 1T m ©
R, 2R,

If the inclination of the wall changes as shown in
Fig.6 (s, > L,g), the angle of inclination of the imaginary
wall cannot be calculated. In that case, the mobile robot
can move along the wall shown in Fig.6 by setting ¢ to
0.

1 £h-

Pc

Fig.6 Relationship between mobile robot and wall
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2. Obstacle Avoidance

It is difficult to avoid the obstacle and dead-end in
the method of subsection Il1.1. Then, to avoid the
obstacle and the dead-end as shown in Fig.7, a distance
of forward direction s; is measured by the LRF. Let
L34 be a minimum allowed distance between the mobile
robot and the forward object. If s3 < Lag, the mobile
robot turns until s; > o Lgg. o is safety rate.

wall

| 4]

Fig.7 Obstacle and dead-end avoidance

3. Tracking Control

The mobile robot can move along the wall and avoid
the obstacle and the dead-end by using the proposed
method. But it is difficult to satisfy the tracking control,
the obstacle avoidance and dead-end avoidance
simultaneoudly. Then in this study, we introduce the
concept of the order of priority into the tracking control
method. Here, we place the first priority is given to
obstacle and dead-end avoidance, the second priority is
given to tracking control moving along wall. The
algorithm of the proposed method is shown as follows.

STEP 1: The distance to a perpendicular direction
to the forward direction s, the distance s, that inclines
by ¢ , relative to the s; and the distance of forward
direction s; are measured by the LRF.

STEP 2: If 53 < L3y, the mobile robot turn until s; >
o Lagthenreturnto STEP 1. If 53> L3y, go to STEP 3.

STEP 3: From eq.(2), $L,q is calculated. If s, < Loy,
the angle of inclination of the imaginary wall is
calculated from eq.(3). If s, > Lyg, ¢ is set to 0. From
€q.(1), discalculated.

STEP 4: From eqg.(4), the desired angular velocity of
the mobile robot & is calculated, the desired angular
velocity of the right and left wheels o, and o are
calculated by eq.(5).



IV. Experiments

To verify the efficiency of proposed method, this
section shows two experiments result. In first
experiment, one obstacle is placed on the path. In
second experiment, the path is dead end.

1. Experiment 1

Figure 8 shows the experimental environment
composed of the obstacle, the straight line wall and the
curved wall. A size of the obstacle is 0.5[m] x 0.5[m]
and the other parameters are as follows; V' = 0.2[m/sec],
Lig = 0.5[m], Lag = 0.6]m], At = 0.1]sec], t; = 26.0[sec].
From Fig.8, the mobile robot is able to move along the
wall and to avoid the obstacle. After the obstacle
avoidance, the mobile robot moves toward the straight
wall then follows again along the straight and curved
one.

2. Experiment 2

Figure 9 shows the experimental environment
composed of the obstacle, the straight line wall, the
curved wall and the dead end. Parameters are as
follows; V¥ = 0.2[m/sec], L1g = 0.5[m], L3y = 0.6[m], At
= 0.1]sec], t; = 37.0[sec]. Fig.8 the mobile robot moves
along the wall and avoids the obstacle. Therefore, the
efficiency of the proposed method is confirmed.

V. Conclusion

In this paper, we discussed the tracking control
method for the maobile robot moving along the wall.
This method consists of maintaining the distance
between the mobile robot and the wall constant,
estimating the changing direction of the wall and
tracking it with avoiding the obstacle and the dead-end.
To track the wall efficiently, we introduce the concept of
the order of priority into the tracking control method.
Finally, we demonstrate the effectiveness of proposed
method in actual environments.
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Vision-based Obstacle Avoidance System for Autonomous Mobile

Robot in Outdoor Environment.
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Abstract: In this paper, we propose the obstacle avoidance system on based vision sensor for an autonomous mobile
robot. For real-time turn angle correction, we obtain the state equation of a mobile robot from input-output continuous
data. Each individual image pixel is classified as belonging either to an obstacle or non-obstacle based on its color
property (HSI color model). HSI color model is less sensitive to illumination changes than RGB color model. Using
some conditions and the voting system, we choose the path area, the navigation point, and the turn angle. This method

uses a single color camera.

Keywords: Vision system, Autonomous mobile, obstacle avoidance.

I. INTRODUCTION

As to vision-based approaches to obstacle detection,
they basically can be divided into three classes. In the
first class, obstacles are extracted directly from 2D
images. Only one camera and only the image in the
current navigation cycle are used, with certain a priori
knowledge and predefined assumptions being
considered. In the second class of approaches, motion
information obtained from a sequence of images are
utilized to detect obstacles. The most popular
approaches in this class are based on optical flow. In the
third class of approaches, obstacles are detected using
stereo-vision techniques.[1]

Although the first class in general takes less
computing time and has better detection results than the
second and the third classes, in fact, it does not really
detect obstacles because obstacles are extracted directly
from the 2D image. Shadows on roads may also be
regarded as obstacles in this class of approaches. On the
contrary, in the second and the third classes, 3D
computer vision techniques are used to really judge
whether object on roads are obstacles, although more
computing time is required in these two classes than the
first class

In this paper, we propose an intelligent approach to
obstacle guidance in outdoor environments using a
single color camera.

We use subspace system identification algorithms,
calculate a state-space model form input-output mea-
surements of system. As the state-space model, we
predict the real wheel angle of robot. By the
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combination of wheel angle and velocity, prediction of
location can be computed.

Various color information on roads is used in this
paper to extract path and obstacle. For this, the HSI
color model is chosen, which is less sensitive to
intensity than RGB color model. To judge whether a
pixel is an obstacle or not, the histogram of the front
trapezoid is compared with one of the input image. The
process to vote the possible area as path, the path area is
extracted. We select the navigation point, turn angle
from the path area.

The remainder of the paper is organized as follows.
In section 2, subspace system identification algorithms
are introduced. In section 3, the details of the proposed
vision-based obstacle detection method is described.
The descriptions of the obstacle avoidance method are
included in section 4. Experimental studies from
simulation in section 5 and conclusion are presented in
section 6, respectively. The paper ends with reference.

I1. Subspace System Identification

1. State-space model
Subspace identification algorithms calculate a state-
space model from input-output measurements of a linear
system of the form

X, = A%, +Bu, +w,
Y, =Cx, +Du, +v,

M
@

where U, €R™ and y, e R' are the given
measured input and output sequences of the
multivariable system with m inputs and | outputs. The
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consecutive states x, e R" are unknown, as are the
(real) system matrices A, B, C and D of appropriate
dimensions. The sequences w, eR' and v, eR"
represent so-called process and observation noises,
respectively. The noise W, and Vv, are both assumed
to be stationary white Gaussian processes with zero-
mean and covariance matrices:

E{(\\I/v:j(w; v})}:{g 2}%20 o

50

yaw angle(degree)

Where 5() is the Kronecker delta function. O 10 15 20 22 30 3 a0 i
Time(sec)
A B o Fiﬂ )A(M} Fig.1 Input data(Steering wheeling angle)
C D *BCP[ Y Vi @)

“ N 2
_ A BIllX - Xivja
C Dy - Uisja

Where |{|- denotes the Frobenius-norm of a matrix[2].

E

Formidable as it may seem, subspace algorithms
manage to identify the order of the system n (the
number of difference equations needed to model the
data appropriately) and to calculate the matrices A, B, C,
D, Q, Rand S.[3]

A least squares problem to obtain the state space 200 . . . . .
matrices solve Eq. (5). 0 5 10 15 20 25 30 35 40 45

Time(sec)

Fig.2 Output data(yaw angle)

X; A B) X
[ YH—lJ _ (C D](U i j (5)
ifi ili 00 L L L MeasureLd and SImlJLIaled modte\ output L
Where U;

ji » Yii are block Hankel matrices with z00f 1

yaw angle(degree)

r r r

output data
— estimated data

only one block row of inputs respectively outputs,
namely Uy =(U; Uig - Ug,jq) and similarly for
Y;ji - This set of equations can be solved. As there is no
noise, it is consistent.

yaw angle(degree)

2. Modeling of robot
The system input is steering wheel angle and output
is vehicle’s yaw. Fig. 1 represents the input signal and - . . ) . .
Fig. 2 represents the output signal. A
We use the Visual C++ for data acquisition and use
MATLAB toolbox for data processing. By relation of
input data and output data, we solve the discrete-time
state equation.
Fig. 3 represents the estimation of system model
using the discrete-time state equation.

Fig.3 Performance of subspace identification

The discrete-time state equations in sampling time
T=0.01sec is the following (Eq.6).
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[0.016214 017667 —0.74701
A=| 012678 13821 -4.8858
042002 51668 11208
70.000086638 6)
B=| 0.0085629
| 00027416
C=[-1062.4 28312 —44.83]
D=0

I11. Obstacle detection method

The simplified version of our appearance-based
obstacle detection method consists of the following four
steps:

i)  Filter color input image.

i) Transformation into HSI color space.

iii) Histogramming of reference area.

iv) Calculation the back project of the histogram.

In the first step, the 320x260 color input image is
filtered with a 5x5 Gaussian filter to reduce the level of
noise.

In the second step, the filtered RGB values are
transformed into the HIS (hue, saturation, and intensity)
color space. Because color information is very noisy at
low intensity, we only assign valid values to hue and
saturation of the corresponding intensity is above a
minimum value. Similarly, because hue is meaningless
at low saturation, hue is only assigned a valid value if
the corresponding saturation is above another minimum
value. An appealing attribute of the HSI model is that it
separates the color information into an intensity and a
color component. As a result, the hue and saturation
band are less sensitive to illumination changes than the
intensity band.

In third step, a trapezoidal area in front of the mobile
robot is used for reference. The valid hue and intensity
values of the pixels inside the trapezoidal reference area
are histogrammed into two one-dimensional histograms,
one for hue and one for intensity. Histograms are well
suited for this application, as they naturally represent
multi-model distributions. In addition, histograms
require very little memory and can be computed in little
time.[4]

In the fourth step, the backprojection of histogram
puts the value of the histogram bin, corresponding to the
tuple in the output image, for each tuple of pixels at the
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same position of all input single-channel images (hue
channel, intensity channel). In terms of statistics, the
value of each output image pixel is the probability of
the observed tuple given the distribution (histogram).
The backprojection of hue and intensity histograms are
united by OR operation.

A pixel is classified as an obstacle if the value of
pixel is above the threshold in backprojection image. In
the current experiment, the threshold is set to 100.

a) b)
Fig.4 a) Input color image with trapezoidal reference
area b) output image

V. Obstacle avoidance method

The software of the obstacle avoidance algorithm
uses two queues: a candidate queue and a reference
queue. From the central line, we search a trapezoidal
area. A trapezoid area is stored in the candidate queue if
the two following conditions are satisfied:

i) The sum of the value at the inner pixel is below
the intensity threshold.

ii) The angle & of the nonparallel side and the
longer parallel side is bigger than 45 degree.

If a trapezoid is satisfied condition of the candidate
queue, all pixel of current trapezoid gain weight at
dimension of trapezoid. After trapezoid retrieval is over,
a pixel is classified a reference queue if the weight of
pixel is above the voting threshold.

The reference queue is chosen to path area. The
center point of the top horizon line is selected as the
navigation point. After the navigation point is chosen,
the turn angle 0 is calculated to be



()

Where NP: (U,,V,) is the navigation point, U, V
are width and height of image, respectively.

A o ,f'l“ | ::.,
. / | O A

Fig.5 Illustration of how the candidate queue is

chosen.

The turn angle 6 inputs Eq. (6) and gets the
predicted output data (the yaw angle of mobile robot) by
system state equation. Until the error of current angle
and destination angle is less than the past error, the turn
angle input four times. In the current experiment, the
intensity threshold is set to 5000.

V. EXPERIMENT

Fig. 6 shows some images and their results in
several complex road environments. Fig 6 (a) shows a
road image that include one red color area, which is
candidate queue. NP, (the naviga-tion point) is set to be
central and avoid lane that exist left side of image.

L5 ‘ool 32

> 3
e
) e
gg" o a

Fig.6 Experimental result
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Fig.7 Experimental result

The pixel of blue line zone has over weight than
weight threshold. As shown Fig.7, candidate queues of
the left side are being dropped, because pixel’s weight is
below the threshold. As a result, the right navigation
point can be calculated successfully.

VI. CONCLUSION

This paper presented a method for obstacle detection
and avoidance with a single color camera. The method
performs in real-time and provides the path area, the
navigation point, and the turn angle. Using the system
state equation, the turn angle is closed to the destination
yaw angle gradually. The system can be trained and has
performed well in outdoor environments.
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Abstract: In this paper, a new localization approach for a team of robots which utilize emergent properties of their
formation is proposed. At times, some of such a synchronized behavior generates spin-off effects that include
geometric patterns on them. Therefore, it seems to be a reasonable question whether it is possible to utilize the pattern.
Firstly, the authors discuss Takayama's control strategy which is proposed for target enclosure formation, which is a
typical formation for Robocup. Then they propose a simple and useful expansion of Monte Carlo localization to utilize
the emergent pattern of this formation. The proposed algorithms are confirmed by a series of computer simulations.

Keywords: Distributed Robots, Swarm Intelligence, Particle Filter

I. INTRODUCTION

Localization is an important issue for mobile
robotics. It requires to integrate a set of observed data
captured by different sensors. Bayesian approach is one
of the major approaches which sets up probabilistic
mathematical framework. Particle Filter is a non-
parametric probabilistic Bayesian approach which is
adequate for non Gaussian distribution of particles.
However, it needs larger amount of computational
resources than others. Generally, localization accuracy
is depended on robot’s behavior and task so on.
Therefore, when a robot cannot manage sufficient
computational resource for its localization by itself
multi robot cooperation seems to be a hopeful direction.
However, current multi robot cooperation for
localization methods indicates poor scalability.

In this paper, we discuss a new multi robot
localization approach which complements this weakness.
We assume that robots already know their collective
behavior which are emerged while they are at work.
Collective behavior is a bottom-up phenomena, for
example, Mexican wave. Generally, the phenomena is
more stable, the larger the group size is. Therefore, it
can be possible to make a new cooperative localization
approach by using this property which works well when
the group size is large. In this paper, we show an good
example and formulate its ability.

This paper is composed as follows. Firstly, we
explain Takayama’s target enclosure scheme which is
adopted as their work to generate collective behavior.
Also Monte Carlo Localization is explained which is the
algorithm to estimate a robot’s position. Then, a new

multi robot localization algorithm is proposed. Then, the
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results of a series of computer simulation verify this
idea. As a result, the proposed algorithm can use target
as a new landmark with 1/4/n times small variance.

Fig.1. Takayama’s Target Enclosure: dynamics

II. COOPERATIVE LOCALIZATION

2.1. Particle Filter(MCL)

A bunch of sensor fusion methods are introduced.
Multisensor fusion method based on particle filter is
called as MCL(Monte Carlo Localization).

MCL is an implementation of Bayes Filter which a
set of particles are used for representing probability
distribution. Let’s suppose current time is t. The set of
particle at t is

Y

Fig.2. Takayama’s Target Enclosure: rules



1 ,.[2]
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X, =X, X, X

t

(D.

Each particle represents a hypothesis about state of its
robot. Here, a hypothesis means robot’s position and
direction in 2D space, namely (x,y,0).

The a set of particle is updated by the step. A single
update procedure is composed the following 3 sub
procedures.

Stepl) sampling

[m]

The new particle set X,

[m]
-1

is generated by the last

particle set X,_,' and the control signal at t u,. We

supposed that each robot has crawler so that x,[m] is

calculated by [2] and u,=(v,w). The set of new
particles are called as

Step2) Evaluation

In this step each particle of , is evaluated. The

likelihood of each particle wim] is calculated. Let’s
suppose there are J landmarks on map L, which location

is known. The Wim]

is calculated by the probability

p(z|x"™,L,) of observing z=(r,¢) about j-th
landmark L;(I<j=<J) when it locates x,[m] as
follows.

W% = prob(r - 7)- prob(@ - ) @)

where (7,¢) is the true valu of j-th landmark L; and

prob indicates a error function.
Step3) Resampling
The new set of particle y, is generated by , We adopt
roulette selection. The selection probability of m-th
particleis w;"".
2.2. Particle Filter(MCL)

A bunch of sensor fusion methods
[1].

distance[3], rendezvous probability[4] transmitted are

based on

Bayesian approach are introduced Relative
utilized for new evaluation criteria of equation (2). [5]
proposes a camera system which uses transmitted
particle for new candidates. It works well but all of
these previous works supposed that each robot can
identify all other robots. It makes serious problems
when robots move fast and when they work in closed
order. Basically, larger number of robots there are in a
team, it makes harder to recognize a particular

teammate.

III. THE PROPOSED ALGORITHM

3.1. Collective Behavior and Bottom Up Properties

By the above summary the following idea comes up
naturally. If some properties which get more reliable as
increase of the number of robots are utilized, the robots
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can expect more accurate localization by using
equation(2). Generally speaking, collective phenomena
is occurred when many objects interact, for example,
jam, Mexican wave. As known well, it is more difficult
to emerge such character when the number of people in
stadium is small so that this collective phenomena
seems to be a good candidate for the robust property for
localization of dense robots. For this purpose, we
assume the following. Normally, these phenomena
occur by chance and it is not intentional act. However,
in this paper, we suppose that all of robots agree that
they take some action to generate such collective pattern.
More over, all of them know the bottom up pattern
before hand.

3.2. Target Enclosure Behavior
In this paper, target enclosure behavior proposed by
takayama [6] is adopted in exemplification of this new
multi robot localization framework. Takayama proposes
interesting simple rule for target enclosure in 2D plane.
Let’s suppose that n nonholonomic robots try to enclose
a target at origin (see Fig.1). These robots are numbered
counterclockwise. They propose the following control
method.
v, = JB;
w; =v;/F—kcosa,
The P ,

i

speed V;, and angular velocity respectively. This rule

3)
“)

v, and @, denote i-th robot , its control

uses 2 angle information, «;, f;(see Fig.2) and relative
distance to the target. k,f >0 are gain parameters.
According this rule, the robots form a circle path around
the target(see Fig.3).

Robot Taget

Fig.3 a scene of the target
enclosure behavior. (i) An
initial state

(i1) A convergence state

Therefore, the following characteristics could be
observable when this circular formation succeeds.

(E1) the relative distance to the target should be kept 7 .



(E2) the relative angle Q; to the target should be kept
7 /2 (by tangent line theorem).
(E3) the relative angle to its neighborhood should be

equalized.

Y

P, |72

@\
-

L V.Lr
r |

\/"’0 X

Fig.4. The proposed algorithm

Landmark Landmark

Landmark Landmark

Fig.5. The simulation environment

3.3. Proposed algorithm
By these 3 information, the localization algorithm is
proposed(Fig.4). This algorithm composes of 3 stages.

Firstly, each robotP, deduces its position xi; by

[m]

average of its own particles xi,

. Next, by transmitting
the deduced position each other, the position of target
T, is estimated by averaging the set of position of them,
namely 7, -1/nsxi, -

At the third step, in MCL, the particle xE”’] is

evaluated by this information about the target and its
observation Z, more than the landmark information , .

W™ = prob(T, - ) prob(T, - 7 /2) (5)
- prob(r =) - prob(¢ - (13)

T, =T, -2+ (T, - )’ ©)

T¢ = atan2(Ty -yT.,-x)-0 (7
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where T, is the distance to the target when P, locates

at x,[m], and T, indicates the angle to the target 7,

[m]

when P isat x, .

IV. EXPERIMENTS

4.1. Accuracy of the target position

Our algorithm consists of 3 steps, and the first 2 steps
estimates the target location by averaging of all of
robots position. Firstly, the results of estimation of the
target location are shown(Table.3.2).

We build the simulation (see Fig.5). Each robot is
simplified as a 40cm diameter cylinder. The 12m x 12m
rectangle field is surrounded by the same shape objects
as wall. There are 4 landmarks at each corner of this
field. At the center of the field, the target is set. The 7
sets 3m. All sensors installed at a robot contains realistic
nose. Any measure of the distance suffers Gaussian nose
with variance of Im N(0,1.0), on the other hand,
N(0,0.01rad) Gaussian noise comes to be mixed in any
measure of angle.

Fig.6 shows the error of the estimation of target
location by the proposed method (blue) and the error of
the estimation by an isolated robot (red). The x axis
means the time progress (step). Table 1 shows the
statistic of the result.

Fig.6 says that the proposed method can estimate the
target location more accurate than that of a single robot.
Additionally, this method can provide the good quality
information immediately on starting to enclose the
target.

The estimation of target location is average of
members’ location. Therefore, the improvement seems
to be getting large as the increase of the number of
robots. Let’s suppose that the standard deviation of error
of distance to one of landmark is o,. Also oy and
oy denote the standard deviation of error of
localization of a robot and estimation of the target,
respectively. An isolated robot uses landmarks only to
estimate its position so that

oy =0, ®
If each of the above estimation is independent, GTZ
can be written as follows,

2 1 2
Op” =—2X0y
n

).
Then, we get

oy =0y /n (10)



Therefore, we can conclude that the proposed method
can provide a 1/ n time more stable target location
estimation than that by a single isolated robot.

Table 1 shows the results of that by a single robot (left
column), by 5 robots team(the center column), and 8
robots team (the right column). o, of single robot is
0.5004. On the other hand, o, of 5 robots team and
8robots team are 0.2323 and 0.1836 respectively. These
results about the improvement fit the above discussion
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Table 2. The statistics of the estimation error of robot

location.

(meter) an isolated the the
robot proposed(5 proposed(8

robots) robots)

error average 0.3356 0.2618 0.2574

deviation of

error 0.021274 0.021094 0.023420

the worst

error 0.9005 0.9856 1.0394

the best

estimation 0.0069 0.0023 0.0053

because l/w/g =0.4472 =

0.4642=(0.2323/0.5004)

and 1/w/§=0.3535 = 0.3669=(0.1836 /0.5004)
Therefore, the proposed algorithm in n robots can
estimate the target location with o / n deviation.

4.2. Accuracy of Proposed localization Algorithm

Finally, we show the total performance of the
proposed method. 7 =3m. A simulation runs 3000 steps.
Table 2 shows the statistics of the robot’s location
estimation error of the last 2000 steps. The left column
indicates localization error by a single isolated robot.
The center and the right column mean that by 5 robots
team and by 8 robots team, respectively. The 5 robots
team can get better estimation (0.2618 m) than that of a
single robot.(0.3356 m) Moreover, the 8 robots team can
get more better estimation than that of 5 robots team.

alue [m]

ce from the true v

istan

Di:

T T T 1
1500 2000 2500 3000
Number of loop [n]

T T
500 1000

Fig.6. The error of the estimation of the target location
by the proposed method.

Table 1. The statistics of the estimation error of the
target location by the proposed method.

(meter) estimation by | the proposed | the proposed
an isolated by 5 robot by 8 robot
robot team team

€rTor average 0.5004 0.2323 0.1836
deviation of

error 0.311 0.124 0.111
distribution of

error 0.097154 0.015556 0.012502
the number of

samples 3000 3000 3000
the worst

error 3.1432 0.7945 0.9241
the best

estimation 0.0243 0.0011 0.0023
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V. CONCLUSION

In this paper, we proposed a new multi robot
localization approach by using collective behavior
which are emerged while they are at work. The results
of a series of computer simulation based on Takayama’s
target enclosure scheme verify this idea. Then this
cooperative localization approach by using this bottom-
up property which works well. Especially, the proposed
algorithm can use target as a new landmark with 1/ \n
times small variance. Therefore, we hope that this
framework could complement the low scalability of
traditional multi robot cooperative localization.
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Abstract: Statistical algorithms for collaborative multi-robot localization have been proposed using particle filter. In
these algorithms, with synchronizing each robot’s belief or exchanging particle of robots each other, fast and accurate
localizations are attained. These algorithms assume correctness of recognition of other robots, and influence of
recognition error is not discussed. However, if the recognition of other robots is wrong, a large amount of error in
localization may occur. This paper explains this problem. Furthermore, an algorithm for collaborative multi-robots
localization is proposed to cope with this problem. In the proposed algorithm, particles in a robot are sent to other
robots according to measurement result in the sending robot, at the same time, some particles remain in the sending
robot. Received particles from other robots are evaluated using measurement result in the receiving robot. The
proposed method is tolerant to recognition error by remaining particles and twice evaluations of exchanging particles in
sending robot and receiving robot, and if there is no recognition error, the proposed method increases accuracy of
estimation by these twice evaluations. These properties of the proposed method are argued mathematically. Simulation
results show that mistakes of recognition of other robots does not cause serious problem in the proposed method.
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group are moving, robots in another group are stationary

I. INTRODUCTION
as landmarks.

Localization of mobile robot using sensors is On the other hand, there are methods by unifying
considered to be one of the most important problems in localizations of robots. In these methods, first, each
mobile robotics, and probabilistic methods have been robot localizes own position independently without
proposed [1]. Probabilistic methods are expected to be information of other robots, and then localization
robust for sensor noise or some inappropriate sensor information of robots are exchanged and unified. Using
information. The Kalman filter and Monte Carlo Kalman filter, Bahr et al. [11] propose a method for
Localization (MCL) are widely used for probabilistic cooperative localization. This method combines
localization [1]. These are based on Markov localization multiple estimations. In general, Kalman filter assumes
[2],[3],[4].[5]. MCL uses particle filter that consists of the distribution of noise to be Gaussian. In particle filter,
possible positions of a robot [6],[7],[8]. there are few assumptions about distribution of noise. In

In a multi-robot system, each robot can recognize this paper, robot localization problem using particle
other robots as mobile landmarks for localization and filter is discussed.
know relative positions of other robots by using sensors, Fox et al[l12],[13] propose a method for
and each robot can know the estimation results of collaborative multi-robot localization using particle
locations in other robots by communication. In this filter. In this method, each robot’s belief is synchronized
situation, the accuracy of localization may increase and whenever one robot detects another. With this
the calculation time may decrease by collaborating collaboration, faster calculation and higher accuracy of
information of robots. For example, there are such localization is obtained. Gasparri et al. [14] propose
collaborative methods by using geometrical group another method, in which particles and sensor
configuration of robots. Nakamura et al.[9] propose a information are exchanged if these weights exceed a
localization method for mobile robots using geometrical threshold.
constraints of observed robots and landmarks in the In these probabilistic collaborative — multi-
environment. Also, Kurazume et al. propose CPS localization algorithms using particle filter, recognition
(Cooperative Positioning System) [10]. In CPS, robots of other robots is assumed to be correct, and influence
are divided into two groups, and while robots in one of recognition error of other robot is not discussed.

However, recognition of other robots is difficult in some
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cases. For example, in a case that a robot recognizes
other robot using laser range sensors and shapes of
robots are similar, it is difficult to distinguish robots.
This may cause a serious problem for localization. This
paper discusses this problem.

To cope with this problem, a new algorithm for
probabilistic collaborative multi-robot localization is
proposed. In the proposed algorithm, particles in a robot
are sent to other robots according to measurement result
in the sending robot, at the same time, some particles
remain in the sending robot. Received particles from
other robots are evaluated using measurement result in
the With
localization results are expected to be tolerant to

receiving  robot. remaining  particle,
recognition error of other robot, and with twice
evaluation of exchanging particles in sending robot and
receiving robot, high accuracy is expected. These
of the proposed method are

properties argued

mathematically and confirmed by simulation in this
paper.

II. OUTLINE OF SOME CONVENTIONAL
ALGORITHMS FOR COLLABORATIVE
MULTI-ROBOT LOCALIZATION

First, the outline of MCL without collaboration is
presented [1]. Here, the only one robot is considered.
MCL is a probabilistic method and uses particle filter to
represent the probability of location of robot that is
called belief. Belief is the probability bel(x,) =
p(x, |u,,z,), where x is the location of robot at the
time ¢ and x,=(x,),,6,)  u,is input data such as
behavior of robot, and z, is measurement data by
sensors of robot. Precisely, there are two types of belief,
that is, prior belief and posterior belief. pe/(x,) means
posterior belief and prior belief is denoted by bel (x,) -

Particle filter
distributions by particles. Current set X, of particles is

represents above  probability
obtained as follows. For each particle x*)eX,
(1<k<M), another set X, of particles is made
the
X represents prior belief pe/™(x,) , expressed by
X, ~bel (x,) . For each x®eX (I<k<M), a
weight w* = p(z, |xV) is calculated according to

according to motion model p(x, |u,,x")

12 -1

measurement model p(z, | x,)-

Finally, M particles are selected randomly from
X, with probability proportional to its weight, and X,
consists of these M particles with X, = p(x,|u,,z,) -

Fox et al. [13] have expanded algorithms for multi-
robot by using this MCL. They denote N is the number
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of robots, ¢, is the data gathered by robot ; and x,
is the location of robot n. d, consists of odometry
measurements, environmental —measurements and
detections by robot ;. When robot ; recognizes other
robot ;, information about the location of robot ;i
relative to robot ; is sent to robot ; from robot ;,
and bel(xi’t) is calculated as below.

bel(xi,l) = p(xi,l |di,1)p(xi,z |dj,[)

=p(x,, |d,,) f p(x, X, )p(x,, 1d,, Ddx,,, (1)
where T is a detection variable showing relative
position of robot ; fromrobot ;.

Gasparri et al. have proposed another algorithm for
collaborative multi-robot localization [14]. Particles in
each robot are exchanged if these weights exceed some
threshold, under the assumption that recognitions of

robots are correct.

III. THE PROBLEM OF RECOGNITION
ERROR OF OTHER ROBOTS

The
localization methods assume that recognition of a robot

conventional  collaborative = multi-robot
from other robot is correct. That is, the robot number of
robot i isrecognized as i correctly fromrobot ;. Ina
multi-robot system, many robots with the same shape
are used. In that case, recognition of a robot from other
robot is difficult. In the case that initial positions of all
robots are known, a robot can recognize other robots by
tracing positions of other robots successively using laser
sensors of the robot. However, if other two robots are
very near, these robots cannot be distinguished by the
robot and recognition of other robots may fail.

In the method proposed by Fox et al., probabilities
of localizations of robots are collected and multiplied
and the probability of localization of a robot is obtained
as (1). However, if recognition of a robot from another
robot is wrong, collected probability from wrong
recognized robot may be very small and the probability
of localization of a robot is also very small. In (1), if
robot i’ is recognized as robot i incorrectly, bel(x,,)
= p(x,, |d,)p(x,,|d,,) and this may become very
small.

In the case that the recognized robot location is far
from the correct robot location, the probability of
localization may be almost zero. In this case, the
probability of location cannot be calculated correctly
and estimated location of a robot may be very far from
the correct location and this causes a serious problem.

In the case that the recognized robot location is near
to the correct robot location, the estimation error of



location is not very large. However, as the distance
between the correct robot location and the wrong
recognized robot is larger, the estimation error of
location becomes large.

IV. THE PROPOSED ALGORITHM

To cope with the problem described in the previous
section, a new algorithm for collaborative multi-root
localization is required. Recently the accuracy of laser
range sensor is very high, therefore we assume that
there is no error about measurements for relative
position from a robot to another robot. Additionally, we
assume that there is no communication delay between
robots. In the proposed algorithm, particles of robots are
exchanged. Some particles are selected according to
their weights determined by perception using sensors.
Selected particle are sent to another robot and weights
of these particles are evaluated again by using sensors
of another robot. These particles are evaluated twice at
sending robot and receiving robot. Some particles
remain in the sending robot. If detection of another
robot is wrong, weight of received particle is very small,
and detection error is not harmful for localization by
using remained particles. If detection of another robot is
correct, weight of particle is evaluated in two robots,

and improvement of accuracy of localization is expected.

The number of robots is assumed to be N . Robot
has a set of M particles X, =/x x{?,..,x{}" } at the
time ¢
where X = (xin yi’Hi)‘

In the
represents bel”(x,,) that is

which represents bel(x,,)=p(x,, |u,,,z,,) »

same way,

X, ={x0h X0 xi )

X, ~be[ (x ) A weight
thatis, wl) = p(z,, |4).-
The relative position of robot ; from robot i can

of —“‘) is denoted by w

be represented as s, = (x,p yij’gij) , and ideally X, =

X, +8,- is assumed to be correct and

P(X,- \ Xi’si/') is assumed to be Dirac delta function, then
p(xj |ui9Zi’sij = 5(", —(x; +sij))p(xi lu;,z,)dx,

=p(x;—s; |u,z). 2)

In robot i, (1-p,)M /(N —1)particles (0< p, <1)

are selected from X, according to their weights.

In this paper, S;

These particles are considered to represent
i <(k)
P(Xi,r |ui,t’zi,t For each selected particle X,
S — (k) i 5 < ()
&) =% +s,, is calculated. The set % of these §0f

represents p(x,, |u is sent to

it> /t’ yt) Then Xij,t

robot ; from robot i. In the same way, robot i

receives a set g of particles from robot ;. The

number of received particles in robot i is (1- p )M -
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Whereas a set R, of M particles remains in robot i,
which are selected from X, according to their weight.

In robot i, a weight for each received particle is
calculated according to the measurement model.
Particles remained in ; and received particles are
collected as the disjoint union : y — g UU X

M particles are resampled from X, accordlng to

its weight, and g, , is produced. g, represents
current position of robot ;.
Probabilistic property of the proposed method will

be discussed mathematically. In probabilistic expression,
/\7[,, ~ 77[Po p(xn ||1”,Z”

it |ll e tt)p(xtt| /I’Z/,ﬂs/'i,l)]a

3)

=i
where is the normalization coefficient for probability
distribution.

When abilities of sensors of robots are almost the
same and relative position of robots ;’s from robot ;i
are estimated correctly, the second term of (3) have
smaller standard deviation than that of the first term of
the equation and the estimation of position of robot i
is expected to be more accurate than the original

estimation.

For example, p(x,, |u,,.z, and
px;, |u,,.z, .s,) are assumed to be normal
distribution with mean value being true value

(37,0, for the location of robot ;.

p(xi,t | uij’ Zi,r) =7 exp[_i(xi,r - X/'J)zi (Xi,t - f‘i,t)r } ’ (4)
where 7 is normalization coefficient and ¥ is the

A
Xir =

covariance matrix assumed to be a diagonal matrix

Y, =diag{c’,c},;’}  with  diagonal  elements
’ o7, u,and
POs, uyz,08,,) = exp|— (%, %)%, (%, —.)" [,

where 7 is another normalization coefﬁc1ent and 2

is the covariance matrix assumed to be
X, =diag{c},,05, 15 }-

Then, px,, |u,.2,)p(x, |u,,.2,,5,,) =
nexp{—%((x” 2)E +ED(x,, gi,t)rﬂ and  the
covariance matrix is ! +z;i1)*1 =
diag{ (0' +o"2) (o"z+o’2) (ﬂ, +ﬂ,,) } Since

(0,7 +0;/)" <o}, the standard deviation of the second
term of (3) becomes smaller than that of the first term,
and the localization is expected to be more accurate.

and M=y
ol -2 2N-12
deviation becomes (o;* +077)"* ~ 0, N2

Especially when o,~0; standard

Now the problem of the previous section is
discussed in the proposed algorithm. Robot ;i detects



another robot ; by using sensor. We consider the case
that robot j is recognized incorrectly as robot ;'.

Proposed method works well under these conditions.
If there is a recognition error of robot as above, the
corresponding summand in the second term of (3)
becomes p(xi,t | ui,t’Zi,l)p(Xi,t | uj,l’Zj,l’Sj'i,l) and may
be very small. Then, remaining parts of the equation (in
the case all recognitions are wrong, only the first term
p(x,, |“,-,nZ,-,,)) are not small and correct estimation is
done from the remaining part. This can be seen as below.
p(xi,l | ui,l’ Zi,l) and p(xi,l | uj,t’zj,l’ Sj'i,l) are assumed
to be normal distributions as above (4),(5). But in this
case, from (2), p(x,, v, .z, ,,8, )= p(X,—s;|u,z,)=
nexpl—3 (X, =%y )Z i _I(Xu ~%y.)' ), Wwhere g, =
)A(,',,—()A(‘,;;—f(jg,) = ()2/,7': )A/i,'/" éz_]/) If Zji ~ Zi > and 2i is
assumed as above,

p(xi,t |ui,t’zi,t)p(xi,t |uj,t’z/',t’sj'i,t) ~
nexp| =3/ ((x,—2) +(x,—£,)")0,” + (v, =) +
(y,- - J;U]’)z)gfz + ((0, _9",_)2 + (9; _éw')z)/u;z }]

= nexp[_%{()%j' _)%j)z 0-;2 + (JA}, - j}j)z 0-;2 + (éj’ _é‘/)zﬂfz }]

The last inequality is obtained from the inequality
(@’ +b*)>1L(a—b)* for arbitrary real numbers g,b.

In the case that wrong recognized robot ;' is apart
from robot ;. (%,-%)*, (§,-5,)> becomes very
large, hence p(x, |u,.2,)p(x,, |u,,.2,,5,,) becomes
very small.

V. SIMULATION

The effectiveness of the proposed method is
confirmed in this section by computer simulation. Each
robot knows the precise locations of landmarks and
makes a map of the field. Behaviors of each robot are
assumed to be two : straight moving and pivoting
(rotation in place). One of these two behaviors is
selected randomly in each time. In this experiment, five
robots are used.

The comparison result of the proposed method and
conventional MCL without collaboration is shown in
Fig. 1.
particles and the vertical axis shows the estimation error

The horizontal axis shows the number of

between estimated location and true location. In this
simulation, there assumes to be no recognition error of
robots, and p =0.85. Simulations are executed with
150 trials. Lines without markers show the results of
conventional estimation. Lines with markers show the
results of the proposed method.
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Fig.1. Estimation error and number of particles

Average of estimation error of the proposed method
is better than that of conventional method. The proposed
method than
conventional method for attaining the same average of

needs less number of particles
estimation error. For example, seeing the horizontal line
of estimation error 30cm, the number of particles
required for attaining the average of estimation error
less than 30cm is approximately 90 in the proposed
method. However, that number is approximately 1050 in

the conventional method.
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Fig.2. Estimation error and recognition error

The relation of estimation error and recognition
error probability is shown in Fig. 2. The number of
particles is 320 and p,=0.85 as before, and the
150. The
probability is varied between 0.0 and 1.0. As an

number of trials is recognition error
implementation of recognition error of other robots at
robot ; in the simulation, a wrong robot ;' is

selected randomly except robot i and the correct robot



j - Particles for exchange are sent to robot ;' instead
of robot ;.

In Fig. 2, vertical axis shows estimation error and
horizontal axis shows recognition error probability. The
horizontal line with 31cm shows the estimation error of
conventional MCL without collaboration in the case that
the number of particles is 320.

When there is no recognition error of robots, the
average of estimation error is 25cm and minimum
among all recognition error probability. When all
recognitions of robots are wrong, the average of
estimation error is 34cm and maximum. Even if
recognition error probability is 95%, estimation error of
the proposed method is better than that of conventional
MCL without collaboration. This result shows that the
of
localization by collaboration, unless recognition error

proposed method improves estimation error
probability is almost 100%.

These simulation results confirm the effectiveness of
proposed method under the condition of existence of

recognition error of robots.

VI. CONCLUSION

In this paper, the problem of recognition error of

robots in localization of multi-robots has been discussed.

The discussion has shown that if the recognition of
other robots is wrong, a large amount of error in
localization may occur. Then, a new algorithm for
collaborative multi-robot localization using particle
filter has been proposed to cope with this problem. In
the proposed method, particles in a robot are sent to
other robots according to measurement result in the
sending robot, at the same time, some particles remain
in the sending robot. Received particles from other
robots are evaluated by using measurement result in the
receiving robot. The proposed method copes with
recognition error by remaining particles in sending
robot, and increases accuracy of estimation by twice
evaluation of exchanging particles in sending robot and
receiving robot.

By simulations, estimation errors of localization of
the proposed method and conventional MCL without
collaboration have been compared. From the simulation
with recognition error, even if there are many
recognition errors, estimation error of the proposed
method is better than that of conventional MCL without
collaboration. From the simulation without recognition
error, the accuracy of localization of the proposed
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method is better than that of the conventional method, if
the numbers of particles are the same. In addition, the
proposed method needs less number of particles than
the conventional method for attaining the same accuracy
of estimation, and this shows that the execution time of
the proposed method can be faster than the conventional
method with the same estimation error.

From these results, the proposed method is tolerant
to recognition error and accurate for multi-robot
localization.
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Abstract: In the application of a mobile robot, we generally pay more attention on the navigation. In this paper, we
study the visual based navigation for a mobile robot. We assume that we set the moving trace with some simple marks.
Based on the image processing, the robot can extract the moving trace and realize self-location. At the same time,
combing with some logic algorithms, the robot can reach the target point. Here, we try to find how to extract the visual

signal from the simple continuous landmarks.

Keywords: Image processing, Navigation, Mobile robot.

I. INTRODUCTION

Navigation is the important part to develop a mobile
robot. After we complete the development of the
fundamental functions, such as the basic motor control
etc. We will consider how to make the robot reach
specified target. Till now, many solutions have been
developed for the navigation. Considering the reliability
and repeatability, we pay more attention on the visual
navigation.

For the visual navigation, the robot uses the visual
signal to control navigation. The robot captured the
images with the CCD camera. By special image
processing technique, the target signal is extracted. That
means the target signal is important for the visual based
navigation. But it is not easily to extract the target signal
under any environments based on present image
processing techniques. This is because the background
is always changed when the robot is moving.
Sometimes, some objects similar to the target will
appear in the background. The robot will make mistakes
if the algorithms are not robust enough. Moreover, the
lighting conditions are changed as the robot moves.
Most of important, some landmarks will be missed if
the robot move at different speed. In view of those
problems, there are many things to be studied before the
robot can realize reliable visual based navigations.

In this paper, we pay more attention on the route
extraction. We assume that we set the moving trace with
some simple marks based on our requirements. The
route works like the continuous landmarks. By the
image processing, the moving trace will be extracted
and the robot can realize self-location. Moreover, it will
also know the moving target. We will introduce how to
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extract the guideline from the common guideline
settings. And we will also introduce how to mark the
cross points, the horizontal line and vertical line. After
the robot obtain those information, combined with some
logic algorithms, we hope the robot can realize self-
location under some simple environments settings.

I1. ROUTE PLANNING

For the navigation, it is necessary to perform route
planning first. In real applications, generally we will
meet following route planning.

Figure 1 Route format sample 1
In format sample 1, we only set the route simply. It
is also the common setting for general applications. In
this case, the robot has to recognize the crossing point
automatically.

Figure 2 Route format sample 2
In format sample 2, the crossing points are
intentionally separated from the vertical line and
horizontal line.
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Figure 6 The result of the sample 3
In this process, we mark the vertical line, horizontal
line and crossing point of different formats with
different color.

Figure 3 Route format sample 3

In the format 3, it is a little different from sample 2.
Here only the internal crossing points are considered.

In the real applications, we will design various
routes based on the requirements. But for the robot, it is
necessary to separate the vertical line, the horizontal IHl. EXPERIMENTS
line and the crossing points. After the robot obtains
those information, combining some sign landmarks, the
robot will gradually realize the self location.

Considering the geometric information of the route,
we can separate the vertical line, horizontal line and
crossing points. The results are shown as followings.

The structure of our mobile robot is shown in figure

Figure 7 The structure illustration of the mobile robot
In the navigation development of our mobile robot,
Figure 4 The result of the sample 1 we only use tr.m: visual signal to c.ontr-ol the robpt to
reach the specified target. The navigation route is set

- _ - with the continuous landmarks.

. . . . Till now artificial landmarks of red/yellow circle,

_ _ _ triangle, cross and guideline were developed. Under

normal lighting conditions, these landmarks can be

recognized accurately. But under poor lighting or strong

- _ - reflection conditions, because there were not enough

pixels that can be extracted from the image taken by the
- _ - CCD video camera, sometimes these landmarks can be
detected but not be recognized. Figure 8 is the
illustration of the red landmarks of triangle and cross
that were recognized in recognition experiments.

In real cases, it is normal that the characters of the
sign landmarks can not be all extracted because various
reasons, such as lighting, hiding, the interval of the
camera to take the picture etc. It is necessary to use

Figure 5 The result of the sample 2
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compound sensors or compound image processing
techniques for some important sign landmarks.
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Figure 8 The recognition illustration of some landmarks

In order to find the guideline in any intervals when
the robot is moving, the moving speed should be
controlled based on the curvature of the guideline.
Because of the camera frame rate (NTSC 30fps) and
time constants of the motors (20-30ms, experimentally
determined from non-load step response), the cycle time
for our control loop was impossible to be extended. The
robot will miss some landmarks or the guideline if the
robot moves at high speed when there is the curvature
change of the gquideline or the locations of the
landmarks does not correspond the intervals effectively.
In the practical applications, such cases can not be
avoided. In order to make the response in real time, the
speed of the robot was controlled based on the curvature
of the guideline. The robot can move at high speed
when it moves along the straight guideline. Otherwise,
it will move at low speed. Figure 9 is the illustration of
self-location for the robot when it is moving. One is the
case of straight guideline, and another is the robot will
move along the curve line. The position and direction of
the robot relative to the guideline were calculated in the
real time.
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Figure 9 The illustration of the self-location in the
visual servo control

IV. CONCLUSION

In this paper, we try to study how to control the
mobile robot with the visual signal. It is possible to
extract the general map setting based on the image
processing technique. By the image processing, the
robot can realize the self location. Moreover, the robot
will also separate the vertical line, the horizontal line
and the crossing points. Finally, we test the navigation
of our mobile robot with the visual signal.
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Abstract: Volatility plays a key role for microstructure issues in the study of financial market. Stochastic Volatility
(SV) models have been applied to the behavior study of financial variables. Two stock markets exist in China:
Shanghai Stock exchange and Shenzhen Stock exchange. As emerging stock markets, investors are increasingly
concerned about volatilities of these two stock markets. We introduce briefly how to estimate SV models using Markov
chain Monte Carlo (MCMC) method. In order to do full and comprehensive analyses of the volatilities of stock returns,
we estimate SV models using most of the historical data and different data frequencies of the two Chinese markets. We
find that estimated values of volatility parameters are very high for all data frequencies. It suggests that stock returns
are extremely volatile even at long term intervals in Chinese markets.
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I. INTRODUCTION

\olatility plays a key role for financial market
microstructure issue. This gives rise to strong interest in
volatility model which describes the evolution of
conditional variance of the time-series variable.

There are essentially two types of models for
describing the dynamics of volatility. One is GARCH
model, and the other is SV models.

GARCH model considers only one source of
uncertainty, but SV model introduces the additional
innovation to the conditional variance equation so that
they are much more flexible than ARCH or GARCH
models [1].

There are two stock markets in China: Shanghai
Stock exchange and Shenzhen Stock exchange. Many
want to know Chinese stock markets’ volatility.

In this paper, we primarily apply SV models to
describe the behavior of volatility for different
frequencies data for Chinese stock returns. In order to
compare the results form SV models with other models,
we also estimate stock returns’ volatility with GARCH
models.

The first contribution is that our analyses almost
cover all historical data of Chinese stock markets,
providing a full description about volatility. The second
contribution of this paper is that we set and estimate SV
models for different data frequencies, so we give very
comprehensive analyses for the behaviors of volatilities
of stock returns.

The rest of the paper is outlined as follows. In section
2, we introduce the basic principle and framework of SV
models. Section 3 applies SV models, together with
GARCH models, to analysis of Chinese stock returns,
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and then provides and discusses the estimated results. A
final section concludes.

1. SV MODELS

1. The structure of volatility and GARCH model

Before discussing how to estimate SV models, we
briefly introduce the structure of a volatility and
GARCH model. The structure of a volatility model can
be described as

X = M (0)+ & @)

& =0o,(0)z, (2)

In (1), the return X, at time t is decomposed into a
residual term & and a conditional mean z(6)

According (2), the residual term &, has volatility
conditional on information set available at time t-1,
denoted o, . € is the vector of unknown parameters.
The variable z, will be assumed to follow some

distribution with mean 0 and variance 1.
The conditional variance of a GARCH is

P q
2 2 2
o, =ao+2aiat_i+2ﬂj8t_j 3)
=i

i=1

For this model to be well defined and the conditional



variance to be positive, the parameters must satisfy the
following constraints:

a, >0,
a, 20,
i=1--,p,
B; 20, and
j:]_1...’q_

2. Stochastic volatility
Jacquier, Polson, and Rossi consider a model where

the log O't2 follows an AR (1) process with the error

term Vv, of volatility Jf [2, 3].

X =t & (4)

& =0, Q)
2 2

Ino =a,+a,Inc, +0oy, (6)

3. Estimating SV models: MCMC method
SV model is not estimated directly by Maximum

Likelihood method because the process atz is an

unobservable variable. In this paper, we model stochastic
volatility using MCMC method.

Tsay gives great details to work for the above
described with Gibbs sampling approach [4].

I1l. STOCHASTIC VOLATILITY MODELS
OF STOCK RETURNS IN CHINESE
MARKETS: EMPIRICAL ANALYSIS

1. Data
As authoritative statistical indicators widely adopted
by domestic and overseas investors in measuring the
performance of Chinese stock markets, many indices are
compiled and published by Shanghai and Shenzhen
stock exchanges. We choose the composite index of
Shanghai stock exchange spanning the period from Dec
31, 1991 through Sep 30, 2009, and the component
index of Shenzhen exchange, spanning the period from
Jan 3, 1994 through Sep 30, 2009
For the observed sequence, t = 1, ...... , T, we let

X, to be the last composite index of Shanghai stock
exchange and X, to be the last component index of

! Data is retrieved on Oct 20, 2009, from
http://vip.stock.finance.sina.com.cn/.
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Shenzhen stock exchange. Then, we let Y, to be the
returns of the composite index and Y, to be the returns

of the component index. Y, and Y, are defined as
follows.

Yltzln(xlt /Xlt—l) )

Yo =In(X5 /X5 4) (8)

In order to examine the features of stock indexes’

returns for different frequencies, we consider three
frequencies: daily returns, monthly returns, and quarterly

returns. Denote that Y,!, Y,", and Y,! are Shanghai

composite indexes’ daily log returns, monthly log returns,
and quarterly log returns, respectively. Denote that Y!

2t
Y,;, and Y, are Shenzhen component indexes’ daily
log returns, monthly log returns, and quarterly log
returns, respectively. Each log return is measured in

percent.

2. Estimating GARCH models
In contrast to SV models’ results, we estimate
GARCH models for log returns using Maximum
Likelihood method.
For parsimony, we let mean equation equal to
constant, hence, volatility model is

©)

2 _ G G _2 G 2
oy =y tay o+ e
There are estimated values of af in Table 1.

Table 1. Estimating GARCH Models

o
Yyt Yyl Vi
0788 0517  0.6%
YZ? YZrtn Y2ct|
0891 0702  0.838

In Table 1, all estimates of volatility parameter,
(ZIG , for different frequencies of two stock markets are
statistically significant; in fact, their significant levels
are all below 1%. The volatility parameter ale

measures the persistence of volatility, namely, volatility
clustering. This suggests that volatility of log returns is
strongly serially correlated; in other words, this means
that a large (positive or negative) return tends to be
followed by another large (positive or negative) return.



3. Estimating SV models
Consider SV models,
2 8 sV 2 8
Inc, =, +a," Ino,+0,'V, (10
We run the Gibbs sampling for 10000 iterations for
daily log returns, but for 2000 iterations for monthly log
returns and quarterly log returns because of their small
sample size relative to daily log returns. We discard

results of the first 100 iterations in order to make
remaining samples independent.

Table 2. Estimating SV Models

alSV
d
Ylt Yl{n Yl?
0903 0891  0.891
d
Y2t YZT YZ?
0889 0857 0.889

According our estimating, SV models provide
improvements in model fitting relative to GARCH
models since most of parameters are statistically
significant. (Here we do not present the t-statistics of
GARCH and SV models for parsimony.) From Table 2,
we see that all estimated values of persistent parameters

o are larger than estimated values 0(16 , the

persistent parameters for GARCH models. This shows
that in the case of SV models, the persistence of
volatilities is high, relative to the case of GARCH
models. In addition to high persistence in volatilities,

there are almost identical estimated values of (llsv for
different frequencies in SV models, while estimated
values of ale for monthly log returns are apparently

smaller than estimated values for other frequencies in
GARCH models.

4. Discussion

Table 2 shows that log returns are extremely volatile
for Chinese stock markets even with a long time interval.

Lu, Ito, and Voges indicate that stock returns of
Shenzhen component index exhibit long memory
processes [5]. Lu and Ito find that there is a two-way
feedback between Chinese two stock markets by using
the expectational model to trace the response of a stock
market to the other stock market [6]. These studies could
suggest that high volatilities of stock markets could give
rise to long memory or strong two-way feedback for
stock market. Moreover, Lu and Ito have showed
Chinese many macroeconomic series seem to turn out to
be unstable [7]. Hence, this suggests that macro-
economic instability could cause the stock market to be
extremely volatile.
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IV. CONCLUSION

\olatility is very important issue for studying the
behavior of stock markets. There are two stock markets
in China: Shanghai Stock exchange and Shenzhen Stock
exchange. As emerging stock markets, investors are
increasingly concerned about volatilities of the two stock
markets.

We estimate SV and GARCH models of Chinese

stock markets’ returns in this paper.

According to our empirical analyses for Chinese
stock markets, we show that SV models provide
improvements in model fitting relative to GARCH
models since most of parameters are statistically
significant. Furthermore, for all data frequencies of
Chinese stock markets, we find that estimated values of
volatility parameters are very high for all frequencies’
data. This implies that log returns are extremely volatile
even with a long time interval in Chinese stock markets.
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Abstract: The limit cycle is one of the effective tools to analyze organizational behaviors. The authors discuss the
background of this research, and explain the outline of the limit cycle. The organizational behavior and velocity
history of all companies in the keiretsu of Mazda, Kansai Yokokai, are measured in this paper. Imasen Electric
Industrial Co., Ltd, Hi-lex Corporation, and Tokai Corporation are excluded because of lack of data. The organiza-
tional behaviors of all suppliers are divided into four patterns using new approach of the limit cycle, and the
velocity history are measured in this paper. The authors concluded this paper by indicating the weak point of the

limit cycle.
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1. INTRODUCTION

One of the essential issues in corporate management
is how to analyze the organizational behaviors. All of
statistical techniques are linear model. But most of the
organizational bahaviors can be explained better by
nonlinear model, because they are not linear. The main
contribution of this paper is that the organiaitonal
behavior is successfully divided into four different
patterns using the limit cycle, and the velocity history of
these companies have been measured. The managerial
implication of the organizational behaviors and their
velocity history are discussed. In this paper, the authors
expalin the basic information of Yokokai, and measure
the limit cycles and velocity history of all listed
companies in the keiretsu of Mazda, Kansai Yokokai. In
Section 2, the authors introduce a brief background of
this research. The details of the limit cycle will be
explained and all of the companies in the Kansai
Yokokai have been measured in section 3. In section 4,
the authors discuss the results. The authors summarize
this paper in section 5.

1. BACKGROUND

New findings in physics and biology have
discovered some examples of the chaos [1]. An original
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index developed in hydrology for the practical matter of
determining optimum dam sizing for the Nile river’s
volatile rain and drought conditions has been published
in 1951 [2]. It is a typical nonlinear index and directly
related to fractal dimension. In 1992, Tsuda I. et al
found a chaotic pulsation in a finger’s capillary vessels
in normal subjects and psychiatric patients, as well as
cardiac chaos [3]. Generally, Chaos would be described
as disorder state. But most of the recent findings
showed us that chaos is driven by deterministic
nonlinear processes, such as hydraulic flow and
astronomical phenomena.

Priesmeyer H. R. and Baik K. proposed a new
method to discover the pattern of chaos in 1989 [4].
They noticed that organization have characteristic limit
cycle like the human heart. Furthermore, Ito T. and
Sakamoto M. successfully clarified the relationship
between economic development and the velocity history
of the typical companies in Japan using the limit cycle

[5].

I11. MEASUREMENT

1. Data collection
In order to discover the pattern of the organizational
behaviors, the authors collected the data from the



keiretsu of Mazda. Like other keiretsu organization,
there are three groups of suppliers, Kanto Yokokai,
Kansai Yokokai and Nishinihon Yokokai. Kansai
Yokokai is one of the most important groups in the
keiretsu of Mazda. There are totally 26 listed companies
in Kansai Yokokai. The authors focus their analysis on
23 listed companies of Kansai Yokokai, all companies
except Imasen Electric Industrial Co., Ltd, Hi-lex
Corporation, and Tokai Corporation because of lack of
data’.

2. Results

The authors measured the limited cycle and velocity
history of all these companies using a computer
program. Fig. 1 and Fig. 2 show the result of limit cycle
and its velocity of the selected companies respectively.

IV. DISCUSSIONS AND IMPLICATIONS

In complex systems theory, a set of states, invariant
under the dynamics, towards which neighboring states
in a given basin of attraction asymptotically approach in
the course of dynamic evolution, is called attractor.
According to Priesmeyer, there are 4 patterns of chaos
in the limit cycle. They can be expressed as Fig. 3 [6].

Compared Fig. 1 with Fig. 2, these companies can
be divided into five parts. Sumitomo Electric Industries,
Ltd., NTN Corporation, Bando Chemical Industries,
Ltd., and Suminoe Textile Co., Ltd. can be considered
as Period Two, because these limit cycles are very
similar with straight lines. Aisan Industry Co., Ltd. and
Chuo Spring Co., Ltd. can be regarded as Period Four.
The limit cycles of these companies look like butterfly.
And Ashimori Industry Co., Ltd., Exedy Corporation,
Owari Precise Products Co., Ltd., Kawashima Selkon
Textiles Co., Ltd., Seiren Co., Ltd., Daido Steel Co.,
Ltd., Daido Metal Co., Ltd., Tsubakimoto Chain
Company, Denso Corporation, Tokai Rubber Industries,
Ltd., NGK Spark Plug Co., Ltd., Matsushita Electric
Industrial Co., Ltd. and Mitsuboshi Belting Ltd. can be
divided into the group of Period Eight. The limit cycles
of these companies look like chaos.

Part of these companies is no equivalent for Fig. 3.
For example, Toyoda Gosei Co., Ltd. can be regarded as
behavior pattern between period One and Two. And
Aichi Steel Corporation, ShinMaywa Industries, Ltd.,
and Sumitomo Metal Industries, Ltd. can be considered
as a group between Period Four and Eight. (See Table 1)
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Toyoda Gosei Co., Ltd. is a wholly-owned
subsidiary of Toyota. Its capital reaches 28 billion
Japanese Yen. It experiences an annual oscillation that
reflects proportional changes in performance. And Aichi
Steel Corporation and Sumitomo Metal Industries, Ltd.
produce specialty steel, forged products, electronic and
magnetic parts, and rail automotive and machinery parts
such as wheels and break disks, Tubes and pipes.
ShinMaywa Industries, Ltd. is engaged in producing
special purpose trucks, vacuum systems, automotive
wire processing machines, environment systems. These
companies are slightly different with other parts-maker.
This difference may be considered as the reason why
these companies differ from other companies.

In order to understand the difference between Period
Four and Eight, two typical companies such as Denso
Corporation and Aisan Industry Co., Ltd. should be
considered. Denso Corporation falls within the group of
period eight with high-order chaos and unpredictable
pattern. Priesmeyer once indicated that “Period 8 limit
cycles are common in business. The result from
turbulent external environments and management
decisions made without knowledge of the structural
patterns of change that bind the organization.” [6, p.35].
Denso Corporation is one of the important subsidiaries
of the keiretsu of Toyota, separated from Toyota Motor
Co., Ltd in 1949. Denso Corporation provides its
products to not only Mazda, but also Toyota, Honda
Motor Co., Ltd, Suzuki Motor Corporation and other
automakers. Contrarily, Aisan Industry Co., Ltd. is also
one of subsidiaries of Toyota. Compared Aisan Industry
Co., Ltd. with Denso Corporation, the dependence from
Toyota is very clear. This may be the reason why the
behavior of Aisan differs from Denso Corporation.

From Fig. 3, it is easy to find the same change in
velocity history for Toyoda Gosei Co., Ltd. and Aisan
Industry Co., Ltd. because they are both subsidiaries of
Toyota. Basically, it is easy to find the same change of
the velocity in the same group.

The difference between these two companies can be
expressed as follows. The first is the scale. The sales
and ordinary profit of Denso Corporation reaches
22,929 billion Japanese Yen and 2,021 billion Japanese
Yen in 2006 while those of Aisan Industry Co., Ltd. are
121 billion Japanese Yen and 6 billion Japanese Yen'.
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Fig.2 The velocity history of selected companies in Yokokai.

Table 1. Classification of all companies in Kansai Yokokai

Period

Companies

Period One

None

Between Period One and Two

Toyoda Gosei Co., Ltd.

Period Two

Sumitomo  Electric  Industries, Ltd. , NTN  Corporation
Bando Chemical Industries, Ltd., and Suminoe Textile Co., Ltd.

Between Period Two and Four

None

Period Four

Aisan Industry Co., Ltd. and Chuo Spring Co., Ltd.

Between Period Four and Eight

Aichi Steel Corporation, ShinMaywa Industries, Ltd., and
Sumitomo Metal Industries, Ltd.

Period Eight

Ashimori  Industry Co., Ltd. , Exedy  Corporation
Owari Precise Products Co., Ltd., Kawashima Selkon Textiles Co., Ltd.,
Seiren Co., Ltd., Daido Steel Co., Ltd., Daido Metal Co., Ltd.,
Tsubakimoto  Chain  Company , Denso  Corporation
Tokai Rubber Industries, Ltd., NGK Spark Plug Co., Ltd.,
Matsushita Electric Industrial Co., Ltd. and Mitsuboshi Belting Ltd.
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The second is the dependence from Toyota. Denso
P y REFERENCES

Corporation has a chaotic pattern because it deals with
many automakers rather than Aisan Industry Co., Ltd.
Compare with Denso Corporation, Aisan Industry Co.,
Ltd. is one of the subsidiaries under the direct control of
Toyota. The difference of scale and independence may
be considered as the important factors to determine the
different patterns of organizational behavior.

VI. CONCLUSION

The authors measured limit cycle and its velocity
using limit cycle theory, and found that difference of
scale and independence may determine different
organizational behaviors. One of the weak points of
limit cycle theory is that it will be very hard to
recognize the difference behaviors among the same
group, such as Period Eight. Much more measurement
is required. To better understand the pattern of different
organizational behaviors, much more researches should
be developed.
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Abstract: One of the most important issues in corporate management is to find those companies that have higher
influence and strength their reciprocal relationship with them. A set of companies with interlocking business
relationships is known as a Keiretsu in Japan. In this paper we use the influence analysis tool DEMATEL (DEcision
MAKking Trial and Evaluation Laboratory), to measure one kind of reciprocal relationship, the influence, of each
company in the keiretsu of Mazda Yokokai from the viewpoints of transactions and cross-shareholdings. Furthermore,
we calculate the centrality index of each company, and then analyze the relationship between centrality index and
influence in order to identify the determinants of the influence. The results of this research are used to identify some
characteristics of the effective relationships between Mazda and its suppliers.

Keywords: Influence, Relationship, Cross-shareholdings, Transactions, DEMATEL, Mazda.

I. INTRODUCTION

A keiretsu is a set of companies with specific
interlocking business relationships. These relationships
include not only friendship and workflow, but also
cross-company transactions and cross-shareholdings
among automobile manufacturers and companies
supplying their parts in the Japanese automobile
manufacturing industry. A keiretsu can be considered as
a type of network organization based upon the
viewpoint of network theory.

The main contributions of this paper are to identify
the important issue of determining the board of network,
and to measure the influence of the keiretsu of Mazda
using one kind of analytical tool DEMATEL (DEcision
MAKking Trial and Evaluation Laboratory). And then we
measure the quantitative influence of each company in
the keiretsu of Mazda Yokokai, and hence discover the
effective relationships between the automobile
manufacturers and their suppliers.

This paper is organized as follows. In Section 2, we
briefly review some previous studies of relationships.
introduces and applies the DEMATEL

measurement technique, showing the result of the

Section 3

influence of each firm in the keiretsu of Mazda. An
analysis and discussion of the implications of the
measurement results are presented in Section 4. Finally,
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in Section 5 we conclude by a summary of this paper
and discuss opportunities for future research.

II. BACKGROUND

Many kinds of reciprocal relationships such as
friend relationship and workflow relationship will be
considered as the important factors for designing an
effective strategy. As an effective approach, qualitative
analysis is considered as one of the most important
studies of the relationship [1, 2]. Recently, quantitative
approach is becoming more and more important
analytical tool due to the advances in computer
technology. Dyer H. J. analyzed the relationship among
firms based on distances between their locations and the
frequency of face-to-face communication among
engineers in the automobile industry [3, 4]. Furthermore,
inter-organizational relationships in keiretsu have been
analyzed with quantitative analysis tools such as
centrality analysis. Fukuoka et al. reported a new trend
in relationships between firms in the keiretsu of Nissan
from the viewpoint of network organization [5].

One kind of reciprocal relationship is the level of
influence between firms. An important strategy in the
field of corporate management is to find those firms that
have higher influence and strength their reciprocal

relationship with them. Measuring this level of



influence helps to identify effective relationships
between firms. However, there are only a few empirical
studies that analyze the influence, one of the most
important reciprocal relationships between the firms in

the keiretsu.

III. MEASUREMENT

Influence is defined as one of the powers to directly
and indirectly control or affect the actions of other
persons or things. In the social sciences, influence
derives from an interpersonal relationship, and most
research into influence is based on a psychological
approach. Fontela E. and Gabus A. developed a
mathematical model for visualizing the structure of
complicated causal relationships with matrixes or
digraphs, called DEMATEL, which is an abbreviation
for DEcision MAking Trial and Evaluation Laboratory
[6]. This model distinguishes the cause and effects
between individual firms and identifies the structure
presenting these two groups separately. DEMATEL
model has been successfully applied in many fields.

As a new analytical tool, DEMATEL can be
considered as an approach to find not only direct
relations but also indirect relations in a group. In this
paper, DEMATEL model is used to measure the
influence of the direct and/or indirect power of each
firm within the keiretsu of Mazda Yokokai, based on the
principle “Friends of my friend are my friends”.

1. Outline of DEMATEL and data collection

A brief overview of the mathematical basis of
DEMATEL is as follows.

In a social network composed of » actors, the binary
relation between each actor and the strength of this
binary relation can be identified. Based upon the
structure of this pattern of reciprocal relationships, an
nxn adjacent matrix 4" can be obtained. The first step in
the analysis is to normalize this matrix by multiplying
each element of 4° by ., the largest row sum of 4.
The normalized matrix A = 24" is therefore obtained.
The (i, j) element of a; of this matrix denotes the level
of direct influence from actor i to actor j.

The reachable matrix, denoted by A, refers to the
fact that actor i can reach actor j through the number of
steps x. For instance, 4> means that actor i can reach
actor j through 2 steps. Therefore, 4 measures the
indirect influence from actor i to actor j. All of the
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levels of indirect influence can be summarized as
follows, which we refer to as the indirect matrix.
A =+ B A =U-T" O

The total influence matrix, which includes both the
direct and indirect influence matrix, can therefore be
expressed as follows.

T=A+A =A+ L+ AL+ +A"=AI-A" (@)

In order to measure the influence among Yokokai,
data showing the transactions and cross-shareholdings
in the keiretsu of Mazda Yokokai were collected from
the publications of the Japan Auto Parts Industries
Association and Automotive Parts Publishing Company
[7]. Yokokai is the suppliers' association of Mazda. It is
composed of three groups categorized by the geographic
location, namely, Kanto Yokokai, Kansai Yokokai, and
Nishinihon Yokokai.

The relationships between the firms in each category
were identified through graph modeling. A tie shows the
presence or absence of transactions or cross-
shareholdings between each pair of firms. We collected
directed and weighted data to measure the influence of
each firm. The network of transactions in Yokokai is
shown in Fig. 1.

Fig.1. Graph of transaction relationship in Yokokai
in 2003-04.

2. Influence measurement

We developed a computer program and calculated
the influence of each firm in Yokokai. The result of the
influence of transactions is shown in Fig. 2.

In order to find the firms with high influence to
Mazda in Yokokai, we also calculated the detailed



influence between Mazda and all other suppliers. The
transactional influence from Mazda to all other
suppliers and the influence of cross-shareholdings from
all other suppliers is zero respectively because Mazda
does not supply any parts to other suppliers in the
network of transaction, and no any suppliers invest to
Mazda. Fig. 3 shows the details of the influence of
cross-shareholdings from Mazda to other suppliers and

the transactional influence from all other suppliers.

Fig.2. The results of the influence of transactions
in Yokokai.

Fig.3. Influences of transactions from other suppliers
to Mazda (bar graph) and cross-shareholdings
from Mazda to other suppliers (line graph).

Fig. 3 shows the influence of transactions from
other suppliers to Mazda and the influence of cross
shareholdings from Mazda to other suppliers in detail.
The total influence from other suppliers reaches 3.85.
This shows Mazda received many parts from suppliers.
The top five firms are Sumino Kogyo Co., Ltd. (0.076),
NOK Corporation (0.075), NSK Ltd. (0.075), Marui
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Industrial Co., Ltd. (0.075), and Hanshin Electric Co.,
Ltd. (0.075).

The influence of cross-shareholdings was calculated
using the same method. The influence from Mazda to
other three suppliers, Kurashiki Kako Co., Ltd., Keylex
Corporation, and Japan Climate System Corporation,
are high. These three firms also have higher influence of
transaction to Mazda. The rank of these firms is 6, 14
and 14 respectively. This result shows that there are
correlation between investments and transactions.

IV. ANALYSIS AND IMPLICATIONS

The finding that the more investment that Mazda
makes in its supplier firms the more transactions Mazda
will have with them is not an unexpected result. Two
questions can now be asked. The first is “How strong is
this relationship between level of investment and
number of transactions?” The second is “what kind of
relationship between the influence and centrality?” To
answer these two questions, we calculated centrality
index of all these firms, and analyzed the correlation
coefficients between transaction and cross share-
holdings. The details of centrality index are described in
Ito et al. [8]. The results of this analysis are shown in
Table 1.

In Table 1, Influence A means actor i directly
influences actor j, and Influence B means actor i is
that two
correlations, that between influence B of transactions

influenced from actor j. This shows
and influence A of cross-shareholdings, and that
between influence A of transactions and influence B of
cross-shareholdings, were significant (P < 0.01). The
correlation ratios were 0.678 and 0.399 respectively,
which shows that a strong relationship exists between
the level of transactions and cross-shareholdings. In
other words, the statement that “the more a firm invests
in a supplier, the more the firm receives parts from that
supplier” is valid. The reciprocal finding that “the
higher level of investment that a firm accepts, the more
parts that firm will supply” is also valid.

V. CONCLUSION

In this paper, the influence of each firm was

measured in order to investigate the pattern of
relationships in the keiretsu of Mazda. The study found
that the influence of cross-shareholdings in other firms

is closely related to the influence of the transactions



between them. This means that the higher influence of
cross-shareholdings has a strong impact on the influence
of transactions. The implication of this finding for the
automobile manufacturer Mazda is that an important
strategy for them is to find those firms that have higher
influence in the keiretsu and strengthen their reciprocal
relationship with them.
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One limitation of the paper is that the data of
transactions and cross-shareholdings in this analysis are
restricted to one fiscal year. Data from more years
would be required in order to more completely study the
trend of these identified influences through time series
analysis.

Table 1. Matrix of correlation coefficient between transaction and cross-shareholdings.

Cross-shareholdings Transaction
Influence A | Influence B | Influence A | Influence B
1.000 0.030 0.039 0.678™
Influence A - 0.687 0.604 0.000
Cross- 181 181 181 181
shareholdings 1.000 0.399™ -0.033
Influence B - 0.000 0.660
181 181 181
1.000 -0.036
Influence A - 0.633
. 181 181
Transaction 1,000
Influence B -
181
**P<0.01.

In addition, the form of influence investigated in this
study is only one aspect of the reciprocal relationship
between an automobile manufacturer and its suppliers.
Further quantitative research, such as the use of capacity
analysis between two actors and clique analysis of the
network structure, will be undertaken in the future, to
attempt to capture the complexity of the relationships in
the keiretsu of Mazda.

ACKNOWLEDGEMENT

This research was partially supported by the Ministry of
Education, Culture, Sports, Science and Technology,
Grant-in-Aid for Exploratory Research, 21510171, 2009
and by Japan Society for the Promotion of Science,
Grant-in-Aid for Scientific Research (C) 20530332,
2009.

REFERENCES

[1]Hakansson H and Waluszewski A (2002), Managing
Technological Development: IKEA, the Environment
and Technology, Routledge

[2]Lincoln R L and Gerlach M L (2004), Japan'’s
Network Economy Structure, Persistence, and
Change, Cambridge University Press

©ISAROB 2010

183

[3]Dyer H J (1994), “Dedicated Assets: Japan’s
Manufacturing Edge,” Harvard Business Review,
November-December, 174-178

[4]Dyer H J (1996), “Specialized Supplier Networks as
a Source of Competitive Advantage: Evidence from
the Auto Industry,” Strategic Management Journal,
vol. 17,271-291

[5]Fukuoka S, Ito T, Passerini K, and Sakamoto M
(2006), “An Analysis between Transaction and Cross
Shareholdings in the Keiretsu of Nissan,” Managing
Information in the Digital Economy Issues &
Solutions, IBIMA International Conference, Bonn,
Germany, 163-169

[6]Fontela E and Gabus A (1976), “Current Perceptions
of the World Problematique,” in Churchman C W and
Mason R O, World Modeling: a Dialogue, North-
Holland Publishing Company and American-Elsevier,
81-88, Retrieved October 4™, 2006, from http://home
page.sunrise.ch/mysunrise/agabus/eff'endi/dematel/
dematel.html

[7JJAPIA & APPC (2005), Japanese Automotive Parts
Industry (in Japanese), Automotive Parts Publishing
Company

[8]Ito T, Passerini K, and Sakamoto M (2008),
“Structure Analysis of Keiretsu of Toyota,” in Putnik
G D and Cunha M M (Ed.), Encyclopedia of Network
and Virtual Organizations, ldeas Group Publishing

ER)



The Fifteenth International Symposium on Artificial Life and Robotics 2010 (AROB 15th ’10),
B-Con Plaza, Beppu,Oita, Japan, February 4-6, 2010

The Connection Law and Networks

Takao Ito!, Chris Medlin?, Yuchao Ma®, and Sakamoto Makoto*

1 Dept. of Business Administration, Ube National College of Technology, Yamaguchi, Japan
(Tel : 81-836-35-7115; Fax : 81-836-35-7115)
(ito@ube-k.ac.jp, matsuno@ube-k.ac.jp)
2 Business School, The University of Adelaide, Australia

(Tel : 61-8-8303-7351; Fax : 61-8-8303-4843)

(chris.medlin@adelaide.edu.au)
3 College of Economics and Management, Wuhan University of Science and Engineering, Wuhan, China,
(ma_yuchao2002@sina.com)
4 Dept. of Computer Science and Systems Engineering, University of Miyazaki,

(Tel : 81-985-58-7392; Fax : 81-985-58-7392)

(sakamoto@cs.miyazaki-u.ac.jp)

Abstract: Cooperation is one of the most important factors in organizations. Unsolved issues of cooperation are still left
although many researches have been published. One is the mechanism of cooperation. In Barnard’s book, He analyzed
the principle of cooperation, but he did not explain the mechanism of cooperation because he considered the ability of
each individual to be equal. We believe Barnard’s idea to be incorrect; therefore, we will discuss this issue and try to
understand network organization using mathematical model to prove our point. Furthermore, we attempt to simulate a
percolation model of network organization, and to discover the connection law under the condition that the abilities of
all individuals are not equal. Discovering the connection law of cooperation is vital because it will take on more
significance in the age of Information Technology than ever before.

Keywords: connection law, network organization, mechanism of cooperation, percolation, simulation.

I. INTRODUCTION

Many different groups are formed by individuals I. BACKGROUND
and subgroups. These groups face their different An organization, especially a corporate organization
situations when they deal with various social activities. like an enterprise, would not only vary with the
One type of the different groups is an organization such structure of the organization, but also with the
as an enterprise and/or a firm. Cooperation is one of the cooperative relationship with other firms and the
most important factors in organizations. Some unsolved fluctuation of the economic situation. Needless to say,
issues of cooperation are still left. One of them is the cooperation is one of the most important factors
mechanism of cooperation. determining the success or failure of a corporate

In this paper we review the relevant literature of organization. Cooperation is meaningful not only for the
network analysis and discuss the issue of cooperative participants of the organization, but also for the
mechanism. The main contributions of this paper is that management of the organization itself to discover the
we discover the connection law under the condition of mechanism of cooperation.
the abilities of all individual’s are not equal in network The market is controlled by the relationships
organization using computer  simulation  with between business entities under the principle of
percolation model. competition. The relation between demand and supply is

The rest of this paper is organized as follows. In the adjusted and the effective allocation of managerial
next section, we review some background and previous resources can be realized through the mechanism of
literature of the cooperation theories. In section 3, we market price. On the other hand, the internal process of
focus on computer simulation with an invasion vertical integration in under the control of authority in
percolation model, and we explain the connection law in traditional organizations. Organizations generate a
network organization. The final section contains participant consciousness and a belonging sense of
concluding remarks. memberships, and create a trust value.
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Network organizations realize both the merit of the
market and the organization and maintain the
relationship among autonomous business entities under
the utilization of common managerial resources. A
network organization is a form which differs from the
form of an organization and market, and it is considered
as a form located at the middle between market and
organization, so it is called a moderate organization.

Network organization could be considered as one of
the cooperative systems. Network organizations provide
a higher degree of responsiveness to change that cannot
be obtained within hierarchical organizational structures
[1]. Cooperation plays an important role in network
organization. For instance, personal contacts play key
roles in obtaining information about job opportunity [2,
3]. The relationships among the firms in network
organization are analyzed. The relationship between
corporate performance and the structure of network
such as centrality and network size are also measured
[4-6].

Most of the recent researchers focused on the
relationship among firms and the structure of network
organizations. But they do not take mechanism of
cooperation, one of the most important issues into
consideration in their research.

I11. CONNECTION LAW

Invasion percolation model is one kind of complex
theories [7]. Invasion percolation model will be
executed in this paper to uncover the mechanism of
connection in business activities.

1. Connection by individuals
In order to uncover the mechanism of connection,

percolation model and hypothesis are executed as below.

Suppose that the percolation model will be executed
in a two-dimensional square lattice system. And the
following steps will be executed in our percolation
model.

Stepl. Each individual and/or business entity could
be considered as a node in percolation model. Each one
has its own ability of p. The starting node exists and its
optional ability is p. The range of p is from 0 to 1.

Step2. Neighbor node of the starting node means
von Neumann neighborhood with random number of p
hereby.
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Step3. Sort the ability of each neighbor node of the
starting node and compare the ability of the starting
node with the abilities of each neighbor node.

Step4. Put the node whose value of p is the smallest
one in the neighbor nodes into the cluster of starting
node if there is any node whose value of p is smaller
than the starting node. And then new neighbor nodes
will be formed.

Step5. Execute the sequence from step 3 to step 4
repeatedly until n if there exists the node whose p is less
than starting node in the cluster of new neighbor node
until the p of all neighbor nodes is larger than the
starting node.

From these steps mentioned above, we can image
that business entities, as the starting node, do their
business activities repeatedly and expand their scale
gradually depending upon the ability of the starting
node. The business entity could be explained as the
autonomous individual or autonomous company.

The relationship between ability (influence) of the
starting node and the average of cluster caused from the
repeated activities of the starting node with computer
simulation can be illustrated as Fig. 1 and Fig. 2.

[n=1000, p=0.2] [n=1000, p=0.8]
Fig.1. Simulation results of percolation model

Cluster curve of the starting node could be divided
into three parts in Figure 2.

The first is the group of node whose abilities are all
smaller than 0.40. And the increasing ranges of the
average of cluster, as the speed of incorporate is very
small. And the second is the group of node whose
abilities are from 0.40 to 0.68, and its increasing range
is obviously large one. And the third is the group of
node whose abilities are over 0.68, and it shows the
same trend as the first one.



individual ——

cluster

0 01 02 03 04 05 06 07 08 09 1
influence

Fig.2. Relationship between Individual influence and
cluster

Some conclusions will be drawn as follows.

1. If the ability of each node is smaller than 0.4, the
gap among each node is very small even if there are big
difference between them.

2. If the ability of each node is lager than 0.40, the
gap of each node is very remarkable even if there are
very small differences.

3. If the ability of each node is larger than 0.68, the
gap of each node is very small again even if there are
some difference between them.

The ability hereby can be considered the influence
such as transaction power and the R&D of new products
in the case of enterprise. Other influences, for instance,
capital power, sales power and the power of market
share also will be included. Therefore, the result of
competition will be reversed at any time if the market
share is less than 40 percent. In the case that the market
shares are larger than 40 percent, the power will be
remarkable even if the difference between them is only
1 percent. It means the competition is under an
uncertain situation. At last, if the market share is larger
than 68 percent, the power becomes a very small one
again. It could be explained that this is an uncertain
situation, but in fact it is impossible that the market
share of two companies are both over 50 percent.

2. Connection by new clusters

The computer simulation mentioned above is
executed under the condition of each node whose ability
does not grow with the increase of the number of node
in new cluster. In other words, the ability of new cluster
is equivalent to the ability of the starting node. It is a
constant variable. Such phenomenon is only seen in
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small enterprises. The ability of new cluster will grow
with the increase of the number of node in new cluster
in many business cases.

One typical example of competitions is the
competition between Sony and the JVC. It is a
competition of the network organization, but not as an
individual organization. The ability of the network
organization will be improved with the expansion of
new cluster. Therefore, the ability of p will grow when
the number of nodes increases in new cluster. In other
words, it is better to consider the ability of new cluster
instead of the starting node.

It is necessary to revise program mentioned in
previous section in this paper from this viewpoint. The
result of new computer simulation is shown in Figure 3
and Fig. 4.

[n=1000, p=0.2]
Fig.3. Simulation results of the revised percolation
model

[n=1000, p=0.8]

Figure 4 shows the tendency which the ability of
new cluster grows depending upon the ability of new
cluster formed with other nodes. The tendency stops at
the ability of 0.76 of new cluster. It means that business
entities with small ability have a greater advantage to
organize a network organization. In network
organization a small enterprise will obtain a larger merit.

A gap between individual and the new cluster
formed with other nodes is illustrated in Figure 5.

Gap between individual and the new cluster formed
with other nodes grows remarkably with the ability
increasing of other nodes, and stops at 0.43 of the ability.
The gap will continue to grow slowly when the ability
of an individual is larger than 0.43, and stop at 0.78 with
the ability increasing of an individual. Therefore, in
comparing with an individual, the new cluster formed
with other nodes under 0.43 will get a bigger effect of
connection. It is necessary to connect with other
individuals for these entities when their abilities are
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under 0.43 and it is not necessary to connect with other
individuals when their abilities are over 0.78 because
the connect effect will be small.

The author called it the connection law in this paper.
The connection law means entities such as individuals
and/or companies need to connect with each other when
their abilities are small than 43 percent in order to get
much more advantages and benefits from cooperation.
The advantages and benefits will be very small if their
abilities are larger than 78 percent. This result shows us
the principle of the connection and helps us to
understand how to cooperate with each.

IV. CONCLUSION

As the mechanism of cooperation to determine the
economy of connection, the connection law in an
organization has been uncovered in this paper under the
consumption that the ability of each individual is not
equal.
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The next research is to measure the ability (such as
influence or power) of the individual and the ability of
the individual organized by network, and uncovers the
relationship between ability of business entity and
corporate performance based on this conclusion.
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Abstract: Structure analysis is one of the most important issues in corporate management. Pyramid
structure, as one of the well-known vertical structure, plays an important part in the corporate orga-
nization. Most structures of the traditional organizations such as functional structure and divisional
structure are vertical. Recently, due to the development of Information Technology, a new horizontal
structure, instead of the vertical one, has been drawn considerable attention. In this paper, we reviewed
the efficient organization structure, and found that there are two efficient structures: vertical structure
and horizontal structure, depending on the different abilities of each member in any organizations with
the comprehensive evaluation measurement. The line structure of vertical organization is efficient when
the ability of all members is small. While the ability of all members is large, the star structure of
horizontal organization will be efficient. Therefore, this paper provides a theoretical perspective to
prove the efficient organization structures and their required conditions.

keywords: vertical structure, horizontal structure, efficient, comprehensive evaluation measurement.

1

Introduction simple with order n [V(G)|(n > 2) and size
m = |E(G)|.

For U is any set of vertices, G — U is obtained
from G deleting all the vertices in V(G) N U and
their incident edges. If U = {v} is Singleton, we
write G — v rather than G — {v}. As above, G —{e}
and G + {e} are abbreviated to G — e and G + €
for e € E(Q).

For u € V(G), by N(u) ={v | {u,v} € E(G)},
we denote the set of vertices adjacent to u, and call
deg(u) = N (u) the degree of u € V(G). We refer
to a path in G = (V(G), E(G)), by the sequence
of its vertices, writing,

Organization structure is one of the important fac-
tors to determine organizational performance. It
means the formal system of task and communica-
tion that control, coordinates, and motivates em-
ployees in order to achieve organization’s goal. Most
structures of the conventional organizations, such
as functional structure and divisional structure,
They generally refer to the formal,
prescribed hierarchy of authority, or administrative
structure. Recently organizational structure has
been changed from vertical to horizontal due to the
development of informational technology. Most of
the empirical studies showed that horizontal struc-
ture more effective [1, 2, 3].

are vertical.

G(xo,z) = xox1 -+ T

for z; € V(G)(i =0,1,--- ,k) and 241 € E(G)

The question is what kind of structures is an ef-
ficient? And what kind of conditions is required
for an efficient structure. The main contribution
of this paper is to answer this question, and clar-
ify the relationship between the efficient structures
and their condition. And based upon our result, we
will discuss the implication.

2 Notations

(j=0,1,--- ,k—1), where x; are all distinct, and
calling G(xg,x) a path from zy to xx in G. And
the number of edges of path is its length; above
path G(zo,xy) has length k.

Assume that P = xgz1---xp_1 is a path and
k > 3, then

C=P+xi_110

is called a cycle. On the other hand, an acyclic

graph, one not containing any cycles, is called a
forest. A connected forest is called a tree. Thus, a

Suppose that G = (V(G), E(G)) is a graph. Through forest is a graph whose components are tree. Some-
this paper, a graph is always finite, undirected and  times we consider one vertex of a tree as special,
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then such vertex is called the root of this tree.
While the vertices of degree 1 in a tree but the
root of the tree, are its leaves. A tree graph T" with
fixed root r is written by 7T, and then the set of
T,’s leaves is written by L(7;). That is,

L(T,) ={v e E(T,)|deg(v) =1, v #r}.

.
%, down-closure of x
3
B

depth

E up-closure of y

Fig. 1: < y in T}, down-closure of z, and up-
closure of y.

Writing © < y for « € T,(r,y), then defines a
partial ordering on V' (T5.), the tree-order associated
with T,.. This ordering will be considered as the
expression ‘depth’: if x < y, we say « lies below y
in T, see Fig.1. We call

[] ={veV(T,)lv =z}

and
ly] ={ve V(@) =y}

the down-closure of x and the up-closure of y in
T,. Note that the root r is the least element, and
that the leaves of T, are its maximal elements in
this partial order.

Suppose that ¥ = {01,092, -+ ,0,}(n > 2) and
A(fA > 1) are finite sets. For a given X, we call
(3,{di}ica) an evaluation system, if

¢ : L —-RY={zeR|2x>0} foriecA
We call ¢;(0) the personal ability of o € ¥ with
respect to i € A.

For a given (3, {¢;}ica), let T, be a tree graph
with V(7)) = ¥. Then we shall evaluate the rooted
tree T, by

(I)(TT)ZZ Z H ¢z(v)

i€ AIeL(T,) vET(r,0)

(2.1)

We call ®(7}) the ability value of T, with respect
to the evaluation system (X, {¢; }ic4). Our purpose
is to find the most efficient organization structure
tree which maximize its ability value for a given

(B, {@i}ica)-
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Through this paper, we shall substitute (X, ¢)
for (X,{¢}) if 4.4 = 1. Since §A means the number
of evaluation measures, thus .4 = 1 indicates that
its number is one. This paper should treat only this
special case. Then we have the following.

Lemma 1 Suppose that T} is an efficient tree for
a given (X,¢). Then we see that x < y implies

P(x) > (y).

Proof of lemma 1 For a given (3, ¢), let T} be
an efficient tree. Assume that ¢(z) < ¢(y) holds
for some z,y € ¥ with z < y in T}.. And that T is
the tree by interchanging x and y in 7;.. Then we
get

(1)) - (1)
)

<¢(y) N

o(x)

This contradicts that 7T, is an eflicient tree for
(X,¢). Thus we get ¢p(x) > ¢(y) if z <y in T,.. O

2

leL(Ty)
lrz, y¢Tr(r,l)

I ¢ >o.

veTy(r,l)

Lemma 1 suggests that our efficient trees are
suitable for a hierarchical model of the group X
whose personal abilities are given by {¢(0)}ses,
when the number of evaluation 