PROCEEDINGS OF
THE FOURTEENTH

INTERNATIONAL SYMPOMUM ON
ARTIFICIAL LIFE AND ROBOTICS

(AROB 14th'09)

Feb.5 - Feb.7, 2009
B-Con Plaza, Beppu, Oita, JAPAN

Supported by Japan Society for the Promotion of Science (JSPS)
[nternational Meeting Series

Editors: Masanori Sugisaka and Hiroshi Tamaka
ISBN 978-4-9902880-3-7




The Fourteenth International Symposium on Artificial Life and Robotics 2009(AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5- 7, 2009

Program of The Fourteenth International Symposium on

ARTIFICIAL LIFE AND ROBOTICS

(AROB 14th '09)

Feb. 5 - Feb.7, 2008
B-Con Plaza, Beppu, Oita, Japan,

Editors: Masanori Sugisaka and Hiroshi Tanaka

©ISAROB 2009



The Fourteenth International Symposium on Artificial Life and Robotics 2009(AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5- 7, 2009

©ISAROB 2009

THE FOURTEENTH INTERNATIONAL SYMPOSIUM

ON
ARTIFICIAL LIFE AND ROBOTICS

(AROB 14th '09)

ORGANIZED BY

Organizing Committee of International Symposium on Artificial Life and Robotics
(Department of Mechanical and Electrical Engineering, Nippon Bunri University, Japan)

SPONSORED BY

Japan Society for Promotion of Science (JSPS)

Mitsubishi Electric Corporation Advanced Technology R&D Center
Oita Gas Co., Ltd.

ME System Co., Ltd.

SANWA SHURUI Co.,Ltd

CO-OPERATED BY

Santa Fe Institute (SFI, USA)

The Robotics Society of Japan (RSJ, Japan)

The Institute of Electrical Engineers of Japan (IEEJ, Japan)

Institute of Control, Robotics and Systems (ICROS, Korea)

Chinese Association for Artificial Intelligence (CAAI, P. R. China)

The Institute of Systems, Control and Information Engineers (ISCIE)

The Institute of Electronics, Information and Communication Engineers (IEICE)
The Institute of Electrical and Electronics Engineers, Inc. (IEEE Japan Council)
Japan Robot Association (JARA)

The Society of Instrument and Control Engineers (SICE, Japan)

SUPPORTED BY

Kyushu Bureau of Economy, Trade and Industry, Ministry of Economy, Trade and Industry
OITA PREFECTURE

Oita City

BEPPU CITY

Oita Chamber of Commerce and Industry

The Oita Prefectural Organization of the Industrial Groups
Kyodo News

JUJI PRESS

Oita Godo Shimbunsya

The Asahi shimbun

The Mainichi Newspaper Co., Ltd.

THE YOMIURI SHIMBUN SEIBUHONSHA

The Nishinippon Shimbun

THE NIKKAN KOGYO SHIMBUN, LTD

Japan Broadcasting Corporation Oita Station

Oita Broadcasting System

Television Oita System Corporation

Oita Asahi Broadcasting co., Itd.

P-1



The Fourteenth International Symposium on Artificial Life and Robotics 2009(AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5- 7, 2009

ADVISORY COMMITTE CHAIRMAN

F. Harashima (Tokyo Denki University, Japan)

GENERAL CHAIRMAN

M. Sugisaka (Nippon Bunri University, Japan)

PROGRAM CHAIRMAN

H. Tanaka (Tokyo Medical & Dental University, Japan)

VICE-CHAIRMAN

J. J. Lee (KAIST, Korea)

J. L. Casti (Institute for Applied Systems Analysis and The Kenos Circle, Austria)
Y. G. Zhang (Academia Sinica, P. R. China)

ADVISORY COMMITTEE

T. Fukuda (Nagoya University, Japan)

F. Harashima (Tokyo Denki University, Japan)

H. Kimura (RIKEN, Japan)

M. Tomizuka (University of California Berkeley, USA)

INTERNATIONAL ORGANIZING COMMITTEE

K. Aihara (The University of Tokyo, Japan)

C. Barrett (Los Alamos National Laboratory, USA)

M. Bedau (Reed College, USA)

J. L. Casti (Institute for Applied Systems Analysis and The Kenos Circle, Austria)
M. Eaton (University of Limerick, Ireland)

J. M. Epstein (The Brookings Institution, USA)

T. Fukuda (Nagoya University, Japan)

H. Hashimoto (The University of Tokyo, Japan)

D. J. G. James (Coventry University, UK)

K. Kyuma (Mitsubishi Electric Corporation, Japan)

J. J. Lee (KAIST, Korea)

M. H. Lee (Pusan National University, Korea)

S. Rasmussen (Santa Fe Institute, USA)

T. S. Ray (University of Oklahoma, USA)

M. Sugisaka (Nippon Bunri University, Japan) (Chairman)
C. Taylor (University of California-Los Angeles, USA)

W. R. Wells (University of Nevada-Las Vegas, USA)

Y. G. Zhang (Academia Sinica, P. R. China)

©ISAROB 2009 P-2



The Fourteenth International Symposium on Artificial Life and Robotics 2009(AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5- 7, 2009

INTERNATIONAL PROGRAM COMMITTEE

K. Abe (Nihon University, Japan)

K. Aihara (The University of Tokyo, Japan) (Co-chairman)

T. Arita (Nagoya University, Japan)

M. Bedau (Reed College, USA)

R. Belew (University of California-San Diego, USA)

S. M. Chen (National Taiwan University of Science and Technology, Taiwan)
Y. I. Cho (The University of Suwon, Korea)

Y. Y. Fan (University of California-Davis, USA)

S. H. Han (Kyungnam University, Korea)

H. Hashimoto (The University of Tokyo, Japan) (Co-chairman)
N. Homma (Tohoku University, Japan)

S. Ishikawa (Kyushu Institute of Technology, Japan)

T. Ito (Ube National College of Technology, Japan)

T. lwamoto (Mitsubishi Electric Corporation, Advanced Technology R&D Center, Japan)
J. Johnson (The Open University, UK)

O. Katai (Kyoto University, Japan)

H. Kawamura (Hokkaido University, Japan)

M. Kono (University of Miyazaki, Japan)

S. Kumagai (Osaka University of Economics and Law, Japan)
K. Kurashige (Muroran Institute of Technology, Japan)

J. M. Lee (Pusan National University, Korea)

H. H. Lee (Waseda University, Japan)

H. H. Lund (Technical University of Denmark, Denmark)

M. Nakamura (Saga University, Japan)

K. Nakano (The University of Electro-Communications, Japan)
K. Naitoh (Waseda University, Japan)

W. Nistico (University of Dortmund, Germany)

K. Ohnishi (Niigata University, Japan)

M. Okamoto (Kyushu University, Japan)

S. Omatu (Osaka Prefecture University, Japan)

H. Oogai (Waseda University, Japan)

M. Osano (Aizu University, Japan)

M. Oswald (Vienna University of Technology, Austria)

R. Pfeifer (University of Zurich-Irchel, Switzerland)

L. Pagliarini (Technical University of Denmark, Denmark)

T. S. Ray (University of Oklahoma, USA) (Co-chairman)

S. Sagara (Kyushu Institute of Technology, Japan)

P. Sapaty (National Academy of Sciences of Ukraine, Ukraine)
T. Sawaragi (Kyoto University, Japan)

T. Shibata (AIST, Japan)

K. Shimohara (Doshisha University, Japan)

K. Sugawara (Tohoku Gakuin University, Japan)

M. Sugisaka (Nippon Bunri University, Japan)

H. Suzuki (The University of Tokyo, Japan)

H. Tanaka (Tokyo Medical & Dental University, Japan) (Chairman)
M. Tanaka-Yamawaki (Tottori University, Japan)

K. Uosaki (Fukui University of Technology, Japan)

H. Umeo (Osaka Electro-Communication University, Japan)
K. Watanabe (Saga University, Japan)

T. Yamamoto (Tokushima College of Technology, Japan)

H. Yanagimoto (Osaka Prefecture University, Japan)

M. Yano (Tohoku University, Japan)

©ISAROB 2009 P-3



The Fourteenth International Symposium on Artificial Life and Robotics 2009(AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5- 7, 2009

©ISAROB 2009

Y. Yin (The Beijing University of Science and Technology, P. R. China)
M. Yokota (Fukuoka Institute of Technology, Japan)

LOCAL ARRANGEMENT COMMITTEE

F. Dai (Matsue National College of Technology, Japan)

M. Ito (Maizuru National College of Technology, Japan)
R. Mamat (TATI University Colledge, Malaysia)

M. Rizon (King Saud University, Saudi Arabia)

S. Sagara (Kyushu Institute of Technology, Japan)

M. Sugisaka (Nippon Bunri University, Japan) (Chairman)
J. Wang (Alife Robotics Co., Ltd., Japan)

X. Wang (Niihama National College of Technology Japan)

HISTORY

This symposium was founded in 1996 by the support of Science and International Affairs
Bureau, Ministry of Education, Culture, Sports, Science and Technology, Japanese
Government. Since then, this symposium has been held every year at B-Con Plaza, Beppu,
Oita, Japan except in Oita, Japan (AROB 5th ’00) and in Tokyo, Japan (AROB 6th ’01). The
Fourteenth symposium will be held on 5- 7 February, 2009, at B-Con Plaza, Beppu, Oita,
Japan. This symposium invites you all to discuss development of new technologies concerning
Artificial Life and Robotics based on simulation and hardware in the twenty first century.

OBJECTIVE

The objective of this symposium is the development of new technologies for artificial life and
robotics which have been recently born in Japan and are expected to be applied in various
fields. This symposium will discuss new results in the field of artificial life and robotics.

GENERAL SESSION TOPICS

Artificial intelligence Artificial life

Artificial living Artificial mind research
Bioinformatics Brain Science

Chaos Cognitive Science
Complexity Computer graphics

DNA computing Evolutionary computations
Fuzzy control Genetic algorithms
Human-machine cooperative systems Human-welfare robotics
Innovative Computations Micromachines

Mobile vehicles Multi-agent systems
Nano-biology Nano-robotics

Neural networks Pattern recognition
Robotics Robust Virtual Engineering
Virtual reality Others
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ORGANIZED SESSION TOPICS

Intelligent Control Intelligent Robot

Robotics and Control Automata and Control

Bioinformatics and Intelligent Classification (1) Bioinformatics and Intelligent Classification (2)
Soft Robotics Learning and Robotics

Dynamical Information Processing in the Brain  Measurement and Control

Bio-inspired Theory and Application Session of Economics and Management
Intuitive Human-System Interaction Intelligent Systems

Biomimetic Machines and Robots Embracing Complexity in Natural Intelligence

Intelligent Control and Robotics

COPYRIGHTS

Accepted papers will be published in the proceeding of AROB and some of high quality
papers in the proceeding will be requested to re-submit their papers for the consideration of
publication in an international journal ARTIFICIAL LIFE AND ROBOTICS and APPLIED
MATHEMATICS AND COMPUTATION. All correspondence related to the symposium
should be addressed to AROB Secretariat.

AROB Secretariat

ALife Robotics Corporation Ltd.

301 Koopo Nagaoka 1385-1 Miyazaki, Oita 870-1133, JAPAN
TEL/FAX:+81-97-594-0181

E-MAIL :arobsecr@alife-robotics.co.ip

Home Page: http://alife-robotics.co.jp/
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ADDRESS

Sadayoshi Suga
Bunri Gakuen Educational Foundation
Nippon Bunri University
Chairman/Chancellor

It is my great pleasure to welcome you all to The Fourteenth International
Symposium on Artificial Life and Robotics. 1 would like to offer my sincere
thanks and respect to the many people who have helped make this yearly event
possible.

Last year, Nippon Bunri University invited Professor Sugisaka to lead the
symposium’s team, and with his help we have undertaken this new venture.

As well as being a great venue to meet specialists in many fields, | also feel
it’s an important platform for presenting research and giving Universities the
opportunity to support such research.

As Chairman of this University, | feel great pleasure in working with such
outstanding educators who have, on so many occasions, presented their
research to the world.

It’s my sincere wish that advances in Artificial Life and Robotics Research,
in cooperation with the Medical Sciences, Information Systems and other
technological fields will lead to improvements in all of our lives.

During your stay here in Beppu, please take time to enjoy the beautiful
scenery, relaxing hot springs, and healthy Japanese cuisine that Oita Prefecture
has to offer. It’s my heartfelt hope that when you leave here, you do so with
fresh enthusiasm and motivation.

P-6



The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5- 7, 2009

Fumio Harashima
Advisory Committe Chairman
(Professor, Tokyo Denki
University)

K Jefns i

o

Masanori Sugisaka
General Chairman
(Professor, Nippon Bunri
University, Japan
Visiting Professor, Waseda
University, Japan)

i )XMJ/A-““LK

©ISAROB 2009

MESSAGES

Fumio Harashima
Advisory Committee Chairman of AROB

The science and technology (S&T) on Artificial Life and Robotics was born
in 1996, and it’s been providing human being with happiness. This S & T is
not only important but also necessary for people living in the world to maintain
high quality of life. Research is heart and desire of human being and the S&T
is going toward clarifying tool to achieve our objective.

I would like to congratulate researchers who work in the fields on Artificial
Life and Robotics.

Masanori Sugisaka
General Chairman of AROB

It is my great honor to invite you all to the Fourteenth International
Symposium on Atrtificial Life and Robotics (AROB 14th “09).

The symposium from the first (1996) to the Thirteenth (2008) were
organized by Oita University under the sponsorship of the Science and
Technology Policy Bureau, the Ministry of Education, Science, Sports, and
Culture (Monbusho), presently, the Ministry of Education, Culture, Sports,
Science, and Technology (Monkasho), Japanese Government, Japan Society
for the Promotion of Science (JSPS), The Commemorative Organization for
the Japan World Exposition (’70), Air Force Office of Scientific Research,
Asian Office of Aerospace Research and Development (AFOSR/AOARD),
USA.

This symposium is organized by Nippon Bunri University under the
sponsorship of JSPS and is co-operated by the Santa Fe Institute (USA), RSJ,
IEEJ, ICASE (Now ICROS) (Korea), CAAI (P. R. China), ISCIE, IEICE,
IEEE (Japan Council), JARA, and SICE.

The AROB symposium has grown up by the supports from many people
who attended the former AROB symposiums. Now, the age of the AROB
Symposium became 14 years old since it was born in 1996. The AROB
symposium is growing up by absorbing many new knowledge and
technologies into it. The future of the AROB symposium is brilliant from a
point of view of yielding new technologies to human society in 21st century.

I would like to express my sincere thanks to not only Monkasho, JSPS, the
Commemorative Organization for the Japan World Exposition (*70) but also
Japanese companies for their repeated support.

This Fourteenth symposium is sponsored by both JSPS and Japanese
companies (Mitsubishi Electric Corporation Advanced Technology R&D
Center, Oita Gas Co., Ltd., ME System Co., Ltd., Sanwa Shurui Co., Ltd.).
I would like to express special thanks to companies stated above.

The symposium invites you to discuss developments and applications of
new technologies in the 21st century concerning Artificial Life and Robotics,
based on software and hardware.

I hope that fruitful discussions between researchers who have different
specific ideas will yield new merged technologies and, hence, AROB 14th
‘09 will facilitate the establishment of an international joint research institute
on Artificial Life and Robotics in future.

I hope that you will obtain fruitful results from exchange of ideas between
researchers during the symposium.
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Hiroshi Tanaka
Program Chairman of AROB

On behalf of the program committee, it is my great pleasure and honor to
invite you all to the Fourteenth International Symposium on Artificial Life
and Robotics (AROB 14th “09). This symposium is made possible owing to
the cooperation of Nippon Bunri University and Santa Fe Institute. We are
also debt to Japanese academic associations such as SICE, RSJ, and several
private companies. |1 would like to express my sincere thanks to all of those
who make this symposium possible.

As is needless to say, the Alife or biologically-inspired Robotics approach
now attracts wide interests as a new paradigm of science and engineering.
Taking an example in the field of bioscience, the accomplishment of HGP
(Human Genome Project) and subsequent post-genomic comprehensive
“Omics data” such as transcriptome, proteome and metabolome, bring about
vast amount of bio-information. However, as a plenty of omics data becomes
available, it becomes sincerely recognized that the framework by which
these omics data can be understood to make a whole picture of life is
critically necessary. Thus, in the post-genomic era, biologically-inspired
systems approach like Alife is expected to give one of new alternative ideas
to integrate this vast amount of bio-data.

This example shows the Alife approach is very promising and may exert a
wide influence on the effort to develop a new paradigm for next generation
of life science. We hope this symposium becomes a forum for exchange of
the ideas of the attendants from various fields, including the life science
field, who are interested in the future possibility of biologically-inspired
computation and systems approach.

I am looking forward to meeting you in Beppu, Oita.
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Ju-Jang Lee
Vice Chairman of AROB

The Fourteenth International Symposium on Artificial Life and Robotics
(AROB) will be held in Beppu, Oita, Japan from Feb. 5th to 7th, 2009.
This year’s Symposium will be held amidst the high expectation of the
increasingly important role of the new interdisciplinary paradigm of science
and engineering represented by the field of artificial life and robotics that
continuously attracts wide interests among scientist, researchers, and
engineers around the globe.

Since the time of the very first AROB meeting in 1996, each year,
listinguished researchers and technologists from around the world are
ooking forward to attending and meeting at AROB. AROB is becoming the
innual excellent forum that represents a unique opportunity for the academic
and industrial communities to meet and assess the latest developments in this
fast growing artificial life and robotics field. AROB enables them to address
new challenges, share solutions, discuss research directions for the future,
exchange views and ideas, view the results of applied research, present and
discuss the latest development of new technologies and relevant applications.

In addition, AROB offers the opportunity of hearing the opinions of well
known leading experts in the field through the keynote sessions, provides the
bases for regional and international collaborative research, and enables to
foresee the future evolution of new scientific paradigms and theories
contributed by the field of artificial life and robotics and associated research
area. The twenty-first century will become the century of artificial life and
intelligent machines in support of humankind and AROB is contributing
through wide technical topics of interest that support this direction.

It is a great for me as the Vice Chairman of the 14th AROB 2009 to
welcome everyone to this important event. Also, |1 would like to extend my
special thanks to all authors and speakers for contributing their research
works, the participants, and the organizing team of the 14th AROB.

Looking forward to meeting you at the 14th AROB in Beppu-Oita and
wishing you all the best.

John Casti
Vice Chairman of AROB

Since its inception, the AROB has become the most important meeting in
Asia each year for the fields of artificial life and robotics. Many of the
significant advances in these areas have first been announced at the AROB,
including robot football (the MIROSOT). So as a member of the Scientific
Committee of this meeting since it began, it is my great pleasure to wish
Professor Sugisaka and all participants another successful event in this long
sequence of informative meetings in the lovely surroundings of Beppu.
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Y. G. Zhang
Vice Chairman of AROB

Dear all friends and all participants,

Here | would like to show my warm welcome to you all attending the
Fourteenth International Symposium on Artificial Life and Robotics
(AROB ’09). As you know, this annual symposium was founded in 1996 by
the support of Science and International Affairs Bureau, Ministry of
Education, Science, Sports, and Culture (currently, Ministry of Education,
Culture, Sports, Science and Technology) of Japan. Since then AROB is
gradually become worldwide famous international symposium. Now
AROB is already not an “academic baby”, but “academic teenage”, and
AROB also owns an international journal, named the “Journal of Artificial
Life and Robotics” published by Springer in decade.

The objective of AROB is aimed to develop new technologies for
Artificial Life and Robotics which have been born recently. The important
devotion of AROB is not only to pay attention to the development of theory
on Atrtificial Life, but also expected to apply the principle to various fields,
especially, the combination of both the Artificial Life and Robotics
together. So far there are only few international symposiums or conference
on artificial life, however, AROB is the only one that to explore the new
generation of Robotics in far-sight with artificial life principle. In fact,
some intelligent toys and intelligent systems have already been developed,
although they have not completed knowledge construction and no
evolution. Obviously, this is a very great and difficult career, and need
continuous and consistent efforts of more and more scientists and
engineers. In recent years, to our pleasure, many young professors and
researchers join our team and bring significant outcomes of their work
focusing on intelligent robots that we believe applies to the concepts of
artificial life and artificial brain. We’d like to welcome and encourage more
challenges like these for we are also devoting to the same target.

Beppu, the place of held most AROB symposium, is very charming city in
Japan, she has variety of hot spring (jigoku), beautiful bay and colorful
mountains. Her phantasmagoric visual change in various season attract
many tourists. | hope all of you enjoy and appreciate her.

Finally, 1 would like to show my great thanks to all people who are
working for this AROB ’09, including all staffs of AROB Lab, secretariat,
and students, the successful holding of AROB symposium is dependent on
the contributions of you all.
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TIME TABLE
RoomA RoomB RoomC
2/4 13:00
(Wed)  17:00 Registration (Registration Desk)
Welcome Party (at Hotel ARTHUR)
2/5 8:00 Registration (Registration Desk)
(Thur) 840 | 0s8 (6) 0S13 (6) 0S1 (6)
Chair H.H. Lee Chair M. Yokota Chair C-N. Ko
10:10 Coffee Break
10:30
Ceremony
10:55
Plenary Talk
PT1 A. H. Abbass
Chair Y. G. Zhang
11:45
Lunch
12:40 . .
GS2 (5) Invited Talks session 0S2 (6)
Chair H. Yamamoto IT1 H.H. Lund Chair K-L.Su
IT2 L. Pagliarini will end at 14:10
Chair A. Grzech
13:55 will end at 14:10
Coffee Break
14:20
GS12 (7) GS14 (7) GS5 (5)
Chair C. E. Taylor Chair J. Shim Chair D.H. Kim
will end at 15:35
16:05
0OS17 (6) GS1 (3) 0S14 (5)
Chair J. B. Park Chair  S-C Heudin Chair S.Jung
will end at 16:50 will end at 16:50
GS8 (3) GS4 (4)
Chair K-H Hsia Chair K. Ohnishi
will end at 17:50
17:35

GS: General Session OS: Organized Session

GS1 Artificial Intelligence, Artificial Living & Artificial Mind
Research

GS2 Atrtificial Life

GS3 Bioinformatics & Cognitive Science

GS4 Brain Science, Chaos & DNA computing

GS5 Complexity

GS6 Computer Graphics, Micromachines & Robust Virtual
Engineering

GS7 Evolutionary Computations

GS8 Fuzzy Control & Genetic Algorithms

GS9 Human-machine cooperative systems & Innovative
Computations

GS10 Mobile Vehicles- 1

GS11 Mobile Vehicles-1I

GS12 Multi-agent systems

GS13 Neural Networks

GS14 Pattern recognition

GS15 Robotics- 1

GS16 Robotics- I

GS17 Robotics-1II
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GS18 Robotics-1IV

GS19 Robotics-V

GS20 Virtual Reality, Nano-biology & Nano-robotics
OS1 Intelligent Control

OS2 Intelligent Robot

0OS3 Robotics and Control

0S4 Automata and Control

0S5 Bioinformatics and Intelligent Classification (1)
0OS6 Bioinformatics and Intelligent Classification (2)
OS7 Soft Robotics

0S8 Learning and Robotics

0S9 Dynamical Information Processing in the Brain
0S10 Measurement and Control

0OS11 Bio-inspired Theory and Application

0S12 Session of Economics and Management

0S13 Intuitive Human-System Interaction

0S14 Intelligent Systems

0S15 Biomimetic Machines and Robots

0S16 Embracing Complexity in Natural Intelligence
0OS17 Intelligent Control and Robotics
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RoomA RoomB RoomC
2/6 8:00 Registration (Registration Desk)
(Fri) 840 | gGs10 (4) GS15 (4) 0S16 (4)
Chair M. H. Lee Chair H. Ogai Chair Y. Ishida
9:40 | Gs11 (4) Invited Talk GS20 (4)
Chair J-M. Lee IT3 A. Grzech Chair N. Homma
Chair H. H. Lund
10:40 will end at 10:25
Coffee Break
1050 Py (5 GS3 (5) GS17 (5)
Chair J.J. Lee Chair K. Naitoh Chair  S. Jung
12:05
Lunch
1805 6513 (7) Invited Talk GS6 (5)
Chair H. Kinjo IT4 J. Swiatek Chair S. Omatu
Chair L. Pagliarini will end at 14:20
1450 will end at 13:50
Poster Session 0S3 (7) GS19 (5)
PS1, PS2, PS3, PS4 Chair M. Uchida Chair H. H. Lee
15:35 Coffee Break
15:50 Plenary Talk
PT2 K. Aihara
16:40 Chair J.J. Lee
GS9 (4) 0S9 (4) 0S7 (4)
Chair M. Yokota Chair H. Suzuki Chair H. Kinjo
17:40
18:20 AROB Award Ceremony (Chair K. Naitoh)
Banquet — Hotel Shiragiku (Chair Y. G. Zhang)...... Welcome Address  C. Zhang / M. Oswald/
20:30 H. H. Lund/ L. Pagliarini

GS: General Session OS: Organized Session

GS1 Artificial Intelligence, Artificial Living & Artificial Mind
Research

GS2 Artificial Life

GS3 Bioinformatics & Cognitive Science

GS4 Brain Science, Chaos & DNA computing

GS5 Complexity

GS6 Computer Graphics, Micromachines & Robust Virtual
Engineering

GS7 Evolutionary Computations

GS8 Fuzzy Control & Genetic Algorithms

GS9 Human-machine cooperative systems & Innovative
Computations

GS10 Mobile Vehicles- 1

GS11 Mobile Vehicles-1I

GS12 Multi-agent systems

GS13 Neural Networks

GS14 Pattern recognition

GS15 Robotics- 1

GS16 Robotics- 1

GS17 Robotics-1II
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GS18 Robotics-1IV

GS19 Robotics-V

GS20 Virtual Reality, Nano-biology & Nano-robotics
OS1 Intelligent Control

OS2 Intelligent Robot

OS3 Robotics and Control

0S4 Automata and Control

0S5 Bioinformatics and Intelligent Classification (1)
0S6 Bioinformatics and Intelligent Classification (2)
OS7 Soft Robotics

0S8 Learning and Robotics

0S9 Dynamical Information Processing in the Brain
0S10 Measurement and Control

0OS11 Bio-inspired Theory and Application

0S12 Session of Economics and Management

0S13 Intuitive Human-System Interaction

0S14 Intelligent Systems

0S15 Biomimetic Machines and Robots

0S16 Embracing Complexity in Natural Intelligence
0S17 Intelligent Control and Robotics
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RoomA RoomB RoomC
217 8:00 Registration (Registration Desk)
(Sat) 8:40
0S12 (5) Invited Talk 0S4 (4)
Chair T.Ito ITS M.H.Lee Chair M. Kono
Chair M. Oswald will end at 9:40
will end at 9:25
955 | os11 (6) Invited Talk 0S5 (4)
Chair I. Yoshihara IT6 J. Shim Chair M. Yoshioka
Chair - M. Oswald will end at 10:40
will end at 10:10
GS16 (6) 0S6 (4)
Chair J. Wang Chair S. Omatu
will end at 11:40 will end at 11:40
11:25 Coffee Break
11:50 Plenary Talk
PT3  C-S.Zhang
Chair H. Tanaka
12:40
Lunch
13:25 | gs18 (5) 0S15 (6) 0S10 (5)
Chair S. Sagara Chair K. Watanabe Chair Y. Yoshitomi
will end at 14:55
14:55
Farewell Party (Room A)
15:45

GS: General Session

GS1 Atrtificial Intelligence, Artificial Living & Artificial Mind

Research
GS2 Artificial Life

OS: Organized Session

GS3 Bioinformatics & Cognitive Science
GS4 Brain Science, Chaos & DNA computing

GS5 Complexity

GS6 Computer Graphics, Micromachines & Robust Virtual

Engineering

GS7 Evolutionary Computations
GS8 Fuzzy Control & Genetic Algorithms

GS9 Human-machine cooperative systems & Innovative

Computations

GS10 Mobile Vehicles- T
GS11 Mobile Vehicles- I
GS12 Multi-agent systems
GS13 Neural Networks
GS14 Pattern recognition

GS15 Robotics- T
GS16 Robotics- 1T
GS17 Robotics-1IT
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GS18 Robotics-IV

GS19 Robotics-V

GS20 Virtual Reality, Nano-biology & Nano-robotics
OS1 Intelligent Control

OS2 Intelligent Robot

0OS3 Robotics and Control

0S4 Automata and Control

0S5 Bioinformatics and Intelligent Classification (1)
0S6 Bioinformatics and Intelligent Classification (2)
0OS7 Soft Robotics

0S8 Learning and Robotics

0S9 Dynamical Information Processing in the Brain
0S10 Measurement and Control

0S11 Bio-inspired Theory and Application

0S12 Session of Economics and Management

0S13 Intuitive Human-System Interaction

0S14 Intelligent Systems

0S15 Biomimetic Machines and Robots

0S16 Embracing Complexity in Natural Intelligence
0S17 Intelligent Control and Robotics
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TECHNICAL PAPER INDEX

February 5 (Thursday)

Room A

10:55~11:45 Plenary Talk

Chair Y. G. Zhang (Academia Sinica, P. R. China)

PT1 The pareto operating curve for risk minimization in life and robotics
H. Abbass (University of New South Wales, Australia)

Room B
12:40~14:10 Invited Talks Session
Chair A. Grzech (Wroclaw University of Technology, Poland)
IT1  Modular robotic system as multisensory room in children s hospital
H. H. Lund (Technical University of Denmark, Denmark)

IT2 Modular robotic wearable
L. Pagliarini (Technical University of Denmark, Denmark)

February 6 (Friday)

Room A
15:50~16:40 Plenary Talk
Chair J.J. Lee (KAIST, Korea)

PT2 Mathematical modelling of complex systems and its possible applications

K. Aihara (The University of Tokyo, Japan)

Room B

9:40~10:25 Invited Talk

Chair H. H. Lund (Technical University of Denmark, Denmark)

IT3  Optimal monitoring for distributed intrusion detection system
A. Grzech (Wroclaw University of Technology, Poland)

13:05~13:50 Invited Talk
Chair L. Pagliarini (Technical University of Denmark, Denmark)

IT4  Making decision in two-stage identification system with knowledge updating

J. Swiatek (Wroclaw University of Technology, Poland)

February 7 (Saturday)

Room A
11:50~12:40 Plenary Talk
Chair H. Tanaka(Tokyo Medical and Dental University, Japan)

PT3 Graph based semi-supervised learning
C-S. Zhang (Tsinghua University, P. R. China)
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Room B
8:40~9:25 Invited Talk
Chair M. Oswald (Vienna University of Technology, Austria)
ITS  On the observability and estimability analysis of the global positioning system (GPS)
and inertial navigation system (INS)
M- H. Lee (Pusan National University, Korea)

9:25~10:10 Invited Talk

Chair M. Oswald (Vienna University of Technology, Austria)

IT6 A design of brain sensory monitoring thinking activity inside the knowledge system
J. Shim (Kangnam University, Korea)
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February 5 (Thursday)

8:00~Registration
Room A

8:40~10:10 OS8 Learning and Robotics
Chair: H. H. Lee (Waseda University, Japan)
Co-Chair: H. Ogai (Waseda University, Japan)

0S8-1 Modeling of traffic flow using cellular automata and traffic signal control by Q-learning
K. Umemoto, J-S. Shin, T. Ohshita, Y. Osuki (Waseda University, Japan)
M. Miyazaki (Kanto-Gakuin University, Japan)
H-H. Lee (Waseda University, Japan)

0S8-2 Humanoid robot s motion planning using genetic network programming
Y. X. Sun, H. Ogai (Waseda University, Japan)

0S8-3 On-line tuning PID parameters in idle-speed engine based on modified BP neural network
by particle swarm optimization
J-M. Yin, J-S. Shin, H-H. Lee (Waseda University, Japan)

0S8-4 Traffic signal control based on predicted distribution of traffic jam
C-Y. Cui, J-S. Shin (Waseda University, Japan)
F. Shoji (Fukuoka Institute of Technology, Japan)
H-H. Lee (Waseda University, Japan)

0S8-5 Pipe inspection robot using wireless communication system
H. Ogai, Y. Yeh, D. Wu (Waseda University, Japan)
K. Hirai, T. Abe (Hakutsu Technology Corporation, Japan)
G. Sato (Wave Professional Inc., Japan)

0S8-6 Production adjusting method based on predicted distribution of production and inventory using
dynamic bayesian network
Y-H. Park, J-S. Shin, K-Y. Woo (Waseda University, Japan)
F. Shoji (Fukuoka Institute of Technology)
H-H. Lee (Waseda University, Japan)

12:40~14:10 GS2 Artificial Life
Chair: H. Yamamoto (Gifu University, Japan)

GS2-1 Research on softman cooperation mechanism and algorithms
D. Ai, H-T. Xiong, G. Zeng,Y. Yue (University of Science and Technology Beijing, P. R. China)

GS2-2 The effects of the trophic level on the stability of food webs
H. Ochiai, R. Suzuki, T. Arita (Nagoya University, Japan)

GS2-3 Evolutionary acquisition of behaviors building structural objects by virtual creatures

K. Oomiya, K. Nakamura (Future University — Hakodate, Japan)
K. Suzuki (Hokkaido University, Japan)
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GS2-4 Agent based approach for homeostatic plasticity in neuronal activities
S. Fernando, Y. Nakamura, S. Matsuzaki, A. Marasinghe (Nagaoka University of Technology,
Japan)

GS2-5 Adaptive sensor arrays for acoustic monitoring of bird behavior and diversity:
Preliminary results on source identification using support vector machines
E. E. Vallejo (ITESM, México)
C. E. Taylor (UCLA, USA)

14:20~16:05 GS12 Multi-agent systems
Chair: C. E. Taylor (University of California, Los Angeles, USA)

GS12-1 The PSP practice support system using multiagent techniques and manipulation analysis data
D. Yamaguchi, K. Otsuka, F. Katayama, M. Takahashi (Toin University of Yokohama, Japan)

GS12-2 Use of multiobjective genetic rule selection for examining the effectiveness of inter-vehicle
communication in traffic simulations
Y. Hamada, Y. Nojima, H. Ishibuchi (Osaka Prefecture University)

GS12-3 Web news summary system with clustering algorithm to identify same article
A. Niimi, Y. Saito, O. Konishi (Future University-Hakodate, Japan)

GS12-4 Evolution of cooperative behavior among heterogeneous agents with different strategy
representations in an iterated prisoner s dilemma game
H. Ohyanagi, Y. Wakamatsu, Y. Nakashima, Y. Nojima,
H. Ishibuchi (Osaka Prefecture University)

GS12-5 Moving robots’ mind of autonomous decentralized FMS and mind change control
H. Yamamoto, H. Kikuchi (Gifu University, Japan)
T. Yamada, M. A. Jamali (Universite du Quebec, Canada)

GS12-6 High survivability of a large colony through a small world relationship
M. Kubo, H. Sato, T. Matsubara (National Defense Academy, Japan)
C. Melhuish (Bristol Robotic Laboratory, UK)

GS12-7 An evolutionary nano-agent control architecture for intelligent artificial creatures
J-C. Heudin (1IM Interactive Media Lab., France)

16:05~17:35 OS17 Intelligent Control and Robotics
Chair: J. B. Park (Yonsei University, Korea)
Co-Chair: Y. H. Choi (Kyonggi University, Korea)

OS17-1 Fault location estimation using estimator residual
C. K. Leg, S. H. Doo, J. B. Park (Yonsei University, Korea)
T. S. Yoon (Changwon National University, Korea)

0S17-2 Observer-based fuzzy control for nonlinear networked control system with pack drop

G. B. Koo, J. B. Park (Yonsei University, Korea)
Y. H. Joo (Kunsan National University , Korea)
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OS17-3 Formation control of mobile robots with disturbances
B. S. Park, S. K. Song, J. B. Park (Yonsei University, Korea)
Y. H. Choi (Kyonggi University, Korea)

0S17-4 Grasping control of thumb-index finger model: Lyapunov stability approach
S. K. Song, J. B. Park (Yonsei University, Korea)
Y. H. Choi (Kyonggi University, Korea)

OS17-5 Intelligent diagnosis system for transmission line: Fuzzy-bayesian cassifier approach
H. C. Sung, J. B. Park (Yonsei University, Korea)
Y. H. Joo (Kunsan National University, Korea)

OS17-6 Linear frequency estimation for motor application with quadratic constrained condition
G. H. Choi (Yonsei University, Korea)
T. S. Yoon (Changwon University, Korea)
J. B. Park (Yonsei University, Korea)

Room B

8:40~10:10 OS13 Intuitive Human-System Interaction
Chair: M. Yokota (Fukuoka Institute of Technology, Japan)
Co-Chair: T. Oka (Fukuoka Institute of Technology, Japan)

0S13-1 A method for top-down control of robotic attention based on mental-image description language,
Lmd
M. Yokota, K. Sasaki, R. Kaida, T. Oka, K. Sugita (Fukuoka Institute of Technology)

0S13-2 Problem finding and solving based on mental-image description language, L4
M. Yokota, T. Tomezuka, Y. Takubo, T. Oka, K. Sugita (Fukuoka Institute of Technology)

0S13-3 Success rates in a multi-modal command language for home robot users
T. Abe, T. Oka, K. Sugita, M. Yokota (Fukuoka Institute of Technology, Japan)

0S13-4 Multi-modal command interface with remote home robots
T. Abe, T. Oka, K. Sugita, M. Yokota (Fukuoka Institute of Technology, Japan)

0S13-5 Some consideration on user adaptive interface for universal multimedia access
Y. Maeda, E. Tsujimura, K. Sugita, T. Oka, M. Yokota (Fukuoka Institute of Technology,
Japan)

0S13-6 Control of damping with reinforcement learning for power-assisted positioning task
T. Morizono (Fukuoka Institute of Technology, Japan)
M. Higashi (Toyota Technological Institute, Japan)

14:20~16:05 GS14 Pattern recognition
Chair: J. Shim (Kangnam University, Korea)

GS14-1 Unsupervised learning method for support vVector machine and its application to

surface-electromyogram recognition
S. Kawano, H. Tamura, K. Tanno (University of Miyazaki, Japan)
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GS14-2 A method for extraction of arbitrary curve using one-dimensional histogram
S. Nakashima, S. Serikawa (Kyushu Institute of Technology, Japan)

GS14-3 Covariance-based recognition using incremental learning approach
E. O. Hassab (Tokyo Institute of Technology, Japan)

GS14-4 Elimination of un-uniformed image distortion using LCD
K. Miyazaki (Kumamoto Prefectural College of Technology, Japan)
K. Kawasue (University of Miyazaki, Japan)

GS14-5 Incorporation of user preference into multiobjective genetic fuzzy rule selection for
pattern classification problems
Y. Nojima, H. Ishibuchi (Osaka Prefecture University)

GS14-6 Feature map sharing hypercolumn model for shift invariant face recognition
S. Aly (Kyushu University, Japan)
N. Tsuruta (Fukuoka University, Japan)
R. Taniguchi (Kyushu University, Japan)

GS14-7 A moving object tracking based on color information employing a particle filter algorithm
B. Sugandi, H. Kim, J. K. Tan, S. Ishikawa (Kyushu Institute of Technology, Japan)

16:05~16:50 GS1 Artificial Intelligence, Artificial Living & Artificial Mind Research
Chair: J-C. Heudin (Péle Universitaire Léonard de Vinci, France)

GS1-1 Correlation-based similarity metrics in MBR for ordered data
D. Nakahigashi, H. Tsuji (Osaka Prefecture University, Japan)

GS1-2 Hybrid system based emotion recognition and novel emotion engine
D. H. Kim (Hanbat National University, S. Korea)

GS1-3 Group feature extraction based on matrix factorization from long-range office-logging data
I. Kita, T. Shibata, K. Ikeda, (Nara Institute of Science and Technology, Japan)
Y. Kamiya, D. Kato, K. Kunieda, K. Yamada, (CCIL, NEC Corporation, Japan)

16:50~17:35 GS8 Fuzzy Control & Genetic Algorithms
Chair: K-H. Hsia (Far East University, Taiwan)

GS8-1 Robust stability analysis for uncertain T-S fuzzy systems with a time-varying delay
I-S. Song, J-W. Shin, J-W. Ko, P-G. Park (Pohang University of Science & Technology,
Korea)

GS8-2 Optimization of the sensor network using genetic algorithm
T. Minamino, K. Ito (Hosei University, Japan)

GS8-3 4 novel genetic algorithm with different structure selection for circuit design optimization
Z. Bao, T. Watanabe (Waseda University, Japan)
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Room C

8:40~10:10 OS1 Intelligent Control
Chair: Chia-Nan Ko (Nan-Kai University of Technology, Taiwan)
Co-Chair: Li-Chun Lai (Chung Chou Institute of Technology, Taiwan)

0OS1-1 4 PSO method with nonlinear time-varying evolution for optimal design of PID controllers
in a pendubot system
P-Y. Chen, C-J. Wu (National Yunlin University of Science and Technology, Taiwan)
Y-Y. Fu, C-N. Ko (Nan-Kai University of Technology, Taiwan)
L-C. Lai (Chungchou Institute of Technology, Taiwan)

OS1-2 Support vector regression for initialization of radial basis function networks for a
multi-input multi-output system
P-Y. Chen, C-J. Wu (National Yunlin University of Science and Technology, Taiwan)
Y-Y. Fu, C-N. Ko (Nan-Kai University of Technology, Taiwan)
J-T. Jeng (National Formosa University, Taiwan)

OS1-3 ARRBFNs with SVR for prediction of chaotic time series with outliers
Y-Y. Fu, C-J. Wu (National Yunlin University of Science and Technology, Taiwan)
C-N. Ko (Nan Kai University of Technology, Taiwan)
J-T. Jeng (National Formosa University, Taiwan)
L-C. Lai (Chung Chou Institute of Technology, Taiwan)

0S1-4 4 fast identification algorithm with outliers under box-cox transformation-based annealing
robust radial basis function networks
P-Y. Chen, C-J. Wu (National Yunlin University of Science and Technology, Taiwan)
C-N. Ko (Nan Kai University of Technology, Taiwan)
J-T. Jeng (National Formosa University, Taiwan)

OS1-5 Develop a module based security system for intelligent home
K-L. Su (National Yunlin University of Science & Technology, Taiwan)
S-H. Chia (Wu-Feng Institute of Techonlogy, NYUST, Taiwan)
S-V. Shiau, J-H. Guo (National Yunlin University of Science & Technology, Taiwan)

0S1-6 Synchronous reluctance motor speed drive using sliding mode controller based on gaussian
radial basis function neural network
C-A. Chen, H-K. Chiang (National Yunlin University of Science and
Technology, Taiwan)
W-B. Lin (Far East University, Taiwan)

12:40~14:10 OS2 Intelligent Robot
Chair: Kuo-Lan Su (National Yunlin University of Science & Technology, Taiwan)
Co-Chair: Jyh-Hwa Tzou (Wu-Feng Institute of Technology, Taiwan)

0S2-1 Detection system of security robot using multisensor fusion algorithms
T-L. Chien, J-H. Tzou (Wu-Feng Institute of Technology, Taiwan)
C-C. Wang (Chienkuo Technology University, Taiwan)
K-L. Su (National Yunlin University of Science & Technology, Taiwan)
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0S2-2 High-speed laser localization for restaurant service mobile robot
J-H. Tzou (Wu-Feng Institute of Technology, Taiwan)
K-L. Su (National Yunlin University of Science and Technology, Taiwan)

0S2-3 PSO-based potential field method for a mobile robot motion planning in an unknown
environment
L-C. Lai (Chung Chou Institute of Technology, Taiwan)
C-J. Wu (National Yunlin University of Science and Technology, Taiwan)
J-T. Jeng (National Formosa University, Taiwan)
C-N. Ko, Y-Y. Fu (Nan Kai University of Technology, Taiwan)

0S2-4 Motion planning of mobile robots using laser range finder
J-H. Guo, K-L. Su, C-J. Wu, S-V. Shiau (National Yunlin University of Science & Technology,
Taiwan)

0S2-5 Image-guided searching for landmark
C. C. Wang (Chienkuo Technology University, Taiwan)
S. F. Lien (National Yunlin University of Science and Technology, Taiwan)
K. H. Hsia (Far East University, Taiwan)
J. P. Su (National Yunlin University of Science and Technology, Taiwan)

0S2-6 Design and implementation of human machine interface surveillance systems for tracked
robots
C. C. Wang (Chienkuo Technology University, Taiwan)
K-L. Su (National Yunlin University of Science and Technology, Taiwan)

14:20~15:35 GS5 Complexity
Chair: D. H. Kim (Hanbat National University, Korea)

GS5-1 Harmonic oscillations in lotka-volterra-type dynamic systems:
A new approach from a matrix operator equation system
K. Ohnishi (Niigata University, Japan)

GS5-2 Chemical reaction simulations using abstract rewriting system on multisets
with Lattice Boltzmann method
M. Umeki, Y. Suzuki (Nagoya University, Japan)

GS5-3 4 design of algorithms for real-time generation of linear-recursive sequences on cellular automata
N. Kamikawa, H. Umeo (University of Osaka Electro-Communication, Japan)

GS5-4 Towards a brief proof of the four-colour theorem without using computer: Basic theorems and
a bird-eye s view
K. Ohnishi (Niigata University, Japan)

GS5-5 Simulating the behaviour of cellular automata by extended spiking neural P systems
A. Binder, R. Freund, (Vienna University of Technology, Austria)
M. Oswald (Vienna University of Technology, Hungarian Academy of Sciences, Austria)

15:35~16:50 OS14 Intelligent Systems

Chair: S. Jung (Chungnam National University, Korea)
Co-Chair: J-J. Lee (KAIST)
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0S14-1 Memory retention strategy by balancing neutral energy point
J. Shim (kangnam University, Korea)

0S14-2 Target-adjusted model for kernel-based tracker
J-G. Choe, J-H. Seok, J-J. Kim, J-J. Lee (KAIST, Korea)

0S14-3 Human arm-like surgical robot system with force reflection measurement
for minimally invasive surgery
K-Y. Kim, H-S. Song, J-W. Suh, J-J. Lee (KAIST, Korea)

0S14-4 A novel compact genetic algorithm using offspring survival evolutionary strategy
J-H. Seok, T-Y. Choi, J-J. Lee (KAIST, Korea)

0S14-5 Neural network based smith predictor design for a time delay of a tele-operated
control system
H. J. Choi, S. Jung (Chungnam National University, Korea)

16:50~17:50 GS4 Brain Science, Chaos & DNA computing
Chair: S. Ohnishi (Niigata University, Japan)

GS4-1 Artificial realization of an adaptive expert knowledge database for automatic sleep stage
determination in clinical practice
B. Wang, T. Sugi (Saga University, Japan)
F. Kawana (Toranomon Hospital, Japan)
X. Wang (East China University of Science and Technology, P. R. China)
M. Nakamura (Saga University, Japan)

GS4-2 Reliable EOG signal based control approach with EEG signal judgement
T. Zhang, C. Chen (Tsinghua University, P. R. China)
M. Nakamura (Saga University, Japan)

GS4-3 AKP energy levels by a simple shooting scheme for a periodic orbit
K. Kubo, T. Shimada (Meiji University, Japan)

GS4-4 Synchronization and periodic windows in the globally coupled map lattice
T. Moriya, K. Kubo, T. Shimada (Meiji University, Japan)

February 6 (Friday)

8:00~ Registration
Room A

8:40~9:40 GS10 Mobile Vehicles- 1
Chair: M. H. Lee (Pusan National University, Korea)

GS10-1 Stability analysis of the wheeled humanoid robot
H-U. Ha, S-W. Ryu, J-M. Lee (Pusan National University, Korea)
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GS10-2 Trajectory tracking control of mobile robots without using longitudinal velocity measurement
K. Maeda, M. Oya, Q. Wang (Kyushu Institute of Technology, Japan)
K. Okumura (Fukuoka Industrial Technology Center, Japan)

GS10-3 Integration of stereo vision system and laser range finder for autonomous obstacle
avoidance and map construction
Y-Z. Chang, J-F. Hou (Chang Gung University, Taiwan)
Y-P. Chang (Chung-Shan Institute of Science & Technology, Taiwan)

GS10-4 Concurrent localization of multiple robots
J-H. Park, J-Y. Cheong, T-K. Yang, J-M. Lee (Pusan National University, Korea)

9:40~10:40 GS11 Mobile Vehicles-TI
Chair: J-M. Lee (Pusan National University, Korea)

GS11-1 Yawing control of a single wheel robot
B-H. Ahn, J-M. Hwang, J-B. Son, J-M. Lee (Pusan National University, Korea)

GS11-2 Robust oscillation control of wheeled mobile robots
Y. Tsuchida, M. Oya, N. Takagi, Q. Wang (Kyushu Institute of Technology, Japan)

GS11-3 Workspace mapping based on multi-sensor information fusion using heterogeneous
onboard sensors
M. Miyake, H. Takai (Hiroshima City University)
K. Tachibana (Osaka Gakuin University)

GS11-4 Simultaneous localization and mapping of wheel basedAutonomous vehicle with ultrasonic
sensors
S-Y. Jung, J-M. Kim, J-M Heo, S-S. Kim (Pusan National University, Korea)
J-1. Bae (Pukyong National University, Korea)

10:50~12:05 GS7 Evolutionary Computations
Chair: J. J. Lee (KAIST, Korea)

GS7-1 Hybridization of evolutionary multiobjective optimization algorithmsby the adaptive
use of scalarizing fitness functions
N. Tsukamoto, Y. Sakane, Y. Nojima, .H. Ishibuchi (Osaka Prefecture University, Japan)

GS7-2 Development of programming language espace and its application to parallel
and distributed evolutionary computation
T. lwakawa, S. Ono, S. Nakayama (Kagoshima University, Japan)

GS7-3 Competitive coevolutionary algorithms can solve function optimization problems
T. Sato, T. Arita (Nagoya University, Japan)

GS7-4 Pareto-optimal fuzzy rule mining with EMO algorithms and its improvement by
heuristic initialization

I. Kuwajima, Y. Nojima, H. Ishibuchi (Osaka Prefecture University, Japan)

GS7-5 Robust optimization using multi-objective particle swarm optimization
S. Ono, Y. Yoshitake, S. Nakayama (Kagoshima University, Japan)
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13:05~14:50 GS13 Neural Networks
Chair: H. Kinjo (University of the Ryukyus, Japan)

GS13-1 Three-dimensional medical image recognition of cancer of the liver by the revised
radial basis function (RBF) neural network algorithm
M. Nakagawa, T. Kondo, T. Kudo, S. Takao, J. Ueno (Tokushima University, Japan)

GS13-2 Remarks on tracking method of neural network weight change for learning
type neural network feedforward feedback controller
T. Yamada (Ibaraki University, Japan)

GS13-3 Multiple self-organizing maps for visuo-motor system that uses multiple cameras with
different field of views
N. Okada, J. Qiu, K. Nakamura, E. Kondo (Kyushu University, Japan)

GS13-4 Three-dimensional medical image analysis of the heart by the revised GMDH-type
neural network self-selecting optimum neural network architecture
C. Kondo (Kyushu University, Japan)
T. Kondo (Tokushima University, Japan)

GS13-5 Modeling artificial neural networks using a visual programming paradigm
K. J. Mackin (Tokyo University of Information Sciences, Japan)

GS13-6 Neuro-based olfactory model for artificial organoleptic tests
Z. Soh, T. Tsuji, N. Takiguchi (Hiroshima University, Japan)
H. Ohtake (Osaka University, Japan)

GS13-7 Revised GMDH-type neural network algorithm self-selecting optimum neural
network architecture
C. Kondo (Kyushu University, Japan)
T. Kondo (Tokushima University, Japan)

14:50~15:50 Poster Session & Coffee Break

PS1 Pheromone-oriented transmission for load-balanced data gathering in wireless sensor networks
E. Orito, A. Utani, H. Yamamoto (Musashi Institute of Technology, Japan)

PS2 A study on object observation by large-scale wireless sensor network and autonomous mobile robot
K. Matsumoto, A. Utani, H. Yamamoto (Musashi Institute of Technology, Japan)

PS3 Discrete particle swarm optimization selecting forwarding nodes for query dissemination in wireless
sensor networks

J. Nagashima, A. Utani, H. Yamamoto (Musashi Institute of Technology, Japan)

PS4 Logistic regression analysis for mutation data of hemophilia B
M. Utsunomiya, M. Sakamoto, H. Furutani (University of Miyazaki, Japan)

16:40~17:40 GS9 Human-machine cooperative systems & Innovative Computations
Chair: M. Yokota (Fukuoka Institute of Technology, Japan)
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GS9-1 Real-time estimation system of gaze angle based on electrooculogram
X. Zhang, T. Sugi (Saga University, Japan)
X. Wang (East China University of Science and Technology, P. R. China)
M. Nakamura (Saga University, Japan)

GS9-2 4 study on a postural optimization for bicycle's exercise based on electromyography
S. Matsumoto, T. Tokuyasu, S. Iwao, H. Taniguchi, S. Adachi, S. Shiga, K. Ohba
(Oita National College of Technology, Japan)

GS9-3 4 movie rating prediction system based on personal propensity analysis
S. Lee, T. Jeon, G. Baek, J. Cho, S. Kim (Pusan National University, Korea)

GS9-4 Electric wheelchair control with gaze direction and eye blinking
D. Purwanto, R. Mardiyanto (Institut Teknologi Sepuluh Nopember, Indonesia)
K. Arai (Saga University, Japan)

Room B

8:40~9:40 GS15 Robotics- I
Chair: H. Ogai (Waseda University, Japan)

GS15-1 Construction of the robot control system which understands voice and pointing action
Y. Takenaka, N. Abe, Y. Tabuchi (Kyushu Institute of Technology, Japan)
H. Taki (Wakayama University, Japan)
S. He (VuCOMP, USA)

GS15-2 Effective RFID tag positioning strategy for mobile robot with indoor mapping
J. Shin, M. Chang, G. Lee (Pohang University of Science and Technology, Korea)
W. Kang, Y. Kim, J. An (Daegu Techopark Venture 2nd Plant, Korea)
P. Park (Pohang University of Science and Technology, Korea)

GS15-3 4 new grasp quality measure considering physical limits of robot hands
H. Jeong, J. Park, J. Cheong (Korea University, Korea)

GS15-4 Generation of a pick and place trajectory model for the tip of a robotic manipulator
arm for an loading and unloading operation
T. C. Manjunath (NHCE, India)
I. Mishra (NIST, India)
A. K. Satapathy (General Motors, India)

10:50~12:05 GS3 Bioinformatics & Cognitive Science
Chair: K. Naitoh (Waseda University, Japan)

GS3-1 Mathematical modeling for morphogenesis of leaf with employing cell automata and
reaction-diffusion equation
K. Ishii, H. Hamada, M. Okamoto (Kyushu University, Japan)

GS3-2 An abstract model for investigating the adaptivity of misperception

J. Akaishi (Yatsushiro National College of Technology, Japan)
T. Arita (Nagoya University, Japan)
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GS3-3 Prediction of human eye movements in facial discrimination tasks
S. Nishida, T. Shibata, K. Ikeda (Nara Institute of Science and Technology, Japan)

GS3-4 Origin of the word-initial consonant system of the Japanese-Ryukyuan (JR) language from
Oceanic consonant system: Elucidation by JR-Oceanic consonant correspondence laws
K. Ohnishi, M. Kiriyama (Niigata University, Japan)

GS3-5 4 study on effect of morphological filters on computer-aided medical image diagnosis
N. Homma, S. Shimoyama, Y. Kawai, T. Ishibashi, M. Yoshizawa (Tohoku University, Japan)

13:50~15:35 OS3 Robotics and Control
Chair: M. Uchida (The University of Electro-Communications, Japan)
Co-Chair: H. Asano (Aoyamga Gakuin University, Japan)

0S3-1 Group behavior of agents with emotional model
S. Hiroshige, H. Asano (Aoyama Gakuin University, Japan)
M. Uchida (The University of Electro-Communications)
H. Ide (Aoyama Gakuin University, Japan)

0S3-2 Basic examination concerning multi agent cooperation with entrainment
H. Asano, H. Suzuki (Aoyama Gakuin University, Japan)
M. Uchida (The University of Electro-Communications)
H. Ide (Aoyama Gakuin University, Japan)

0S3-3 Basics study about cooperation movement of human and agent with entrainment
M. Saito, H. Asano (Aoyama Gakuin University, Japan)
M. Uchida (The University of Electro-Communications)
H. Ide (Aoyama Gakuin University, Japan)

0S3-4 Man-machine interface for modular robot system
T. Goto, M. Uchida (University of Electro-Communications)
H. Asano (Aoyama Gakuin University)
A. Nozawa (Meisei University)
H. Onogaki (Kogakuin University)
T. Mizuno (AIST)
H. Ide (Aoyama Gakuin University)
S. Yokoyama (Kogakuin University)

0S3-5 Autonomous reconfiguration of robot shape by using Q-learning
S. Shiba, M. Uchida (The University of Electro-Communications)
A. Nozawa (Meisei University)
H. Asano (Aoyama Gakuin University)
H. Onogaki (Kogakuin University)
T. Mizuno (AIST)
H. Ide (Aoyama Gakuin University)
S. Yokoyama (Kogakuin University)

0S3-6 Current control of PWM power amplifier by approximate 2-degree-of-freedom digital
controller
K. Fujita, K. Higuchi, K. Nakano (The University of Electro-Communications, Japan)
K. Matsushita, F. Chino (NF Corporation, Japan)
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0S3-7 Vibration suppression control of a flexible arm using non-linear observer with
simultaneous perturbation stochastic approximation
J. I. M. Martinez (The University of Electro-Communications, Japan)
U. Sawut (Nikki Co. Ltd, Japan)
K. Nakano (The University of Electro-Communications, Japan)

16:40~17:40 OS9 Dynamical Information Processing in the Brain
Chair: H. Suzuki (The University of Tokyo, Japan)
Co-Chair: T. Kohno (The University of Tokyo, Japan)

0S9-1 Multiple cell assemblies and multi-step computation in neural networks
M. Oku (The University of Tokyo, Japan)
K. Aihara (ERATO, JST, The University of Tokyo, Japan)

0S9-2 Possible roles of pre-synaptic connections in neural circuits
H. Watanabe (University of Tokyo, Japan)
K. Aihara (University of Tokyo, ERATO Aihara Complexity Modeling Project, JST, Japan)

089-3 Self-organization of orientation selective and ocular dominance maps through
spike-timing-dependent plasticity
K. Iwayama, H. Suzuki, K. Aihara (The University of Tokyo, Japan)

0S9-4 Integrative bayesian model of two opposite types of sensory adaptation
Y. Sato (University of Tokyo, Japan)
K. Aihara (The University of Tokyo, ERATO, JST, Japan)

Room C

8:40~9:40 OS16 Embracing Complexity in Natural Intelligence
Chair: Y. Ishida (Toyohashi University of Technology, Japan)
Co-Chair: K. Harada (Toyohashi University of Technology, Japan)

0S16-1 A hub gene in a HIV-1 gene regulatory network is a promising target for anti-HIV-1 drugs
K. Harada, Y. Ishida (Toyohashi University of Technology, Japan)

0S16-2 Reverse engineering of spatiotemporal patterns in spatial prisoner s dilemma
T. Ueda, Y. Ishida (Toyohashi University of Technology, Japan)

0S16-3 Using spatial strategies to model agents' commitments for a protocol formation
N. D. Thien, Y. Katsumata, M. Tokumitsu, Y. Ishida (Toyohashi University of Technology,
Japan)

0S16-4 A time-dependent threshold condition to determine an onset of AIDS
K. Harada, Y. Ishida (Toyohashi University of Technology, Japan)

9:40~10:40 GS20 Virtual Reality, Nano-biology & Nano-robotics
Chair: N. Homma (Tohoku University, Japan)
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GS20-1 Quadruped virtual robot simulation in virtual environment obeying physical law
K. Miyoshi, N. Abe, Y. Tabuchi (Kyusyu Institute of Technology, Japan)
H. Taki (Wakayama University, Japan)
S. He (VuCOMP, USA)

GS20-2 Modeling and deforming virtual dense elastic object with haptic device PHANToM
H. Takada, N. Abe (Kyushu Institute of Technology, Japan)
Y. Kinoshita (Munakata Suikokai General Hospital, Japan)
H. Taki (Wakayama University, Japan)
T. Tokuyasu (Oita National College of Technology, Japan)
S. He (VUCOMP, USA)

GS20-3 Study on communication system between haptic-device
Y. Uchida, N. Abe (Kyushu Institute of Technology, Japan)
Y. Kinoshita (Munakata Suikokai General Hospital, Japan)
S. He (VUCOMP, USA)
H. Taki (Wakayama University, Japan)
T. Tokuyasu (Oita National College of Technology, Japan)

GS20-4 Detection of brain aneurysm and route searching to brain aneurysm aim at
the development of operation simulation system
T. Miyagi, N. Abe (Kyushu Institute of Technology, Japan)
Y. Kinoshita (Munakata Suikokai General hospital, Japan)
T. Tokuyasu (QOita National College of Technology, Japan)
H. Taki (Wakayama University, Japan)
S. He (VuCOMP, USA)

10:50 ~12:05 GS17 Robotics-1II
Chair: S. Jung (Chungnam National University, Korea)

GS17-1 Development of indoor navigation system for monocular-vision-based autonomous
mobile robot
T. Kinoshita, E. Hayashi (Kyushu Institute of Technology, Japan)

GS17-2 An effective localization and navigation method based on sensor fusion for mobile robot moving
in unknown indoor environment
I-S. Kim, W-K. Hyun, J-J. Yu (Honam University, Korea)
S-S. Park (Korea Digital Co., Korea)

GS17-3 An indoor autonomously mobile robot with laser sSensor and image processing approach
A. Fujiwara, N. Abe, Y. Tabuchi (Kyushu Institute of Technology, Japan)
H. Taki (Wakayama University, Country)
S. He (VuCOMP, USA)

GS17-4 Development of a desktop swarm robot system based on pheromone communication
N. Kitamura, Y. Nakamichi (Anan National College of Technology, Japan)
K. Fukuda (Gifu National College of Technology, Japan)

GS17-5 Subsea fiber optic cable maintenance using ROV based flux leakage expert system
Md. R. Hedayati (Scientific-Applied Faculty of Post and Telecommunication, Iran)
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13:05~14:20 GS6 Computer Graphics, Micromachines & Robust Virtual Engineering
Chair: S. Omatu (Osaka Prefecture University, Japan)

GS6-1 Development of a finger pointing interpretation and speech recognition system to operate
virtual world
T. Shiofuku, N. Abe, Y. Tabuchi (Kyushu Institute of Technology, Japan)
H. Taki (Wakayama University, Japan)
S. He (VuCOMP,, USA)

GS6-2 Entire shape recovery employing virtual see-through cameras
K. Mori, T. Sone, J. K. Tan, H. Kim, S. Ishikawa (Kyushu Institute of Technology, Japan)

GS6-3 Autonomous control of mobile robots by image data processing and development of the
simulation system
R. Mizokami, Y. Tabuchi, N. Abe (Kyushu Institute of Technology)
H. Taki (Wakayama University)
S. He (VuCOMP)

GS6-4 Construction of super-micro sense of force feedback and visual for micro objects
-Develop the haptic device-
R. Uehara, E. Hayashi (Kyushu Institute of Technology, Japan)

GS6-5 Microorganic engine
K. Naitoh, R. Kubo (Waseda University, Japan)
R. Miyagawa, (Waseda University, Japan until March of 2008)
K. Ogata, A. Suzuki (Waseda University, Japan)

14:20~15:35 GS19 Robotics-V
Chair: H. H. Lee (Waseda University, Japan)

GS19-1 A unified motion planning method for a multifunctional underwater robot
K. Shiraishi, H. Kimura (Kyushu University, Japan)

GS19-2 Image data processing for an autonomously moving robot using network
M. Sato, Y. Tabuchi, N. Abe (Kyushu Institute of Technology, Japan)
H. Taki (Wakayama University, Japan)
S. He (VuComp, U.S.A)

GS19-3 Cooperative manipulation of a floating object by some space robots
with joint velocity controller
-Application of a tracking control method using transpose of generalized jacobian matrix-
S. Sagara (Kyushu Institute of Technology, Japan)
Y. Taira (National Fisheries University, Japan)

GS19-4 Determinate the time to contact using compound eye sensor
Y. Kaneta, Y. Katsuyama, K. Ito (Hosei University, Japan)

GS19-5 Systematization of error recovery in skill-based manipulation

A. Nakamura, T. Kotoku (National Institute of Advanced Industrial Science and Technology,
Japan)
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16:40~17:40 OS7 Soft Robotics
Chair: H. Kinjo (University of the Ryukyus, Japan)
Co-Chair: N. Oshiro (University of the Ryukyus, Japan)

OS7-1 Generating function of color information detection using genetic programming
T. Ogawa, N. Oshiro, H. Kinjo (University of the Ryukyus, Japan)

OS7-2 Swing up control of a 3-DOF acrobot using evolutionary approach
R. Fukushima, E. Uezato (University of the ryukyus, Japan)

OS7-3 Intelligent control of a three-DOF planar underactuated manipulator
S. C. Duong, H. Kinjo, E. Uezato (University of the Ryukyus, Japan)
T. Yamamoto (Tokushima Technology College, Japan)

OS7-4 Optimal suppression control of load swing with disturbance for rotary crane system
using neuro-controller
K. Nakazono, K. Tamanoi, K. Ozaki (University of the Ryukyus, Japan)
K. Ohnishi (Keio University, Japan)

February 7 (Saturday)

8:00~ Registration
Room A

8:40~9:55 OS12 Session of Economics and Management
Chair: T. Ito (Ube National College of Technology, Japan)
Co-Chair: S. Matsuno (Ube National College of Technology, Japan)

0S12-1 Japanese companies and those introductions of the american management technique
S. Fujii (Hiroshima University, Japan)

0S12-2 A consideration of management of the value co-creation with customers:A case of the grocery retailers
Y. Fujioka (Hiroshima University, Japan)

0S12-3 A4 relationship analysis between centrality and module production in the keiretsu of Mazda
H. Kimura, T. Ito (Ube National College of Technology, Japan)
Z. Xia (Wenzhou University, P. R. China)

0S12-4 H marketing strategy with introduction of customer relationship management
-Case of Japanese financial institutions-
T. Yamaguchi (Okayama University of Science, Japan)

0S12-5 An empirical investigation of the determinants of 1S outsourcing in Japan
S. Matsuno, T. Ito (Ube National College of Technology, Japan)
Z. Xia (Wenzhou University, P. R. China)

9:55~11:25 OS11 Bio-inspired Theory and Application

Chair: I. Yoshihara (University of Miyazaki, Japan)
Co-Chair: M. Yasunaga (University of Tsukuba, Japan)

©ISAROB 2009 P-30



The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5- 7, 2009

OS11-1 Study of genetic algorithms with mutation by Markov chains and diffusion model
Y-A. Zhang, M. Sakamoto, H. Furutani (University of Miyazaki, Japan)

0S11-2 A4 visual-inspection system using self-organizing map
K. Ikeda, M. Yasunaga, Y. Yamaguchi (University of Tsukuba, Japan)
Y. Yamamoto (Yamamoto System Design Corporation, Japan)
I. Yoshihara (University of Miyazaki, Japan)

0S11-3 Development of physiological activity estimation method of foods using amplitude
extended neural networks
T. Kuno, M. Kamiguchi, K. Yamamori, I. Yoshihara (University of Miyazaki, Japan)
K. Nagahama (Miyazaki Prefectural Industrial Foundation, Japan)

OS11-4 Roll of rhythmic component in proactive controll of human hand
Y. Hayashi (NPO natural science, Tohoku Institute of Technology, Japan)
Y. Tamura (Tohoku Gakuin University, NPO natural science, Japan)
F. Ishida (The University of Electro-Communications, Japan)
K. Sugawara (Tohoku Gakuin University, Japan)
Y. Sawada (Tohoku Institute of Technology)

OS11-5 Modeling of patrol behavior of diacamma gamergate
K. Yaegashi (Tohoku University, Japan)
K. Sugawara (Tohoku Gakuin University, Japan)
Y. Hayashi (natural science NPO, Japan)

0S11-6 Analysis and modeling of diacamma workers' behavior
M. Yuki (Tohoku Gakuin University, Japan)
Y. Hayashi (natural science NPO, Japan)
K. Sugawara (Tohoku Gakuin University, Japan)

13:25~14:40 GS18 Robotics-IvV
Chair: S. Sagara (Kyushu Institute of Technology, Japan)

GS18-1 Modeling and robostic control of reduction car using the ultrasonic satellite system
H-J. Park, S-M. Yoon, S-Y. Kim, J-1. Bae, M-H. Lee (Pusan National University, Korea)

GS18-2 Development of an autonomous-drive personal robot
(Self-position recognition by characteristic point detection)
S. Matsuura, E. Hayashi (Kyushu Institute of Technology, Japan)

GS18-3 The recognition of multiple people using an ocellus camera
S. Tanaka, E. Hayashi (Kyushu Institute of Technology, Japan)

GS18-4 Robust object instance registration to robot-centered knowledge framework
D-S. Lee, G-H. Lim, I-H. Suh (Hanyang University, Korea)

GS18-5 Developing high-level management facilities for distributed unmanned systems
P. Sapaty (National Academy of Science, Ukraine)
K-D. Kuhnert (University Siegen, Germany)
M. Sugisaka (Nippon Bunri University, Japan)
R. Finkelstein (Robotic Technology Inc., USA)
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Room B

10:10~11:40 GS16 Robotics-TI
Chair: J. Wang (Alife Robotics Co., Ltd., Japan)

GS16-1 USAT (ultrasonic satellite system) and gyro integrated system using kalman filter
Y-S. Yeom, J-H. Kang, S-Y. Kim, J-1. Bae, M-H. Lee (Pusan National University, Korea)

GS16-2 Development of an autonomous flexible robot that uses no explicit sensors or controllers
R. Anzai, K. Ito (Hosei University, Japan)

GS16-3 Development of an autonomous-drive personal robot “object recognition system using
a monocular camera”
Y. Moritaka, E. Hayashi (Kyushu Institute of Technology, Japan)

GS16-4 An algorithm for automatic generation of assembly process of modular fixture parts
T. Yamada, K. Kuroda (Nagoya Institute of Technology, Japan)
Y. Funahashi (Chukyo University, Japan)
H. Yamamoto (Gifu University, Japan)

GS16-5 Optimization of robot path using off-line simulation and method for changing tool
using a wireless communication device
I. Mishra, M. Abhro (NIST, India)
G. Ajay (Difacto Robotics, India)
A K. Satapathy (General Motors, India)
T. C. Manjunath (NHCE, India)

GS16-6 Implementation of ant colony system for DNA sequence optimization
Z. Ibrahim, T. B. Kurniawan, N. K. Khalid (Centre for Artificial Intelligence and Robotics,
Malaysia)
M. Khalid (Universiti Teknologi Malaysia, Malaysia)

13:25~14:55 OS15 Biomimetic Machines and Robots
Chair: K. Watanabe (Saga University, Japan)

0S15-1 Understanding user commands by evaluating fuzzy linguistic information based
on visual attention
B. Jayasekara, K. Watanabe, K. Izumi (Saga University, Japan)

0S15-2 Biomimetic intelligent creatures and artificial muscles
M. K. Habib (The American University in Cairo and Saga University, Egypt)
K. Watanabe, K. Izumi (Saga University, Japan)

0S15-3 Voice-based control of a robotic forceps by using displayed image and auxiliary information
K. Watanabe, T. Tokunaga, K. Izumi (Saga University, Japan)

0S15-4 Unconstrained and noninvasive measurement of bioelectric signals from small fish
M. Terawaki, A. Hirano, Z. Soh, T. Tsuji (Hiroshima University, Japan)
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OS15-5 Three-dimensional human motion modeling by back projection based on image-based
camera calibration
S. Masaoka, J. K. Tan, H. Kim, S. Ishikawa (Kyushu Institute of Technology, Japan)

OS15-6 Research on the intelligent control algorithm for a soft joint actuated by McKibben muscles
E. Jiang (zhengzhou university, P. R. China)
H. Zhao (Shanghai Institute of Technology, P. R. China)
M. Sugisaka (Nippon Bunri University, Japan)
F. Dai (Matsue National College of Technology, Japan)
W. Quan (Fudan University, P. R. China)

Room C

8:40~9:40 OS4 Automata and Control
Chair: M. Kono (University of Miyazaki, Japan)
Co-Chair: N. Takahashi (University of Miyazaki, Japan)

0S4-1 Cooperating systems of three-dimensional finite automata
T. Matsukawa, M. Sakamoto (University of Miyazaki, Japan)
Y. Uchida (Ube National College of Technology, Japan)
A. Taniue, M. Fukuda, K. Kajisa, S. Okatani (University of Miyazaki, Japan)
T. Ito (Ube National College of Technology, Japan)
H. Furutani, M. Kono (University of Miyazaki, Japan)

0S4-2 Hierarchies based on the number of cooperating systems of three-dimensional finite automata
Y. Uchida (Ube National College of Technology, Japan)
M. Sakamoto, S. Okatani, K. Kajisa, M. Fukuda, T. Matsukawa, A. Taniue (University
of Miyazaki, Japan)
T. Ito (Ube National College of Technology, Japan)
H. Furutani, M. Kono (University of Miyazaki, Japan)

0S4-3 Robust I-infinity preview control for biped walking pattern generation
S. Kunimatsu, T. Fukuda, M. Kumon, M. Ishitobi (Kumamoto University, Japan)

0S4-4 Robust control method for the inverted pendulum system with structured uncertainty
caused by measurement error

N. Takahashi, T. Morikubo, O. Sato, M. Kono (University of Miyazaki, Japan)

9:40~10:40 OS5 Bioinformatics and Intelligent Classification (1)
Chair: S. Omatu (Osaka Prefecture University, Japan)
Co-Chair: M. Yoshioka (Osaka Prefecture University, Japan)

0S5-1 Gene subset selection using an iterative approach based on genetic algorithms
M. S. Mohamad, S. Omatu (Osaka Prefecture University, Japan)
S. Deris (Universiti Teknologi Malaysia, Malaysia)
M. Yoshioka (Osaka Prefecture University, Japan)

0S5-2 Particle swarm optimization for gene selection in classifying cancer classes
M. S. Mohamad, S. Omatu (Osaka Prefecture University, Japan)
S. Deris (Universiti Teknologi Malaysia, Malaysia)
M. Yoshioka (Osaka Prefecture University, Japan)
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0S5-3 4n analysis of expression data using support vector machine and feature selection methods
M. Yoshioka, N. Shimoda, S. Omatu (Osaka Prefefecture University, Japan)

0S5-4 Audio-signal separation by independent component analysis
M. Yoshioka, S. Omatu (Osaka Prefecture University)

10:40~11:40 OS6 Bioinformatics and Intelligent Classification (2)
Chair: M. Yoshioka (Osaka Prefecture University, Japan)
Co-Chair: S. Omatu (Osaka Prefecture University, Japan)

0S6-1 Crack detection method using rotational morphology
M. Yoshioka, S. Omatu (Osaka Prefefecture University, Japan))

0S6-2 Estimation of the optimal image resolution using SIFT
M. Yoshioka, Y. Maeda, S. Omatu (Osaka Prefecture university, Japan)

0S6-3 Smell classification by neural networks
M. Yoshioka (Osaka Prefecture University, Japan)
T. Fujinaka (Hirishima University, Japan)
S. Omatu (Osaka Prefecture University, Japan)

0S6-4 Bill money classification by neural networks
S. Omatu, M. Yoshioka (Osaka Prefecture University, Japan)
T. Kosaka (Glory Ltd, Japan)

13:25~14:40 OS10 Measurement and Control
Chair: Y. Yoshitomi (Kyoto Prefectural University, Japan)
Co-Chair: Y. Hitaka (Kitakyushu National College of Technology, Japan)

0S10-1 Motion analysis of tripod parallel mechanism
Y. Hikata, Y. Tanaka (Kitakyushu National College of Technology, Japan)
Y. Tanaka (Hosei University, Japan)
K. Ichiryu (Kikuchi Seisakusho, Kikuchi Seisakusho, Japan)

0S10-2 Development of a new positioning system for underwater robot based on sensor network
B. Fu, F. Zhang, M. Ito (Tokyo University of Marine Science and Technology, Japan)
Y. Watanabe, T. Aoki (JAMSTEC, Japan)

0S10-3 Motion estimation based on optical flow and ANN
J. Zhang, F. Zhang, M. Ito (Tokyo University of Marine Science and Technology, Japan)

0S10-4 Development for on-board use anti-tilting table with horizontally slider type parallel
link mechanism——analysis on Inverse kinematics and work-space of the mechanism
Y. Zhang, E. Shimizu, F. Zhang, M. Ito (Tokyo University of Marine Science and
Technology, Japan)

0S10-5 4 method for expressing human posture as 3DCG using thermal image processing and
3D model fitting
T. Asada, Y. Yoshitomi (Kyoto Prefectural University, Japan)
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The Pareto Operating Curve for Risk Minimization in Life and Robotics

Hussein A. Abbass
School of Information Technology and Electrical Engineering,
University of New South Wales, Australian Defence Force Academy,

Canberra, ACT 2

Abstract

The use of non-dominance in multi-objective search
has traditionally focused on generating the set of non-
dominated solutions and choosing an element of this set
to implement. In this paper, | will show the richness of
the non-dominated set when the objectives (in the multi-
objective search problem) represent complexity measures.
I will present the concept of Pareto Operating Curves,
whereby a system operates along these operating curves
based on the risk, complexity and required trade-off it en-
counters in the environment. Key fundamental features
these systems possess are robustness and the ability to
adapt in different environments.

1 introduction

The concept of non-dominance has been associated in the
evolutionary multi-objective computation (EMO) literature
with multi-objective optimization problems (MOP). The
topology of the set of non-dominated solutions in the ob-
jective space shapes up a curve that is known as the Pareto
curve. An optimization problem is traditionally seen in
terms of objectives - representing the performance mea-
sures of the system - and a set of constraints.

In this paper, we wish to expand the use of the Pareto curve
from being a set of trade-off “independent” solutions to an
operating curve, where the environment will dictate which
solution from this set will be used. Risk is traditionally de-
fined as the impact of uncertainty on objectives. The uncer-
tainty that this paper is concerned with, is the uncertainty
in the operating environment. In this case, the objective
functions need to reflect the performance of a solution in an
operating environment. We will call this operating curve as
the Pareto Operating Curve (POC). This paper is the first to
discuss the concept of POC.

In the rest of this paper, we will introduce some basic def-
initions in MOP, followed by discussions of some of my
work where the POC was used - although not necessarily
discussed explicitly.
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2 Multi-objective optimization

Consider anulti-objective optimization probleMOP) as
presented below:-

Optimize F(Z € T) 1)

Subjectto: T = {¥ € R"|G(Z) < 0} 2

WhereZ is a vector of decision variables{ ..., x,) and
F(# € T) is a vector of objective functionsf{(# €
T),....,fx(@ € T)). Herefi(Z € 1),..., fx(@ € 1),

are functions omR™ andY is a nonempty set ik". The
vectorG(Z) represents a set of constraints.

The aim is to find the vectoF* € T which optimizes
F(Z € T). Without any loss of generality, we assume that
all objectives are to be minimized. We note that any max-
imization problem can be transformed to a minimization
one by multiplying the former by -1.

fo

4

Figure 1: The concept of dominance in multi-objective op-
timization. Assuming that botlf; and f, are to be mini-
mized,D is dominated byB sinceB is better tharD when
measured on all objectives. Howevdr, B andC are non—
dominated since none of them is better than the other two
when measured on all objectives.

The principle of dominance (Figure 1) multi-objective
optimization problenfMOP) allows a partial order relation
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that works as follows: a solution does not have an advan-
tage to be included in the set of optimal solutions unless
there is no solution that is better than the former when mea-
sured on all objectives. A non—dominated solution is called
Pareto. A MOP can be solved in different ways. Evolution-
ary algorithms (EAs) [8, 10], being population based, they
are able to generate a set of near-Pareto solutions in a sin-
gle run. In addition, they do not require assumptions of
convexity, differentiability, and/or continuity as traditional
optimization problems do. EAs with local search are usu-
ally used to improve the performance of EAs to get closer
to the actual optimal or, the Pareto set in the case of MOPs.

3 The Pareto Operating Curve

In many situations, the Pareto curve can be seen as the sin-
gle solution to the problem. Take for example a problem
where there is a need to evolve controllers for a robot. The
objective functions can potentially be to minimize energy
consumption and minimize the robot's performance error.
In this case, a solution on the Pareto curve for this problem
is just one possible trade-off that can be made between the
previous two objectives. However, this robot is likely to
encounter a number of situations where it needs to trade-
off differently between these two objectives over time. As
such, the Pareto Curve can be seen as an Operating Curve,
as the level of trade-off needed changes over time, a solu-
tion moves from one location to another on that curve (See
Figure 2).

Definition 3.1 Pareto Operating Curve A Pareto Oper-
ating Curve (POC) is a Pareto Curve for a problem where
the trade-off between the objectives to be optimized varies
over time; thus a solution selected along this curve at one
point of time needs to move to a different solution at an-
other point of time to minimize the impact of uncertainty
on objectives (i.e. risk).

We need to differentiate between adaptive feedback con-
trol with the concept of Pareto Operating Curve. In tra-
ditional adaptive feedback control, a controller adjusts its
parameters in response to changes in the environment. The
Pareto Operating Curve provides the most efficient set of
models to be operated in different environments to min-
imize the risk. Each member in this set is optimal in a
particular environment in the sense that each environment
represents a specific level of trade-off and there is a solu-
tion in the efficient set which is optimal on that required
level of trade-off. One can then imagine the existence of
a switch or a decision maker that senses the environment,
determines the optimal level of trade-off needed, then se-
lects the corresponding non-dominated solution from the
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Figure 2: The Pareto Operating Curve. Soluti®rcan be
the best solution for a specific level of trade-off between
objective functionf; and f, at timet. When the required
level of trade-off changes, this solution may need to move
along the curve to become, for example, solutibor C.

efficient set. Each time a solution is selected from the non-

dominated set, it defines a movement on the Pareto curve.
This movement may be constrained in terms of its cost or

characteristics, thus bounds the impact of the risk mitiga-

tion strategy. We now provide examples where this concept
is successfully demonstrated.

4 The Pareto Operating Curve and Evolu-
tion

The majority of research in decision making and engineer-
ing has focused on selecting a single solution. Recent re-
search showed the benefits in viewing problems in the eyes
of multi-objective search. For example, in single objective
optimization, one can simply benefit from transforming it
into multi-objective as being demonstrated in [6].

To discuss the concept of POC in an artificial life context,
it would be less attractive to do so without discussing its
biological roots and impact. Although this is the first time
this concept is introduced in this paper, we can trace some
seeds for this concept in the literature. Darwin wrote:

It seems clear that organic beings must be ex-
posed during several generations to new con-
ditions to cause any great amount of variation;
and that, when the organisation has once begun
to vary, it generally continues varying for many
generations” (from [9] P25).

What is interesting about Darwin’s quote is the emphasis
he placed on variations. According to Darwin, any orga-
nization is in a constant state of flux. But we know from
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common sense and decision sciences that each state of flux is that complexity of species is not a single measure. More-

is likely to require different levels of trade-offs. The Pareto
curve represents the optimal set of solutions in the sense
that for any level of trade-off required, there is a solution in
that set that is the optimal solution for the single objective
optimization problem derived from the utilities associated
with the required level of trade-off. Therefore, evolution
does not necessarily need to be an optimizer, but for evolu-
tion to work, it needs to maintain diversity along the Pareto
curve. In so doing, evolution can move from one trade-off
to another. Evolution is not an optimizer from traditional
optimization point of view, while from multi-objective op-
timization point of view, | will make the assertion that evo-
lution is a multi-objective optimizer. In fact, | would claim
that this is the evolutionary strategy for risk mitigation.
The objectives that evolution optimizes include for exam-
ple adaptive capacity, robustness, and survivability. In a
number of situations, such as in viruses where the level of
unpredictability in the change in the environment is high,
we should accept that random selection can be an efficient
strategy for risk minimization in such environment. Once
the signal to noise ratio is high, random selection fails as a
strategy and other types of selection mechanisms become
more appropriate.

Not so long after Darwin’s writing, Pareto wrote:

If, as has generally been the case, it is held that,
for a people, utility is coterminous with its mate-
rial prosperity and its moral and intellectual de-
velopment, then we have a criterion for making
comparisons between different people. But there
still remains a difficulty, deriving from the fact
that society has to be considered as a complex
whole, as a system, as an organism. [12].

Well said before its time, Pareto pointed us to the right
direction, that an organism is a system of systems (SoS),
evolution is, the mind is, and society is. As such, each
sub-system (which is a system in its own right) has its own
utilities which can be in conflict. For example, material
prosperity can be in conflict with intellectual development.
These competing objectives on the sub-system level, along
with the different levels of trade-off possessed by each sub-
system (representing their own individual biases) generate
the diversity required for the system as a whole to operate
and function.

5 The Pareto Operating Curve and Com-
plexity

In[14, 15], we have shown for the first time the relationship
between Pareto and Complexity. The essence of this work
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over, combining many measures of complexity using some
index into a single measure, not only hides information be-
cause of the strict order bias generated by a weighted sum
approach, it also violates the essence of what complexity
is. Thus, complexity should be defined as a strict partial
order rather than a linear strict order. In these papers, we
introduced the following definition of complexity:

e Complexity is a strict partial order relation.

This definition moves away from what the majority of lit-
erature in Engineering attempts to do; that is, to come up
with a quantitative measure (single number) of complex-
ity to establish a linear rank. This single number hides
information of its constituent parts and the level of trade-
offs required on the sub-system level. It also assumes that
one must unify dimensionality and scale before combining
the different complexity measures. Pareto’s view to com-
plexity, however, accepts the existence of many different
guantitative measures of complexity but it rejects the idea
of combining them as a single measure. Pareto optimal-
ity does not satisfy reflexivity; that is, a solution cannot
dominate itself. It also acts as a filter of these measures
since a measure is redundant if it is not in conflict (i.e. it
produces identical order) with an existing measure. Pareto
optimality, thus, imposes a complexity hierarchy on the set
of objects/solutions.

6 The Pareto Operating Curve and Robotics

The use of Pareto-based Evolutionary Multi-objective
(EMO) Search techniques in computational intelligence -
particularly fuzzy inferencing and neural networks, is arel-
atively new literature. The work on Pareto-based EMO for
fuzzy inferencing was pioneered in a number of papers,
particularly [11], while the work on Pareto-based EMO for
neural networks was pioneered in [1, 2, 5]. Work on neuro-
ensemble was then introduced in a number of papers in-
cluding [3, 4].

Traditionally, one would search for a learning machine -
such as a neural network - that performs well on the average
on all environmental conditions it may encounter. How-
ever, there are many applications where this average per-
formance is not acceptable. For example, imagine a walk-
gate performed by a neural network. Imagine that we want
the robot to walk in different environments. Here, we can
use the concept of Pareto optimality to optimize along dif-
ferent environmental conditions. The objective functions
represent the robot performance in different environmental
conditions. For example, one objective can represent the
robot’s speed while the second represents the friction in the
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terrain. The set of non-dominated solutions for this prob-  [3] H.A. Abbass. Pareto neuro-ensembleAliD3, LNAI

lem represents a trade-off between performance (speed)
and complexity (nature of the terrain). Every solution in
this set represents the optimal solution on the correspond-
ing terrain’s friction. As such, the whole set can be used
within a robot with a switch attached to a sensor that senses
the friction between the robot’s leg and the terrain. One can
then imagine that at any particular point of time, the robot
is operating in one area of the Pareto curve and as the en-
vironmental conditions change, it moves to other areas.
The previous concept was used in [13], where the two ob-
jectives were distance travelled and the size of the con-
troller. The resultant robots trade-off, the size of the con-
troller and the Pareto curve clearly demonstrated a smooth
transition from no-walking behavior to a robot that jumps.
Another application of this concept was in the area of Air
Traffic Management [7]. Different algorithms for conflict
detection work better in specific environments. Once more,
one can imagine the Pareto Operating Curve as the set of
environmental conditions where an algorithm would fail.
By combining these conditions using a switch/gate, one
would minimize the overall failure of the aircraft detection
mechanism and the risk associated with that by combining
different detection algorithms.

7 Conclusion
In this paper, | introduced the concept of Pareto Operating

Curve, whereby the decision making process is seen as a set
of movements along the curve to minimize risk. The roots

of this concept were traced in evolution, and its relationship  [11]

with complexity and robotics were discussed. As a new
concept, the doors are open to adopt it to many applications
including data mining, robotics or decision theory.
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Abstract

We developed a system composed of different modular
robotic devices, which can be used e.g. as a multi-sensory
room in hospital settings. The system composed of the
modular robotic devices engage the user in physical
activities, and should motivate to perform physical
activities by providing immediate feedback based upon
physical interaction with the system. The modularity,
ease of use and the functionality of the devices such as
modular robotic tiles and cubic I-BLOCKS suit well into
these kinds of scenarios, because they can provide
feedback in terms of light, vibration, sound and possibly
many other ways, since the devices are fairly generic,
which means that they can be augmented with other
sensors or actuators. It is therefore possible to create
applications with different stimuli and to dynamically
change parameters to provide immediate feedback to the
users. A main finding of the tests conducted here at a
children’s hospital, is that it was found to be very
important to create feedback that was easily recognised
by the users, and it was found that the interaction was
boring if the feedback was too implicit (subtle) and not
well understood by the user. Instead, users appreciated
explicit immediate feedback very much because it was
obvious and understandable, and did not require any a
priori knowledge of the application.

Introduction

In recent developments, some research has focussed on
the development of modular robotic devices that act as
playware. We define playware as the use of technology
to create the kind of leisure activities we normally label
play, i.e. intelligent hardware and software that aims at
producing play and playful experiences among users and
of which e.g. computer games are a sub-genre [1].

The aim of the research is to combine robotic systems,
artificial intelligence and play culture to produce new
products that can be used in play, sports, health,
rehabilitation, music, architecture, art and learning. The
collaboration strongly combines the forces of both
technical and human art research to focus on how new
products can be designed, and to gain further knowledge
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on areas such as play culture and how this is evolving as
our life becomes digital.

Fig. 1. The playground tiles used in a city square.

An outcome of earlier research in playware is electronic
tiles (see playground tiles on fig. 1), which were
developed as a new product that could stimulate the
youth to engage in more physical active games to fight
obesity and other life-style related diseases [2]. The tiles
consist of a microprocessor, LED lights, force-sensitive
sensor and means of communicating with 4 other
devices. The tiles can be put together in large
playgrounds, with wires providing for power and
communication, and are controlled by a central computer.
6 of these playgrounds have been installed at 6
institutions (kindergartens, elementary schools and youth
clubs) in Odense. In [3] research was conducted, to find
out if it was possible to dynamically adapt the games for
the users, while they were using the playground. The idea
was to even out the difference among the users, to create
an equally challenging experience with no regards to
speed or other factors that would be beneficial to win a
game. For instance, if speed is a key, the game would
require a faster response from fast children than it would
from slower children. This would be determined
dynamically by classifying each individual and then
adapt the game accordingly.

Further, we developed the modular robotic tiles, which
are more suitable for applications, where it should be
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easy to change the topology. The initial generation of
these flexible tiles are interconnected by magnets, and
they communicate by using IR diodes. 8 LED’s are
placed in a ring surrounding the FSR sensor, and thus, it
is more intuitive, where the user should press the tile to
activate it [4].

Whereas the playground tiles were mostly used for
playgrounds, the modular robotic tiles have been used in
various therapeutic setups. At the Rehabilitation Central
in Odense, physiotherapists are using the tiles to create
exercise games that are costumed for each individual
patient by changing the topology and various application
parameters (such as time, speed and FSR activation
level). They have a wide range of patients, but most of
them are recovering from surgery, and needs to regain
strength and manoeuvrability. Because of the diversity of
the patients, they need to facilitate many different tools
and machines, so that every need can be satisfied. It is
investigated if the modular robotic tiles can be used in
various setups to help the training process of the patients.
The applications on the tiles were originally developed
for Sygehus Fyn (a hospital in Svendborg), which works
with recovering heart patients [5].

- O |
Fig. 2. Modular robotic tiles for cardiac rehabilitation at the
hospital Sygehus Fyn Svendborg.

Further, at Hopital de la Salpetriere in Paris, Jacqueline
Nadel is using the tiles to stimulate and motivate children
with autism spectrum disorder (ASD). Due to ASD, the
children have social impairments, and do not explore
their environment for novel artefacts or events. By using
the tiles, they hope to generate a feeling of self-efficiency
in the children, by encouraging the children to push the
tiles. When they do so, the lights will change from blue
to red (and vice-versa), which is an immediate effect and
hopefully the child will recognise this event as being
his/hers responsibility. Finally, at the Robots at Play
festival [6] we have demonstrated, how the tiles can be
used in music and sport applications.

©ISAROB 2009

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

Fig. 3. The modular robotic tiles used as an interactive goal for
soccer training and entertainment.

Research in modular robotics has also spawned projects
such as ATRON, Odin and the cubic I-BLOCKS. The
cubic IBLOCKS are interesting as playware, since they
are used in education and entertainment areas. The first
prototype consisted of LEGO Duplo bricks, which were
equipped with a microprocessor and various sensors. By
assembling the bricks, different applications could be
built. The newest prototype (see figure 6) is developed
and maintained by Jacob Nielsen, and is currently used in
the RoboMusicKidz project [7]. The hardware is very
similar to the hardware in the modular robotic tiles, so
basically it is only the physical form that differs and the
extension possibilities.

Fig. 4. Examples of modular robotic devices that should use the
same protocol for easy integration and flexible configuration.

The modular robotic tiles and the cubic I-BLOCKS can
be used in very flexible applications, since it is very easy
to arrange them differently on run-time. Changing the
topology can be done very easily, since they attach to
each other using magnets, and there are no wires or
mechanical connections, that would make it more
difficult to rearrange the individual devices.

Changing the topology of a setup can be one way of
interacting with the application. Also, it allows the user



to customize the setup before use, and it makes it easy to
adapt the application to whatever need the user has.

For instance, there seems to be numerous opportunities
for investigating the use of modular robotic playware
devices as part of multi-sensory environments, which are
used at hospitals and other institutions to stimulate
patients and to provoke different reactions due to the
stimulation. The range of patients is wide and different
kinds of tools and remedies are available to provide the
stimulating experiences. The most common tools are
providing visual stimuli in terms of light, auditory stimuli
in terms of sound effects or soothing music or physical
stimuli, which can be a vibrating or massaging device.
Producing the sensations can also be done by using the
actuators of the robotic modules. All the modules have
built-in light capabilities, and by embedding other types
of actuators, it is possible to provide sound and physical
stimuli. From this point of view, there should be no
trouble in using the robotic modules in a multisensory
environment. Furthermore, by utilising the computing
power and the sensors, it is possible to provide feedback
to the user that is determined from combining the sensory
input with some knowledge about the use. In other
words, it is possible to interact with the user in an
intelligent way, which might help to provide even better
stimulation.

The development of multisensory room with modular
robotic devices was studied for a different user group,
namely elderly dementia patients in a hospital in Italy [8,
9] and modular robotic devices have been developed for
children with different abilities [10]. Also, the
MEDIATE project studied the development of an
electronic multisensory room [11, 12]. In that case, there
was no use of modular robotics, and hence the set-up
seemed fixed with less flexibility than what is
investigated here. Also, in general, most other interactive
walls or floors are all quite static set-ups that do not
allow for the user to perform physical reconfigurations at
run-time (e.g. products such as t-Wall and LightSpace).

In order to allow for flexible use of the different modular
robotic devices in the multi-sensory environment, Anders
Henningsen and Rasmus Nielsen developed a generic and
versatile communication protocol and framework for the
modular robotic devices described below.

Modular robotic devices

Modular Robotic Tiles

The modular robotic tiles are created to be mobile, even
when the application is running so that the topology can
be changed by any user, even at run-time. The modular
robotic tile consists of a square tile, in PUR, with a
circular cover. The cover is made of a transparent
satiniced plate and a centre made of PUR, such that the
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light from the 8 RGB LEDs, used for output on the
printed circuit board (PCB), are uniformly distributed
and the FSR in the center of a tile could easily be
activated. Two tiles are connected via the two magnets on
each side of the tiles, and they could be mounted on a
magnetic surface like a metal wall or a radiator, because
4 magnets are built into the back of the tile.

The hardware on the modular robotic tile is based on the
ATmegal280, which internally has 4 USARTSs that is
used for the IR transceivers where the tile is
communicating with its neighbours through. These tiles
are also prepared for communication through a XBee
module, which make them able to communicate
wirelessly across multiple platforms. The modular
robotic tile also has a 2-axis accelerometer, which senses
the inclination compared to gravity.

Fig. 5. The modular robotic tiles can be physically reconfigured
by any user at run-time.

This new generation of tiles is much more distributed
than the former playground tiles. It is not only the battery
power supply in each tile that makes this tile suitable for
distributed applications, but also the way they are
coupled together and communicating with each other.
Last but not least, these tiles are not preprogrammed, like
the Playground tile, to start in a bootloader, where they
are waiting for a given message to start the application.
Summary of the modular robotic tiles:

e Based on the ATmegal280
4 communication channels (IR light)
Opportunity for wireless communication (XBee)
8 RGB LEDs, placed under the circular cover
1 FSR sensor
a 2-axis accelerometer

I-BLOCKS

Similarly to the modular robotic tiles, we have developed
modular building blocks such as I-BLOCKS and the new
Cubic I-BLOCKS. Their hardware are by intention much
alike the hardware in the modular robotic tiles, they are
also based on the ATmegal280 and are communicating
via IR light, with their neighbours. They have a 3-axis
accelerometer and 4 RGB LEDs are used for output. The



hardware of the cubic I-BLOCKS is created so that it can
be expanded with an extra internal PCB, which can be
used for different sensors or actuators. There already
exist different expansion boards with e.g. display,
ultrasonic sound, USB connector and a XBee module.
Summary of the cubic I-BLOCKS:
Based on the ATmegal280
e 4 communication channels (IR light)
e  Opportunity for expansion, e.g. display, XBee or
UsSB
e 4RGB LEDs
e a3-axis accelerometer

MidiBox

The MidiBox is created as a tool for receiving or
transmitting MIDI commands, through the internal XBee
module. The MidiBox is then interfaced to another MIDI
device, a PC, MIDI keyboard etc., which could send
notes or generate the given sounds. The MidiBoxes have
been used in different applications. Recently they are
being used in the RoboMusicKidz project by Jacob
Nielsen and was used in the interactive concert with
Funkstar De Luxe [13].

Fig. 6. Chlldren creatlng music with the cubic I-BLOCKS.

In general, the devices are very alike with regard to the
hardware and the choice of the sensors and actuators.
They are created such that distributed applications are
suitable. The XBee module is chosen as a link for three
of the mentioned devices, which make them perfect in
applications where they all are used at the same time.

Application environments

We have tested the modular robotic tiles in a number of
applications environments. We describe briefly these
environments below.

Odense Rehabilitation Central
At the Rehabilitation Central in Odense, physiotherapists
are working with patients that are recovering from
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surgery and needs to regain strength and
manoeuvrability. They receive a wide range of patients
with different needs, and need to facilitate many kinds of
machines and exercise equipments, and are using many
different kinds of exercises to help their patients. It is
very important, that they can supervise the patients, so
that they do not overstrain themselves, which could
possibly be dangerous after a comprehensive surgery.
The therapists have been using the modular robotic tiles,
which they have incorporated in some of their training
programs. The applications on the tiles, was originally
developed to Sygehus Fyn, who works with heart
patients. They have a permanent setup of tiles on the
wall, and a bunch of tiles, that they can set up on the
floor in any configuration, that they desire (see Fig. 2).
There are several possibilities for developing applications
for this target group. On one hand, they need exercises
that increase the pulse of the patient in a controllable
way, and on the other hand, they need exercises where
the patients are supposed to move a specific limb in a
specific way. Both classes of exercises must be
configurable, so that they are suited for each individual
patient.

Nadel Group, Paris

Jacqueline Nadel from CNRS is working with children
who suffer from ASD, which causes impairments in their
social skills. One of their methods for therapy, uses
familiar objects (such as sunglasses, cowboy hats,
umbrellas and so on) and arrange these in a setting with
the child. All items are duplicated, so the therapist can
use one object, while the child uses an object of the same
type. Some of the children do not explore their
environment, and do not initiate interaction with these
objects, so the therapist has to initiate, and try to
encourage the child to imitate his behaviour. By using the
modular robotic tiles, they will try to show the children,
that a physical interaction with these tiles can result in
feedback such as light and sounds, which then hopefully
will generate a feeling of self-efficiency in the child,
because the child was responsible for the feedback. The
first simple application in test, simply changes the light
from blue to red (or vice versa), when the tile is pushed.
The best setups for these therapists are simple
applications — possibly run on different types of modules
— that they use with the children. It should be easy to use,
and no comprehensive control of the application is
necessary. Again, there is lots of possibilities for using
multiple types of modules, since there are no restrictions
on how the children physically interact with the modules.

Handicapafsnittet Odense
At Handicapafsnittet (a center for treatment of
handicapped children in Odense), the physiotherapists are
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dealing with children with both physical and mental

handicaps. Some of the diagnoses are:
e ASD
e  Physical handicaps
e Development problems
o Different kinds of syndromes

They have tested the modular robotic tiles with the same
applications that are in use at the rehabilitation center in
Odense. However, it seems that those particular (rehab)
games are not motivating for these children, and some
refinement will be necessary for this group of users.

Some of the therapist requests are:

e Games that will enforce cooperation among the

children.

e Application control should be entirely in the

hands of the therapists.
e Educational games (spelling, math)

e Games that resembles common children plays

(jigsaw puzzles, twister)

e The ability to change the appearance of the

module

Fig. 7. A child with autism play'ing‘v:/itr{:the modular robotic

tiles [4].

H. C. Andersen Children’s Hospital

The H. C. Andersen Children’s Hospital was official
inaugurated April 2nd 2008 in Odense by HRH Prince
Joachim. The responsibility of the hospital is to treat
children and infants. It is mostly patients, who cannot get
treated in the county hospitals and children with urgent
needs or rare and complex conditions. The hospital also
works as an educational institution as a part of the
University of Southern Denmark. The hospital contains a
multi-sensory environment, which are used for many
different kinds of patients and for various purposes. The
room provides different tools and means for stimulation,
and is often visited by children and their family, when

staying at the hospital for a longer period of time.
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There are many possibilities in using this target group,
and the robotic devices will be very easy to use in the
room. The therapists have shown great interest in the
devices, and are very open for a test setup, that is more
dynamic than the current equipment in the room.

General Protocol

In order to obtain a versatile system, we developed a
protocol which
e Is device independent
e  Supports for multiple platforms
e Supports for both centralised and distributed
applications
e Can utilise of the modular devices in a dynamic
environment
e Iseasy to integrate and use

The framework has to be device independent. The
meaning of this requirement is that different devices
could be used in the same application, without changing
the code in the application or protocol. The framework
has to be implemented, and designed, in a way such that
the protocol and the application is working no matter
what communication lines and drivers, that are used.

The devices that we use are modular devices, which are
created so that they can be used without other devices.
When a single device is used, the applications are
limited, but a single device could be seen as a platform in
a larger perspective. E.g. instead of creating a field of
devices (e.g. tiles) which always are rectangular or
another shape where all devices are connected locally, it
should be possible to spread out the devices without
changing the application. The devices will in these
applications have to communicate through a wireless
link, which specifies new requirements for the
communication in the protocol.

In some cases, all the devices may need to know the full
exact topology. This specifies not only large
requirements about the design of the new framework, but
also about the memory available. A full knowledge about
the total topology could take up a large amount of the
memory. One of the biggest problems is to maintain the
topology in every device in a dynamic environment.
Since a lot of the devices are modular, and easy to
connect and disconnect, the framework has to handle
changes in the topology, since this could give
opportunities, for new interesting applications, where the
devices need to be moved around to interact with the
system.

The last requirement for the protocol is that it has to be
easy to integrate, not only in a new application, but also
on a new device related to the other devices. If the



protocol can be compiled into a new project, it has to be
easy to use, which means that the initialisation and the
methods in the protocol are simple and understandable.
Compiling the applications and protocol is also relevant,
when it has to be easy to integrate, this require an
understandable structure of the files, code, makefiles etc.
that are used in the project, and a simple toolchain. An
easy way of programming the devices is also preferable.

Mechanisms in the Protocol

Different mechanisms have to be implemented to fulfil
the requirements. The design of the most important issues
is described in this section.

Using Alive Signals to Spot Topology Changes

Alive signals is one of the most important mechanisms
when modular devices like these have to be used like it
was intended, namely in applications where the changes
in the topology is an interaction with the system. Without
alive signals or a similar mechanism, it would not be
possible to spot these topology changes, know which
devices that are active in the system, how these are
reached and keep all the routing tables up to date. A lot
of these information depend on the alive signals and the
parameters regarding this.

The actual alive signal is quite simple. When a given
interval has elapsed, the device then transmits an alive
packet on the concerned channel, every channel has its
own counter. When another device, a neighbour, receives
this packet it reacts compared to whether this device was
known or unknown. If the device has not been seen
before, it updates its routing table and transmits a new
broadcast packet, describing the new device, and how
they are connected.

If the alive signal was received on a local channel, the
device which receives the packet resets its own alive
interval on this channel to the half of the original interval.

____________ alive
1 alive interval
____________ alive
alive Device B
A half I .
alive interval alive
11
alive
I
alive
II

Fig. 8 Synchronisation of the alive signals. The first two alive
signals send from device A are not received because there is no
neighbour. When device B is connected, this will send an alive
signal, which synchronises the timer of device A. Device A is
synchronised on | while device B is on II.

©ISAROB 2009

10

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

This way the alive signals will be synchronized, and they
will take turn to send alive signals to each other. Remote
channels will never be synchronized, because the alive
signals are transmitted as broadcasts, and every device
that receives the alive signal would then be synchronized
the same way, which would result that they all would
send their alive signals almost at the same time.

The alive signals also contain a checksum of the routing
table on the current device. This way two neighbour
devices could verify whether they have identical tables or
not, and react on this, e.g. by exchanging their tables. The
routing tables have to be the same on the whole platform,
so it is possible to reach all the devices, and the shortest
paths in the system can be found. If a packet is received,
with an unknown receiver address, the packet will be
discarded, and never reach the intended device.
Maintaining the routing tables is an important task on the
network layer in the protocol.

Routing Tables

Routing tables are used in the protocol to store all the
devices that are active in the system. An entry in the
routing table consists of the address of the represented
device, the channel needed for the shortest path, the
address of the next device on the path and the total cost,
which is the length of the path to the device. The cost is
created such that it is possible to weight the different
channels, e.g. by having a cost of 5 on a wireless channel
and a cost of 1 on a local channel. The system will then
choose to send a packet through 4 local channels than 1
wireless.

Every device will have its own routing table, and will
have the responsibility to maintain it, by updating it when
the device receives new alive signals, they disappear or
special messages are received regarding changes in the

topology.

History for Loop Detection

Loops in the communication paths could be a problem
when working with these devices, because of the position
of the communication channels. To ensure that packets
not will loop forever, a circular history is used in every
device, which remembers which packets that have been
seen before. If a packet is received twice, the packet is
then deleted and not processed or forwarded. A history
could only work if all packets are unique, this is done by
saving the address of the sending device, which already is
unique, and allocating a frame number to every new
packet. These two values, which will be a part of every
packet, will create unique frames and they will be stored
in the history. A single byte is used for frame numbers in
the packets, and when this increasing number reaches it
maximum, which is 2541, it will start all over again from
0, packets could then be similar to earlier transmitted



packets, but an aging system of the entries in the history,
ensures that these entries are expired when this happens,
if the entries not already have been overwritten by newer
entries.

Bootloaders

Bootloaders are implemented for the therapy tiles and
cubic I-BLOCKS, to ease the transmission of the
program code to the devices. Instead of programming all
the devices one at a time with the JTAG, it is now
possible to transmit the program code to a device through
one of its communication channels, local or remote.
When this device is programmed, it will distribute the
code to all its local neighbours, which do the same until
all the devices on the given platform are programmed.

Experimental
Hospital

Setup at HCA Children’s

The purpose of the enhanced multisensory room is to use
the devices as tools for various stimuli, and to create
dynamic applications, that can adapt to the users by
processing the information from the interaction of the
devices. By examining the behaviour of the users, it
might be possible to provide a more directed stimulus,
which is tailored to each individual or to a group of users.
We used the modular robotic tiles and the cubic I-
BLOCKS, because they are very flexible and easy to
handle. The Playground Tiles was disregarded, because
they take up too much space, and are not very easy to
move around, which is a general requirement for artifacts
in the room due to cleaning conditions. The modular
robotic tiles and the cubic 1-BLOCKS can be used for
different kinds of stimuli, and we will consider how to
utilise this in our application proposal.

It should be noted, that during the test period by Anders
Henningsen and Rasmus Nielsen, the nurses and other
groups of therapist announced their strike action at the
same time as the collaboration with the hospital was
started. The impact was that only high-priority patients
were available at the hospital and the majority was not
able to test our equipment in the sensory room, due to
their condition. For this reason it was very difficult to
make larger tests of the application to collect a lot of data
for analysis. It also affected the types of patients, who
were available. The sensory room are normally used by
children with disabilities, who have preference of the
room, because they do not have the same opportunities as
healthy children in terms of playgrounds and ways of
being activated. But during the strike action, only
children that do not suffer from any physical disabilities
and do not have any development problems, were
available at the hospital.
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Application
We created an application that allowed for:
e immediate feedback to the user when an action
has been taken.
e various types of stimuli that can be controlled by
the system.
e simple application that is susceptible to quick
updates and adjustments.
e autonomous  application  which  exhibit
behaviours without the intervention of the user.
We decided to use the modular robotic tiles as
components in an interactive light-wall. By placing 16
tiles in a 4 by 4 square on the wall, we were able to
provide a very powerful light stimulus, by showing
various patterns in different colours. The light-wall is
also sensitive to pressure, and provides one way of
interacting with the wall. The tangible cubic I-BLOCKS
are used for interaction with the system, and are
themselves able to provide direct feedback in terms of
light and vibration. The cubic I-BLOCKS make use of a
3D accelerometer to detect the orientation with respect to
gravity, and it is also possible to detect if the user is
shaking the cube. They communicate locally through IR
channels, and by using our protocol stack, topology
changes can easily and quickly be detected. All of these
behaviours can be integrated into the software as a way
of interacting with the system.

Fig. 9. Easy Storage (lower left) and set-up for sound (upper
left) in the multisensory room of HCA Children’s hospital.

We developed a light wave application which is
completely distributed, and the purpose is to create so-
called lightwaves on the tiles. A random tile will light up
in a random colour, and then propagate this colour to its
direct neighbours and eventually fade its own colour out.
The same behaviour applies for the neighbours, who all
also will light up, propagate the colour to their
neighbours, fade out, and so on (see fig. 10).



The design of the lightwave application is based very
much on visual stimuli, and it is the hope that it can draw
some attention, because of the moving colours. If the
room is dark, the lightwaves may be very clear and eye-
catching.
The cubic I-BLOCKS can be used for controlling the
lightwaves in different ways and by turning, shaking or
assembling/disassembling the cubes, different events can
be generated, that will have an immediate observable
effect. Suggestions for variable parameters are:
e the propagation speed of the lightwaves.
e the trail of the lightwave (e.g. how long each tile
is showing the color, before fading out.)
e the intensity of the lightwaves.
e the amount of lightwaves.
o the color of the lightwaves.
The computer can be used for logging the events, and for
controlling sound effects and background music.
Together with musician Kasper Falkenberg, we made
some soothing background music, and for each
lightwave, there would be sound effect, e.g. a note from
some instrument.
The final setup consists of the following equipment (also
see Fig. 9):
e 16 modular robotic tiles (at least one with a
XBee RF module).
e 1 Whiteboard for holding the Therapy Tiles.
e 3 cubic I-BLOCKS with XBee RF modules
inside.
e A charger with room for 15 devices.
e A small computer with a XBee2USB dongle.
e 2 satellite speakers with 1 subwoofer.
In the corner of the multi-sensory environment, they have
collected all control-related equipment, so that the
therapists have easy access to control the various tools.
We have placed the computer and the loudspeakers in
this corner, and the only thing, the therapists have to do,
is to push 2 buttons to turn on the computer and the
speaker system.

Lightwave Parameters

The modular robotic tiles are able to receive several
commands that affect the parameters for the lightwaves.
These commands are:

Duration Time: the duration time is a time value in
milliseconds, and can in the time of writing be a value
between 200 and 1500 ms. It affects how long each tile
should be lid up, before fading out. The longer the
duration time is, the longer trails will be drawn from the
lightwaves.

Forward Time: the forward time is a time value in
milliseconds, and can in the time of writing be a value
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between 200 and 1500 ms. It controls the propagation
speed, and how fast it should spread from tile to tile.

Start Interval: the start interval controls how often a
lightwave should occur. The values can be between 5000
and 1500 ms. For instance, if the start interval is 5000
ms, the lightwaves will occur randomly with a maximum
of 5 seconds between each lightwave.

The above three commands are controlled by three cubic
I-BLOCKS. Using the 6 orientations of a cubic I-
BLOCK, we can provide 6 levels for each parameter. The
LEDs on the cubic I-BLOCKS are used for both
indicating the purpose of the cubic I-BLOCK and the
current level for the specific parameter.

For a later implementation, we changed the parameter
START_INTERVAL to be a FORWARD_WAVE
instead. This allowed the users to create lightwaves
themselves in their own colours.

(b)

(d) (e) (n
Fig. 10. The propagation of a lightwave starting from square
(2,2) in the upper left. The start position could e.g. be random
or based on a hand pressure on the tile.

HCA Controller

The HCA Controller is the software, that is running on
the computer. It runs on top of the protocol framework
and provides logging capabilities into a persistent data
storage, and it also provides means of controlling music
and sound effects. The controller is using the
ProtocolStack from the protocol framework, and it is
implementing the ProtocolListener interface, so that it
will receive any incoming data that is destined for the
application. The AudioCenter provide means of playing
different notes with three different instruments. It can
also create a WAVPIlayer, which can read any wav files
and it is possible to control the volume of the music.

The controller uses the HSQLDB relational database
engine, which are based entirely on Java. It provides a
fast and easy-to-use database, which can be integrated
into the HCA Controller and log all the incoming events
for further analysis. The DataContainer class is a wrapper



for the data that is contained in a single event. When the
system is started, the controller will create a new
database and provide it with a timestamp. A table for the
events are also created, and it contains 7 fields: id,
command, 3 columns for integer arguments, 1 column for
a string-type argument, the address of the sending device
and finally a timestamp. The argument columns are used
to store the values, that are changed when an event
occurs.

Tests

The multisensory room with the modular robotic devices
was developed and tested over three iterations as
described below.

Fig. 11. A child and her father in the multi-sensory room.

First Iteration test

The first iteration covers the first application that was
developed and deployed at the hospital. The first
feedback that we received was that the tiles and cubes
were very easy to use, and they had no trouble in starting
and shutting down the system. However, they requested
some kind of user guide, so that the children and their
parent could use the system on their own.

The lightwall was very much appreciated and the colours
and lightwaves were attracting the attention of both the
personnel and the children and their parents. The sound
of bubbles was also working well, and the children found
it amusing. However, they did not understand the
purpose of the cubic I-BLOCKS, and was not able to see
the effects on the lightwall, when changing from one
level to a subsequent level. It was possible to convince
them of the effect, when changing from the highest level
to the lowest level with a given cube, because this
impacts on the parameter the most, but all the
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intermediate levels were not observable, or at least not as
obvious. Of course, this was not our intention.

The use of cubic I-BLOCKS was also appreciated and
they had made some interesting observations regarding
the physical structure and use of the cubes. The children
had fun turning the cubic I-BLOCKS around, so that the
colour would change, and for some children it was
almost a challenge to disconnect them due to the strong
forces of the magnets, that hold the cubic I-BLOCKS
together. The hospital staff observed that the use of the
modular devices stimulated physical movement, which
could be used for some groups of children. Children with
bowel problems are encouraged to move around, and it
was found, that the cubic I-BLOCKS could be a tool for
stimulating physical movement. This could be done, by
placing the cubic I-BLOCKS around the child with
enough space between each of them, so that the child
would have to move the body to reach the cubes. Another
child had been through a rough period of time due to
cancer, but was recovering again. She was physical weak
after the exhausting period, and she had trouble in
disconnecting the cubic 1-BLOCKS. But the therapists
observed that she expressed self-confidence and
happiness, when she finally disconnected the two cubic I-
BLOCKS.

Second Iteration Test

In the second iteration, we changed the number of levels
for each parameter, so that (hopefully) it was easier to see
the effects on the lightwall, when orientating a cubic I-
BLOCK. From 6 levels, we went down to 3 and made the
span between the lowest and highest level wider, so each
level would be significantly different from the other
levels. Since the cubic I-BLOCKS have 6 sides, each
level was represented by two different sides.

To encourage further use of the cubic I-BLOCKS, we
provided the therapists with new cubic I-BLOCKS with
vibrators, which were supposed to replace the old cubes.
By turning the cubic I-BLOCK, it would then provide
visual stimuli (changing colour of the LEDs) and it
would vibrate for half a second. We also added the
possibility for the users to shake the cubic 1-BLOCKS,
which would change the volume of either the bobble
sound effect, or the volume of the background music,
which also was added in this iteration. The background
music was composed by Kasper Falkenberg and is a very
relaxing and calm piece of music.

After creating user guides for the personnel and changing
the number of levels for the parameters, the staff and
children were able to observe the immediate feedback
from turning the cubic I-BLOCKS. The vibrating
stimulus was found very amusing, and it further
encouraged the use of the cubic I-BLOCKS.



We also received positive feedback regarding the
background music. The children quickly realised, that by
shaking the cubic I-BLOCKS, it was possible to alter the
volume of either the bubble sound effect or the music.
The hospital staff noticed that some children were
searching for specific colours. For instance, one girl only
liked the purple colour, so she would turn the cubic I-
BLOCKS in various ways to get the purple lightwaves.
This indicates two things: she has not understood the
purpose of the cubic I-BLOCKS, since they do not
control the colour of the lightwaves, and it indicates, that
we should provide the possibility for letting the user
controlling the colours as well. From the feedback, it was
clear, that the children have a favourite colour, and that
this could be integrated in the system.

Third Iteration Test

For this iteration, we changed the function of cubic I-
BLOCK, because changing the start interval parameter
did not seem very obvious to the users. Instead, there was
a bigger interest in better control for the lightwaves and
the colours, which the user had no control of in the
former iterations. Cubic 1-BLOCK now functions as a
wave generator, and each side of the cube controls a
unique colour for the lightwave, which yields 6 possible
colours. We did not change any of the sound effects or
the background music, because it seemed to work fine at
this point.

The change of I-BLOCK was very much appreciated,
because it provided the users with (a more obvious)
immediate feedback, and it was now possible to create
lightwaves in a desired colour. However, in some cases
problems regarding the wireless communication ruined
the feeling of immediate feedback from using the cubic I-
BLOCKS, since the commands were not properly
received by the lightwall. This was quickly fixed, but
initially this was a demotivating factor for the users,
because of the lack of feedback from the system. But in
general, the explicit immediate feedback provided a clear
change in the user behaviour.

Data collection and evaluation

Each time the computer is turned on, a new database is
created and associated with a timestamp. We did not
provide any means for the therapists, to enter any
information about the user (such as an ID), because it
was very important to keep the equipment simple and
easy to start. It was reckoned, that by including a screen
and a keyboard, the therapists would be less motivated
for using the system in the sensory room. Also, due to the
striking action, it has been hard for the therapists to
schedule appointments in the sensory room with the
patients, so a majority of the data represents spontaneous
and short sessions of therapy in the room.

©ISAROB 2009

14

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

The consequences of this, is that most of the gathered
data has no direct association with the individual users,
and it is not possible to determine if two sets of data have
been gathered from the same user. The data is still of use,
since it can be used for detecting patterns or certain
behaviours, but it is not possible to recognize individual
users and associate datasets with users, since any matches
can not be confirmed.

A standard test protocol has been defined for the
controlled tests, to ensure uniform datasets that can be
compared: For the tests that we conducted, we defined
the following protocol:

e A minimum of 3 tests should be conducted with
the same individual.

e Each test must be of approximately 4 minutes.

e For the first test, the user will get an
introduction of how to interact with the system,
but will not receive an explanation of the
feedback from each action taken on the system.

e Between the first and second test, the user is
interviewed and asked questions about the
system, to find out if the user had discovered the
connection between a certain action and the
feedback of the system.

o Before the second test, the user gets an
explanation of the connection between the
actions and the feedback.

e The third test should be conducted at a later time
if possible (e.g. the next day), so that the user
enters the room and uses the system with a fresh
mind.

In general, the lightwall was popular, because of the very
strong and eye-catching lightwaves that emerged in many
different colours. When the curtains were pulled and the
light turned off, the lightwall had a strong effect.

The use of the cubic I-BLOCKS was also well received,
but initially the function of each cube was not as obvious
as we wanted it to be. They did impact on the lightwaves,
but the feedback from the first two iterations of the
project clearly showed us, that the functionality was too
implicit. The children (and staff) were very focused on
the cubic I-BLOCKS when interacting with them, and
missed the feedback on the lightwall, which should have
indicated to the user, that they just changed something in
the system. Also, the definition of turning a cubic I-
BLOCK was misinterpreted a couple of times. It was
necessary to turn the cubic I-BLOCK 90 degrees to either
direction, before it would activate, but some of the users
were rotating in smaller angles, which meant that there
was no feedback and this lead to a demotivation of the
user for using the cubic I-BLOCKS.

The parameters (DURATION_TIME, FORWARD_
TIME, START_INTERVAL) that were changed, were



too subtle and we should have chosen more powerful
effects instead. This was also indicated when we
switched the START_INTERVAL parameter with the
FORWARD_WAVE, as it was more obvious, what
happened when turning the cubic IBLOCK. A similar
switch to more explicit feedback should be done and
investigated with the remaining two cubic I-BLOCKS.
One suggestion of how the functionality of the cubic
IBLOCKS should have been implemented instead of the
chosen solution would be letting each cubic I-BLOCK
represent a colour (red, green or blue). If a cubic I-
BLOCK was turned, it would create a lightwave in that
particular colour on the lightwall. If two cubic I-
BLOCKS were to be connected, this would mix the
colours, e.g. red and blue would create purple, and by
turning these cubic 1-BLOCKS, it would also create a
lightwave on the lightwall and in that composite colour
(e.g. purple). This scenario reminds a bit of the colour
mix setup that we used when working with autistic
children and the therapy tiles [4]. That work used three
colour tiles (red, green and blue), that were emitting
colour packets to their neighbours when connected, and
the colours would blend.

We could still use the old parameters (such as
propagation speed and time on each tile for each colour)
to create an adaptive application. For instance,
measurements such as how often the cubic I-BLOCKS
are turned or the actual speed of the rotation, can be used
to adjust the lightwaves on the lightwall. From the
feedback we have received, we estimate that this would
have been a better solution and more attractive for the
children at the hospital.

The use of sound and music could have been more
extensively, but there was not time to test this further.
The current setup plays simple tones for each lightwave,
it plays a sound of bubbles and it provides soothing
background music. When the user shakes one of the
cubic I-BLOCKS, it will turn up the volume for the
bubbles or the music. It was discussed, if there should
have been an attempt to create multiple sound universes,
e.g. music with different atmospheres and tempi. Then it
would have been possible to associate the activity and
aggression of the user with a suitable sound universe.
Imagine, that it is detected that the user is highly active
(even too active) and the system tries to calm the user by
playing some relaxing and down-tempo music. The ways
of combining the activity of the user with universes is
many, and various effects could be obtained.

Conclusion

Compared to the equipment, which is normally found in
a sensory room, it is argued that the robotic devices can
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provide much of the same stimuli to the users. The
modularity, ease of use and the functionality of the
devices suits perfectly into these kinds of scenarios,
because they can provide light, vibration, sound and there
are many other possibilities. These devices are fairly
generic, which means that they can be augmented with
other sensors or actuators. However, it can be argued that
the physical form factor of the cubic I-BLOCKS is not
perfectly suited for the little children, who barely can
grasp them, and the strong magnetic force that is used for
connecting the cubic I-BLOCKS may be too much
compared to the strength of some visitors of the room.
This has not been a main issue for the project, but the
staff has made comments about it and we have observed
a little boy, who was struggling with the cubic I-
BLOCKS, because he was only able to use one hand.

The lightwave application provided powerful light
stimuli, and the possibility of dynamically changing
parameters to provide immediate feedback to the users.
In the tests conducted here, it was found to be very
important to create feedback that was recognised by the
users, and it was found that the interaction was boring if
the feedback was too implicit (subtle) and not well
understood by the user. When we changed the behaviour
of one of the cubic I-BLOCKS to allow the users to
create lightwaves, the users suddenly appreciated this
explicit immediate feedback because it was much more
obvious and understandable, and did not require any a
priori knowledge of the dynamics of a lightwave.
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Abstract

In this concept paper we trace the contours and define a
new approach to robotic systems, composed of
interactive robotic modules which are somehow worn
on the body. We label such a field as Modular Robotic
Wearable (MRW). We describe how, by using modular
robotics for creating wearable, it is possible to obtain a
flexible wearable processing system, where freely
inter-changeable  input/output modules can be
positioned on the body suit in accordance with the task
at hand. We describe the first rough prototypes and
show an artistic application, as well as some drawing
of future works and projects. Finally, by focusing on
the intersection of the combination modular robotic
systems, wearability, and bodymind we attempt to
explore the theoretical characteristics of such approach
and exploit the possible playware application fields.

Introduction

The Modular Robotic Wearable (MRW) thought was
born in 2007 from both the research line in electronic
and robotic art — called The SuperAvatars. This work
was based upon our research tradition on modular
robotics since the mid 1990’s with the development of
LEGO robots, embodied Al humanoids, intelligent
robotic building blocks such as I-Blocks, African I-
Blocks, robotic playground tiles and robotic therapy
tiles.

Fig.1. Fatherboard, The SuperAvatar (The mask, 2007)

Besides that, the concept derives, somehow, from both
artistic and scientific-technological fields.

Indeed, MRW inherits the knowledge coming from
either the old Wearable Electronic Art works (see Gutai
Bijutsu Kyokai, Gutai Art Association), such as Atsuko
Tanaka’s Electricdress (Fig. 2), and the old Steampunk
and Cyberpunk [2] lines of thinking.

These, indeed, are consistent electronic art branches
that are expressed in different styles (cyborgs,
humanoids, exoskeletons, etc.) and through prestigious
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authors (Stelarc, Marcel.li Antinez Roca, Bill Vorn,
Chico MacMurtrie, Martin Spanjaard, Ulrike Gabriel,
etc.). In the last few decades, they have explored the
possibility of augmenting the body through modern
digital technologies.

Fig. 2. Classical examples of wearable for artistic
performance. Left: Atsuko Tanaka (Electricdress,
1956), Right: The Steampunk.

Under the scientific point of view, MRW is inspired by
and related to Wearable Computing or WearComp — a
branch of research on forms of human-computer
interaction comprising a small body-worn computer
(e.g. user programmable device) that is always on and
always ready and accessible, as defined by Steve Mann
in 1997 [3].

Despite of these evident similarities, MRW approach
proposes alternative and innovative paths, also thanks
to the close relation established with modular robotics.

Towards Modular Robotic Wearable
Differently from the above mentioned works, MRW
aim at making no use of mechatronic devices (as, for
example, in Cyberpunk and related research branches)
and mostly relies on “simple” plug-and-play circuits,
ranging from pure sensors-actuators schemes to
artefacts with a smaller level of elaboration complexity.
Indeed, MRW focuses on enhancing the body
perception and proprioperception by trying to
substitute all of the traditional exoskeletons perceptive
functions - in most of the cases strongly rigid, cabled
and centralized - through the use of local sensing
circuits. In MRW we do so keeping the weight load as
light as possible, while preserving a high level of
modules interchangeability, as well as efficiency and
flexibility.

Indeed, the MRW concept that derives from the
Polymorphic Intelligence theory [4] has as a major goal



to focus on human-machine interaction pushing it to
such an extreme in which interaction can be called and
considered (human-machine) interrelation. This is
because it takes into deep consideration certain aspects
of body action/reaction which might be partially or
fully unconscious. Therefore, although the MRW is
thought as a non-invasive technology, the goal of such
a research approach is to push the borders of machine
mediated movements and sensing to unknown limits,
and develop tools for investigating psychological and
psychosomatic aspects, such as gestural and postural
persons’ attitudes and body automatisms.

Therefore, besides being an excellent method for
expressing multimedia art aesthetics, MRW might
represent a fascinating instrument for exploring such
fields as neural robotics, and playware, as well. In fact,
the MRW approach focuses both on pre-existing and
well known psychosomatic aspects - a body
re/appropriation [5] - and on body/hi-tech relationship,
bringing along new discoveries and potential research
fields on exploring body action and reaction, limits and
capabilities.

Evidently, and more simply, MRW can also be seen as
a means for augmenting human interfaces both from
virtual realities to the body and from the physical body
to virtual realities.

Fig. 3. Fatherboard, performing [13] (The suite, 2007).

MRW Definition

We define Modular Robotic Wearable (MRW) as a
robotic system composed of interactive robotic
modules which is worn on the body.

e By wearable we intend that the system has to
be worn on the body and interact with the
body as part of the surrounding environment
of the system.

e By a robotic module we intend an entity with
a physical expression which is able to process
and communicate with its surroundings. The
communication can be directed towards
neighbouring modules and/or via sensory
input and actuation output to the surroundings
(i.e. interactive robotic modules). A modular
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robotic system is constructed from many such
robotic modules.

Modular Robotic Wearable combines the wearable with
the modular robotics and exploits the intersection of
this combination.

By exploiting modular robotics for creating wearable,
it is possible to obtain a flexible wearable processing
system, where input/output modules (robotic modules)
are freely interchangeable and freely can be positioned
on the body suit in accordance with the task at hand. As
with any modular robotic system, the design of the
individual module is crucial for the performance of the
modular robotic wearable. Design issues include
attachment mechanism, communication method, size,
form, material, and energy as well as the definition of
processing, input and output capabilities.

sensor(s)
+

circuit(s)
+

actuator(s)

Modular Robotic Wearable
20072008

L Pagliarini, H.H.Lund
(D 1

Fig. 5 Modular Robotic Wearable
(original schemata, 2007)

There are two categories of module attachment in
modular robotic wearable, namely

e Direct attachment, where modules attach and
communicate directly to each other;

e Indirect attachment, where modules attach to,
and communicate to each other through, the
body (suit).

The direct attachment is similar to most modern
modular robotic systems, where the modules can attach
directly to each other, whereas the indirect attachment
resembles the use of discrete grid systems in some
early modular robotic systems and simulations. In
traditional modular robotic systems most research
strives towards developing a connection as free as
possible with no constraints imposed from the
surrounding environment.

However, in wearable the situation is often somewhat
different, and there may be advantages in developing
modular robotic wearable with indirect attachment
through a predefined grid system. Often, for full-body



wearable, a body suit is needed in order to create the
wearable system and this body suit may form the grid
system. Hence, in such a system, the modules attach
directly to the body suit in any position formed by the
grid system on the body suit.

Communication between modules in the modular
robotic wearable can be categorised into:

e Local neighbour-to-neighbour communication
(wired or wireless)

e Global communication from one module to a
module further away (wireless)

And the way to perform the communication can be
either wired (e.g. by direct connection or through the
body suit) or wireless (e.g. by IR or radio). So, for
instance, the communication possibilities in a modular
robotic wearable may be as enlisted in Table 1.

Communication Wired Wireless
Local Physical connection | IR or radio
Global Body suit Radio

Table 1. Communication possibilities in modular
robotic wearable.

Several experiences with human — modular robot
interaction [6,7,8,9,10] tell that the design of the
individual modules is crucial for the easy
understanding and manipulation with the modular
robotic system. For instance, development of African i-
BLOCKS showed the need for particular module
attachment design to facilitate 3D building possibilities
needed by users in the local context of schools and
hospitals in rural areas of Tanzania [11], and strength of
magnetic attachment in modular robotic therapy tiles
were defined by the capabilities of autistic children in
the therapy use [12].

sensor actuator

R R RN,

. el 4
e T “mm W\
switch
attach / detach povier supply

Fig. 6 MRW Module example
(early prototype, 2008)

Similarly, for modular robotic wearable, it is important
to understand the use and use context when designing
the individual modules. With wearable as the context,
the modules must be designed to be flexible in order to
fit the body and the free body motion. For instance, in
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one of our early prototypes we experimented the use of
pure electronic circuits (with no PIC or digitalization,
see Fig. 6) in order to run quick and inexpensive tests
while optimizing on the input-output reaction time. In
synthesis, we allow any possible input (sensors of
acceleration, temperature, movement, vibration, and
etc.) to mediate body actions and reaction directly
activating (either in a discrete or analogical fashion), a
given actuator (sound, light, etc.), as in a shortcut.

MRW Modules and Playfield characteristics

A further important aspect concerning a good MRW
prototype is conceiving wearable robotic modules that
are as “flexible” as possible in terms of functionality or
displacement (on the bodysuit) , as well as the proper
“playfield” (surface) for such modules.

As mentioned above, MRW easily allows to explore
and study existing relationship amongst psyche (mental
states, wishes and wills) and body (movements and
parameters), as well as it easily enhance body language
capabilities. Therefore, in the MRW a central part of
the research is focused on catching (experimenting)
relationships between routinary, as well as unusual
body movements and possible robotic circuits, in
which the input-output flow highlight, improve or
detect special characteristics of human body (or body-
movement) in space. Such an achievement (i.e. high
level of experimentation and exploitation of MRW
technology) can only be reached by building modules
that follows certain rules:

e cach circuit is fully autonomous energetically
and electronically, although a circuit can be
thought as ‘eventually’ connected to others
MRW modules or any other computer
interface;

e although there can be exceptions, each single
circuit is conceived independently from the
body-part (either suits or accessories) where it
will be positioned;

e aMRW circuit applies to the whole body host
and should not be limited to any single and
specific application.

~ Left foot Module

The Earth Circuit

The Spine
circuit

Fig. 7 Few Fatherboard Modules

Although, when building the first prototypes, we
become aware that the development of a gopod MRW
bodysuit or “playfield” is crucial to achieve the best



results out of a MRW system, at the present, we only
ran a couple tests.

The first one was produced for the very initial
prototype, Fatherboard (Fig. 3) and was basically a
rough start point with all circuits fixed on the tissue or
the suite accessories (see Fig. 3 and Fig. 7).

Indeed, the pilot project run on the “Fatherboard, The
Superavatar art project [13] was the B-version for
MRW - that has been successfully exhibit in different
prestigious locations, as the Fondazione Bevilacqua La
Masa in Venice [14], Palazzo Strozzi in Florence [15],
Piemonte Share Festival in Turin [16], Expocoruiia, La
Corufia [17], Fondazione D’Ars XXV Oscar Signorini
Pize, “Robotic Art”, Milan [18], and etc. In the
Fatherboard costume we installed about 15 different
circuits made out of sound (buzzers, beepers, etc.) and
visual (led, digits, etc.) outputs. Since the intention was
to run a preliminary study on basic wearable robotics,
the circuits were fixed on the suit (or accessories) and
although most of them were energetically autonomous,
some shared a central battery.

The second prototype (i.e.: Phonotron), still under
development, represents a much better approach and,
somehow, foresee what will be the basis of future
MRW playfield and applications. As shown in Fig. 6, in
this prototype the modules are becoming fully
autonomous in terms of power supply and functionality
and - thanks to a (females) spring buttons system -
easily attachable-detachable. In this second prototype
we are building a suit that, as for a chessboard,
contains all the matching spring buttons (males).

With this new system we plan to test the MRW concept
with a wider and more complex set of situations trying
to exploit all the following potential interfaces:

1. Body-reality;
2. Body — Virtual Reality (Avatars, SL, any VW);
3. VR - Body

and apply the concept to different potential application
fields, such as:

1. Sport
2. Health
3. Entertainment

Indeed, we believe that further than the artistic
performances use, the MRW concept with its tight
body coupling holds promise for new uses of playware
(intelligent hardware and software that create play and
playful experiences [8]) where the body motions are
used to create feedback that motivates playful
interactions in several application domains, e.g. for
sports training, health rehabilitation and its
documentation, and in entertaining play and games.

Conclusion

This concept paper presented the Modular Robotics
Wearable technique as a new approach to robotic
systems to wear on the body. By using the basic
principles of modular robotics, the MRW method
creates a large variety of flexible wearable artefacts
with freely inter-changeable input/output modules that
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can be positioned all over the body suit (and
accessories). We described a couple prototypes and
tried to depict a line of research and the potentiality of
the method. Finally, we focused on the intersection of
the combination modular robotic systems, wearability,
and body-mind theory to highlight the theoretical
characteristics of such approach.
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Abstract: In this plenary talk, I review our recent studies on mathematical modelling of complex systems and its

possible applications.

Keywords: mathematical modelling, complex systems

This plenary talk is to review our studies on
mathematical modelling of complex systems and its
possible applications, which have been carried out by
the Aihara Complexity Modelling Project, ERATO, JST
(Japan Science and Technology Agency). In this
research project, we have been developing mathematical
theory and analysis methodology for modelling
complex systems in general, and simultaneously
applying such modelling to individual real-world
complex systems. The applications include (1)
dynamical information processing of biological systems
like neural networks ([1]-[6]) and genetic networks ([7]-
[13]), (2) a new kind of computation by complex
systems and its hardware and wetware implementations
([14]-[17]), and (3) modelling of diseases like new
influenza and prostate cancer ([18]-[21]). These
applications show that mathematical modelling is useful
for understanding and controlling various complex
systems in this real world.
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Abstract: Distributed intrusion detection systems, which consist of spatially distributed monitoring elements, may be
applied to detect intrusions in real-time manner based on the analysis of collected data. This paper is devoted to present
and discuss some selected aspects of detection systems architecture and efficiency. In the first part detection capabilities
as dependent on distributed computer communication system parameters are discussed. The aim of the second part is to
present an idea of hierarchical architecture of distributed intrusion detection systems and to discuss quality of
monitoring performed at the lower layer of detection system hierarchical architecture.

Keywords: computer networks, distributed IDS, monitoring

I. INTRODUCTION

Intrusion Detection System (IDS), being a system
monitoring a stream of events for attacks and taking
countermeasures, is defined as the process of
intelligently monitoring the events occurring in a
computer system, analysing them for signs of violation of
the security policy. The security policies are in general
designed and applied as services composed of
contemplery parts and organized according applied
security measures: avoidance and intrusion detection,
restrictive and preventive measures, detection and
forensic measures. IDS implemented in gain to protect
the availability, confidentiality and integrity of
networked systems by misuse or anomaly detection, are
defined by both the method used to detect attack, and the
placement of the IDS on the network [2,3,7,8].

IDS may be classifeied in different manners, but the
most common is to classify them based on analysed IDS
events sources, i.e., host-based IDS (HIDS) or network-
based IDS (NIDS) and application-based IDS (AIDS).
Most of them are distributed intrision detection systems
(DIDS) utilizing the concept of specialized distributed
agents community representing agents with the same
purpose for detecting anomalies [3].

DIDS based on anomalies detection, and commonly
called as intelligent IDS (IIDS), often requires extensive
training data for artificial learning algorithms and are
computationally expensive. In intelligent IDS various
machine learning algorithms belonging to stochastic
learning, rule-based learning, neural learning and
empirical learning classes are frequently applied.

Architectures, structures and effectiveness of DIDS
are optimized based on various criteria [5-10].
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The paper is devoted to present some concepts
relating to anomalies detecting capabilities (section II),
an idea of DIDS monitoring system quality (section III)
and to discuss the limitations of the proposed solutions,
as well as suggest further research (section IV).

II. ANOMALIES DETECTION SYSTEMS
SENSITIVITY

The decision about the intrusion detection (traffic
monitoring) devices location can be dependable on
several aspects: the possibility of detecting a large
number of intrusions, expected loss of functionality of
the monitored computer system due to intrusions and
mutual location of devices. It is assumed that number and
location of network traffic monitoring devices impact
amount of data available for decision making and cost of
the data delivery, and that the latter directly influence
functionality of the DIDS measured by proposed indexes.

It is assumed that a topology of system is modeled
by directed graph G =(V,E), where the given set of

nodes V ={l,...,n} represents distinguishable parts of
monitored system and E < {(u,v) u,velV,u# v} Is a set

of ordered pairs of distinct nodes each representing a
communication channel used to exchange messages in
the computer system. Each node can send and receive
messages that are: the results of typical work of that
computer system or the messages that are being
intrusions, which can violate confidentiality, integrity, or
availability of data in the monitored system.

It is also assumed that in each network node an
intrusion detection device, that can monitor both in-
coming and out-coming traffic, may be located. Location



of intrusion detection device in node i (1<i<n) is
denoted by binary variable x;, where x; =1 (x; =0)
means that there is (there is not) an intrusion detection
device in node i. The number of available intrusion
detection devices in the system is given and equal to m .

The number of devices and their location should
guarantee the security policy established for monitored
system. In this paper three measures defining the security
level and loss of performance of monitored system are
proposed: intrusion detection accuracy, speed and the
overall overhead caused by the communication of
devices with each other.

Intrusion detection accuracy is a measure indicating
the percentage value of detected intrusions by DIDS to
the overall number of intrusions occurred in the
monitored computer system. Intrusion detection speed is
measured in the number of hops between a node where
intrusion where generated and a node with intrusion
detection device where that intrusion was detected.
Overall overhead is a measure that specifies the overall
number of hops needed for communication among all
intrusion detection devices.

Location of intrusion detection devices based on the
value characterizing the possibility of detecting a large
number of intrusions points out to the desire of detect as
many intrusion as it is possible. For any node ; in the
graph, 1<i<n, it can be estimated using data gathered
during the work of the system (e.g. we can use traffic
size passed through that node or number of intrusions in
that node), using some subjective characterization of
node sets up by security experts or even using degree of
the node. Location of detection devices based on the
value characterizing the possibility of detecting a large

number of intrusions can be presented as:

T

X15 X pees Xy =  Mmin W X

X[5XD 5 Xpy

M

where w! = [wl,wz,...,wn ]T and w; €[01], 1<i<n
characterizes the inverse possibility of detecting large
number of intrusions (i.e. the higher the value of w;, the

less intrusions are to be detected in that node).

Expected loss of functionality of the monitored
computer system is connected with the administrators
and users wishes of protecting the most valuable parts of
monitored computer system. Quantity of expected loss
can be characterized by the lost performance due to
unavailability of some parts of the computer system, full
cost recovery of attacked node, etc.

Location of intrusion detection devices which
minimizes the excepted loss can be denoted as follows:

X|5X) peey Xy ¢—  MIN ST(I - X) )

X15X2 5eeesXpy
]T and s; €[0,1] for 1<i<n

where s =[S1,Sz,...,Sn

characterizes the expected loss for node i and 1 is a
column vector of size n .
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Mutual location of intrusion detection devices
affects to the communication cost among intrusion
detection devices and the speed of intrusion detection.
Both quantities can be defined based on the conception
of distance matrix D=[d;] where d;;e[0.1]

characterizes the shortest distance between node i and
node j (e.g. the proportion of the shortest distance in

hops between these two nodes to the longest possible
distance in graph G). Then the location of intrusion
detection devices which satisfies the minimum value of
communication cost among all intrusion detection
devices can be described as follows (where m is equal to
the number of used intrusion detection devices):

X[5X9 yeer Xy <= Min ;xTDx 3)
X15X2 503Xy m(m - 1)

It is also possible to calculate locations maximizing
speed of intrusion detection (e.g. can be measured in
hops as a distance traveled from the node where the
intrusion was generated to the node where it was
detected for the first time). Optimal detection devices

location can be defined as:

X'DA-x) @

X|5X) 5oy X, ¢— N
X15XD 5eees Xy m(n - m)

Suggested criteria (1) - (4) give possibility to set up
the location of detection devices. To indicate relative
importance of the criteria coefficients w;, ®,, @w; and
Wy (6()1,6()2,(03,(04 >0, W) + @y + @3 + Wy =1) may
be applied. Introduction of such coefficients leads to
definition of optimization task, i.e., location of intrusion

detection devices in network that minimizes the
following function:
f(x)= a)lex + a)st(T -Xx)+
1 — 5
+a)3—xTDx+a)4 xTD(l -X) ®)
m(m—1) m(n —m)
subject to:
X|+Xy+..+x,=m (6)

with respect to x = [xl,xz,...,xn]T defining location of

intrusion detection devices in the monitored network.
The above binary quadratic programming problem is

an optimization NP-hard problem solved effciently by

optimal and approximate algorithms or heuristics used.

I1I. HIERARCHICAL DISTRIBUTED
INTRUSION DETECTION SYSTEM

Efficiency of DIDS, in which data are collected and
transferred for decision making purposes, depends on
number and location of monitoring elements, amount of
collected and transmitted data and the location, where the
data are processed.

Lower layer of the DIDS is responsible for local
monitoring of distributed system and consists of



monitored elements - software applications or hardware
systems that collect data about the state of linked
network devices. Any of the monitored element is local
to the network device which entail negligible delay in
exchanging data between them. Monitored elements are
next grouped into areas (called monitoring areas). All
monitored elements from the same monitoring area send
its data in specified time intervals to the same middle
layer element for the intrusion detection analysis.

The middle layer of the DIDS consists of monitoring
elements that gather data from all monitored elements
within their monitoring areas. The data between
monitored elements of the lower layer and monitoring
elements of the middle layer are sent through the same
distributed system communication channels that are used
for users’ traffic exchange in the distributed system. A
monitoring element itself can be a software application
or hardware system which analyses data collected from
all monitored elements within its monitoring area in
order to detect intrusions. The amount of sent data for an
analysis, as well as users’ data results from the ordinary
distributed system functionality impacts on delay of the
network traffic. In this paper it is assumed that
monitoring element can be located locally to any of the
network device.

The highest layer of DIDS consists of a correlation
element which is responsible for gathering data from all
monitoring elements from the middle layer for the
intrusion detection analysis within the whole distributed
system. The controlling element can also derive dynamic
properties of detected intrusions which can be next used
to prevent their spread throughout the distributed system.

Quality of local and global decisions (DIDS higher
layers functionality) depends on quality of distributed
monitoring system [5].

Hierarchical architecture of the DIDS allows the
division of functionality that improves the scalability and
reliability of distributed intrusion detection system as
well as simplifies the design and implementation phase
of such a system comparing to the architecture of
centralized intrusion detection system. In addition, such
architecture fulfills several important features [4,7], like
it imposes the minimum overhead on the distributed
system in order to avoid interference with its ordinary
functionality and is easy to deploy. Therefore the quality
of DIDS depends on the quality of monitoring system.

3.2. Basic notations

A distributed system is modeled as an undirected
graph G(V,E), where V={vl,vz,...,vN}represents a
set of nodes, where each node v; eV (1<i< N) depicts
a location in which network devices are localized, and
E ={e;}defines a set of communication channels

between these nodes with given capacity. Knowledge of
networks topological structure, traffic requirements,
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channel capacities and applied routing algorithm leads to
knowledge of traffic flows over all networks channels.

A monitoring devices can be located in any node
v; €V (1<i<N). For each monitoring element located

in node v; there is defined a corresponding monitoring
area A; which is a subset of nodes from which data for

an analysis is sent to this monitoring element.
It is also assumed that there exists a finite set of
{lm,u(z),___ k)}

possible network device classes U = ,u(
possible to locate in any node of the graph. A monitoring

devices can be located in any node v; eV (1< /< N).
For each monitoring element located in node v; eV

there is defined a corresponding monitoring area A;; all
monitoring devices located in nodes belonging to the
distinguished are send data to distinguished node
vieAN;jcV (i=L2,..,m). The total number of
monitoring nodes (m ) may be given, or selected in gain
to optimise selected performance measure.

The set ofall A; (AjUA, U..UA,, =V"), where
set which is a subset of nodes from which data for an
analysis is sent to this monitoring element.

The number of network devices belonging to the
distinguished classes, located in the particular node
v; €A; cV and transferring monitoring data to the

oo (k)} :
node v; eA; cVis L —{Iﬁ L7 e 7 - Tt is the set
of all monitoring devices, located in the ; -th node, and
delivering monitoring data to the i -th node (v; € A;).
Moreover, it is assumed that each network device

class has its own data generation intensity a®
(1£k<K) which quantitively depicts the amount of
data generated and relayed to the linked monitored
element. The network device which belongs to class k&
(1£k £K) together with its locally monitored element
located in node v; € A; sends monitoring data to a

monitoring node v; €V ; amount of transferred data in

time interval 7 with the data sending rate ﬂ%‘) equals to
(k)

a;

from the v; € A; node to the v; €V node equals to:

(n)= a® ,Bj(-f)z'. Total amount of data transferred

) 2) (2 K) (K
a;0)=10aP @0 +1PaP @0+ +15a D).
Therefore, the total amount of data generated within
the particular monitoring area A; equals to:

) 2 (K)
ji (z')+aﬁ (z')+...+aji (7).

a(n)=a
3.3. Distributed monitoring system quality

In the hierarchical DIDS, the functionality of higher
layers is based on the functionality of lower layers,



therefore the intrusion detection capabilities depends on
the monitoring system quality.

The quality of the monitoring system is influenced
both by the amount and delay of data collected for
intrusion detection analysis: having more data with small
enoygh delay it is possible to take a better decision .

Therefore, it is assumed that the impact of data

intended for an analysis in amount of « ji (r) on the

monitoring system quality is complied by a penalty
function. Penalty function can be calculated for all the
given or calculated monitoring area A;:

p(r)=—— Y@, () pjila;)

a; (7)

(7)
vjieA;

Similarly to penalty function, a collected data delay
can be calculated for all the given or -calculated
monitoring area A;:

1

d(A;)= (8)

@i (7): zdji(aji(f))
a; (T) v jeAi

A monitoring system quality which depicts the
quality of the lower layer of distributed intrusion
detection system depends on the localization and number
of monitoring elements, form of monitoring areas and
amount of data that is sent for intrusion detection
analysis and can be calculated a sum of delay and penalty
function:

ol A9 )= S (@ + pa,)

vjieA;

©)

The optimization task of monitoring system quality
can be formulated, analyzed and solved based on all
possible parameters defining monitoring system quality
(5), namely localization and a number of monitoring
elements, form of monitoring areas, amount of
monitoring data determined by data sending rate and
amount of users’ network traffic.

In the discussed quality of monitoring system,
depending on amount of monitoring data and the data
communication costs, delivery costs of locally made
decisions may be included.

Fot example, the data sending rate optimization task
is formulated as below:

Q*%PF min D @A)+ pA)) (9)

k
) v jenik=1. Ky oA,

Bji
In this case the monitoring system quality depends on
the data sending rate.

IV. CONCLUSIONS

In this paper some selected issues concering optimal
architecture of DIDS are discussed; intrusion detection
capabilities depending on parameters describing
distributed computer communication systems and quality
of distributed monitoring system.
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Quality and amount of data,collected and transferred
for decision making purposes in DIDS, may be important
to control quality of decisions produced by the system. It
is also important to manage the trade-off between cost of
collecting and transferring monitoring data and the
quality of detection.

As in the paper many additional assumptions were
made, in the future work more detailed analysis is going
to be provided as well as the analysis of real appliance
for distributed and intrusion detection systems will be
presented and the impact of monitoring system quality on
the distributed intrusion system quality will be examined
thoroughly. The presented concept will be further
enhanced for more complex dynamic computer networks.

The optimisation problem of monitoring devices
localization and amount of data exchanged among
monitoring and monitored data as well as quality of the
distributed monitoring issues, discussed in the paper, is a
part of work devoted to investogate interdependencies
between quality of monitoring systems and two-stage
decision making system. The gain of the latter is to
produce decisions, quality of which are usually measured
by the probability for undetected attacks.
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Abstract

In the paper an algorithm for knowledge updating
in adaptive system to select scenario has been pro-
posed. Taking into account specific character of the
process, two-stage identification approach is used. The
first stage is built for diagnostic purpose i.e. estimated
parameters of the first-stage’s relationship is utilised
to make a decision at the second stage. Proposed algo-
rithms to select scenario, at the second stage, rests on
extracted knowledge from human expert and effects of
diagnosis.

1 Introduction

Most of real control plants are strongly non-linear
and uncertain due to measurement disturbances.
Hence, it is difficult or sometimes even impossible to
work out an exact mathematical model of the plant.
Nowadays many approaches to control or support
making decision do not require direct description of
the process in order to work properly. We pay atten-
tion to those which are based on expert’s knowledge.

Another way to cope with non-linearity and un-
certainty is application of adaptive techniques in de-
signing systems. In spite of the fact that it has been
proposed three decades ago, it is still widely used.

1.1 Support making decision system

In the article the problem of building rehabilita-
tion plan for patients is considered. The tasks can be
decomposed into few stages which are shown in Fig. 1
and described in details in next paragraphs.

The first stage (O1) is used to asses the current
state of the object and referring to biomedical prob-
lem of the paper and can be connected with making
diagnosis.

Object at this stage is described by the vec-
tor of parameters aj(k;) and model ®q(y(k; —
1),m1(k1);a1(k1)). Measured signals (k1) and y(k;)
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Figure 1: Support making decision system with knowl-
edge updating and two-stage identification approach

are used only to determine values of model’s parame-
ters ap (k1) (identification at the first stage).

The second one (denoted as O2) plays the role in
establishing the relationship between stimulation (ex-
ercises) and internal muscle’s parameters ay (k1) which
are calculated at the first stage. As it was mentioned
proposed algorithms to select scenario based on pat-
tern recognition approach and to make a proper deci-
sion the learning sequence is needed.

The main goal is to bring values of these parame-
ters to desired aj. In order to do this, process at the
second stage is employed. Its control action is denoted
by 7o (ko) and model ®o(ay (k1 —1), ma(k2); az(ks2)) de-
scribes its influence on values of parameters a; (k1) of
the model ®4(-,-;-). We assume that model ®5(-,-;-)
(dependent on parameters aj(ks)) approximates real
relation between mo(ke) and aj(kz). Controller per-
forms sequence of actions ma(ks) (scenario) chosen by
the decision making device. Decision about scenario
to be used is made on the basis of difference £(ks)
between current values of parameters a; (k1) and de-
sired ones aj. Scenario is selected from the knowledge
base containing set of prespecified scenarios together



with rules describing suggestions of their usage. For
different current values of a; (k1) and desired aj, dif-
ferent control scenarios are proposed by well-known
ENN rule.

Presented scheme has straightforward interpreta-
tion as a rehabilitation process. Model on the first
stage represents a patient [2], model on the second
stage describes influence of rehabilitation exercises on
the state of the patient, decision maker together with
knowledge base represents a physician and controller
is a therapist. Adaptation and knowledge updating
means that physician learns by experience.

2 Problem formulation

Let us consider that a set of accessible control ac-
tions (which are called scenarios) is denoted as IT and
has a following form:

M= {m,m,...,7u}, (1)

where H is the number of all scenarios.

Each scenario is composed by make the
most of instructions stored in finite set: Us; =
{u21, u22, ..., usr,}. Where L is the number of all avail-
able instructions.

Taking into account it is possible to show the struc-
ture of single scenario: 7 = (U2117uz12, R ule).
Where M is the instructions’ number used to combine
scenario.

Now, let us define function d¥(-,-) to measure
distance between current value aq (k1) and desired aj:

E(kz) = d™ (a3, a1 (k1)) (2)
It was supposed that the value of the parameter aq (k1)
is known and was determined as a result of resolving
identification task at the first stage [2].

Process of planning rehabilitation for spastic peo-
ple can be formulated as the making decision problem.
As a result of solving the multi-stage decision process
it is gained following sequence:

(w(l),...,ﬂ(Kg—1);5(1),...,5([(2)). (3)

It is clear that the number of all admissible se-

quences may be large. The problem is to rate them

and choose optimal by using performance index. Let

us define following performance index Q%™ written be-
low:

QU (w(1),m(2), .. w(Kz = 1);€(1), £(2); ..

L&) ) = 5 (7(k2).0k)). @)

ko=1
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where g (7(k2); € (k2)
sion in kg — th stage for £(k2).

Applied defined criterion function (4) for sequence
(3) leading to optimisation task:

> is local assessment of deci-

Qv (w*(l),w*(?), .
T (K = 15€(1),€(2), - E(K) ) =
Q" (m(k2), &(k2)),

= min
7 (1),7*(2),...,7* (K2—1)€Il

()
and for stochastic plant:

[E[de (w*(l),w*(2), .

T (K = 15€(1),€(2), - £(K)) | =
E[Qr(r(ka). (k) ], (6)

where £(k2) = gu((k2), w(k2)).
describes influence of the disturbance w(ks) on £(k2).
In consequence, as a solution of formulated above op-
timisation task (5 and 6) it is given decision making
algorithm written below:

Function g, (~7 .

m (ky) = v (£(k2); b), (7)

where {(k2) € Df,):

Dy = {€lk) : Q™ (" (ha)i (ko) <

< Q" (nh)i€(ka))  Vaenf.  (8)
For stochastic plant algorithm to select scenario has
form similar to (7) i.e.:

7 (ka) = ™" (€(k2);b), (9)
In this paper classical formulation of the decision pro-
cess has been shown, where the horizon K5 is finite.

3 Pattern recognition in decision

support process

Practically, determining solution for task (5) or (6)
may be expensive and time consuming. To resolve
described problem, the pattern recognition algorithm
with knowledge updating was proposed. To design
the proper decision making procedure in this case it is



required to fix the learning sequence which is denoted
by X%&am and has following form:

X Kam — {(5(1)7 (71_*)(1)>7 (E(Q)7 (71_*)(2))7.“
(ngm, (w*)Kd’”) } (10)

General form of knowledge-based algorithm is shown
below:

(7 (1), 7(2), ..., 7" (Ky — 1)) =

= U (€Ck), X b), (1)
where (10) is updated in each m-th step of process i.e.:
Xthn (m) — XKdm, (m — 1)

4 Algorithm for knowledge updating

There are many different approaches in adaptive
control or support decision systems to apply learning
process. One of them is adaptation through identifica-

tion where parameters of the algorithm %™ (5 (ka); b)

or hdm (é (k2); b) are updating step-by-step as a result
of identification of the object’s model.

In the expert systems another methodology can be
applied. It is connected with concept of storing infor-
mation in the system. Instead of changing algorithm’s
parameters it is possible to update and validate knowl-
edge which is embedded in the knowledge base.

In the considered problem knowledge which is col-
lected in knowledge base is used to support decision
process and it is possible to update it if necessary.
In real tasks frequently is needed to update expert’s
knowledge because it has been obsoleted or was not
correctly prepare before had been applied to the sys-
tem.

Discussed system uses knowledge base (10) which
can be updated or validated at each m-th step of the
adaptation process: X¥am (m) = XEam(m — 1),

In the paper two different algorithms have been
proposed. First approach is characterised, by using
performance index (4) one new item to add to learning
sequence is selected. Below the algorithm of updating
knowledge is listed:

Algorithm 1:

M

(1) Put control sequence {w(kg)}fj(‘;_l and measure
Mo
M M

output {al(kg)}iﬁzl and {E(]fg)}ngle for object at

the second stage. K2 is the length of the measured
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sequence;

(2) For each error &(k37) where k3 = 1,2,..., KM,
calculate value of the performance index (4) in ka-th
step;

(3) Select error value &(k37) for which control action
has been done and value of performance index is the
smallest;

(4) Add new item <§Kd"‘+17 (W*)Kdmﬂ) to learning

sequence X Kam

The second version of the updating method is as
follows: at the first step new element is selected (by
using performance index (4)) and - in the second step
- the worst from knowledge based is chosen as well.
Then, new item in the learning sequence is not added
but replace the worst one. Algorithm for the second
version is as follows:
Algorithm 2:
(1) to (4) the same as for Algorithm 1;
(5) Replace it by new one (from step 3).

5 Simulation studies

In order to test proposed algorithms to select sce-
nario with knowledge updating modification simula-
tion environment has been built. There is a straight
relation to biomedical application. In [4] a model
of fatigue in human skeletal muscles has been pro-
posed. The mathematical relationship allow us to
model activation of muscle by physical exercises and
produced force. Having set of different scenarios (ex-
ercises routes) it is possible to select them in the right
order during training cycle to reach the aim of con-
trol. This aim can be defined as a desired value of
force which is produced by athletes during exercises.

In Fig. 2 effect of support of making decision has
been shown for which value of the performance index
Q%™ = 0.0086. In figures 3 and 4 the same process
has been conducted but for algorithm with knowledge
updating. Value of Q%™ = 0.0081 for the second ap-
proach and for first Q%™ = 0.0075.

6 Summary

In the paper adaptive system to select scenario has
been considered. The main idea is connected with util-
isation of pattern recognition approach and expert’s
knowledge. In general, for proposed algorithm only
suboptimal solution can be found. To improve per-
formance of the proposed system in process of select-
ing scenarios to plan rehabilitation for spastic people
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Figure 2: Effect of support decision making process
for algorithm of scenario selecting based on kNN rule
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Figure 3: Effect of support decision making process
for algorithm of scenario selecting based on kNN rule
with make the most of knowledge updating rule in first
version

adaptive techniques have been applied.

It worth stressing that the computational cost of
application additional algorithms are not very high so
the total efficiency is still low and lowest that for exact
algorithms of the optimisation task (5) or (6) defined
in section 2.
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Figure 4: Effect of support decision making process for
algorithm of scenario selecting based on kNN rule with
make the most of knowledge updating rule in second
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Abstract

The recent years have witnessed a surge of inter-
ests in graph based semi-supervised learning. How-
ever, two of the major problems in graph based semi-
supervised learning are: (1) how to set the hyperpa-
rameter in the Gaussian similarity; (2) how to make
the algorithm scalable. In this talk, we will intro-
duce a general framework for graph based learning.
First, we proposed a method called linear neighbor-
hood propagation which can automatically construct
the optimal graph, second, we introduce a novel mul-
tilevel scheme to make our algorithm scalable for large
data sets. The applications of our algorithm on vari-
ous real world problems are also demonstrated.

1 Introduction

Semi-Supervised Learning, which aims at learning
from labeled and unlabeled data, has aroused consid-
erable interests in data mining and machine learning
fields since it is usually hard to collect enough labeled
data points in practical applications. Various semi-
supervised learning methods have been proposed in
recent years and they have been applied to a wide
range of areas including text categorization, computer
vision, and bioinformatics (see [6][22] for recent re-
views). Moreover, it has been shown recently that the
significance of semi-supervised learning is not limited
to utilitarian considerations: humans perform semi-
supervised learning too [8][12][21]. Therefore, to under-
stand and improve semi-supervised learning will not
only help us to get a better solver for real world prob-
lems, but also help us to to better understand how
natural learning come about.

One key point for understanding the semi-
supervised learning approaches is the cluster assump-
tion [6], which states that [19] (1) nearby points are
likely to have the same label (local consistency); (2)
points on the same structure (such as a cluster or a
submanifold) are likely to have the same label (global
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consistency). It is straightforward to associate cluster
assumption with the manifold analysis methods de-
veloped in recent years [2][9] (note that these methods
are also in accordance with the ways that the humans
perceive the world [10]). The manifold based methods
first assume that the data points (nearly) reside on
a low-dimensional manifold (which is called manifold
assumption in [6]), and then try to discover such mani-
fold by preserving some local structure of the dataset.
It is well known that graphs can be viewed as dis-
cretizations of manifolds [1], consequently, numerous
graph based SSL methods have been proposed in re-
cent years, and graph based SSL has been becoming
one of the most active research area in semi-supervised
learning community [6].

However, in spite of the intensive study of graph
based SSL methods, there are still some open issues
which have not been addressed properly, such as:

1. How to select an appropriate similarity measure
between pairwise data automatically;

2. How to speed up these algorithms for handling
large-scale dataset (since they usually require the
computation of matrix inverse).

To address the first issue, in this talk we will first
present a novel method called Linear Neighborhood
Propagation (LNP) [15]. The LNP algorithm approxi-
mates the whole graph by a series of overlapped linear
neighborhood patches, and the edge weights in each
patch can be solved by a standard quadratic program-
ming procedure. After that all the edge weights will be
aggregated together to form the weight matrix of the
whole graph. We prove theoretically that the Lapla-
cian matrix of this “pasted” graph can approximate
the Laplacian matrix of a standard weighted undi-
rected graph. Therefore, this approximated Laplacian
matrix can be used as a smooth matrix as in standard
graph-based semi-supervised learning algorithms.

Second, we present a fast multilevel graph learn-
ing algorithm. In our method, the data graph is first



coarsened level by level based on the similarity be-
tween pairwise data points (which has a similar spirit
with grouping, such that for each group, we only select
one representative node), then the learning procedure
can be performed on a graph with a much small size.
Finally the solution on the coarsened graph will be re-
fined back level by level to get the solution of the initial
problem. Moreover, as unsupervised learning can be
viewed as a special case of semi-supervised learning,
we will show that our multilevel method can easily
be incorporated into the graph based clustering meth-
ods. Our experimental results show that this strategy
can improve the speed of graph based semi-supervised
learning algorithms significantly. And we also give a
theoretical guarantee on the performance of our algo-
rithm.

2 Linear Neighborhood Propagation

In this section
tailed algorithm of

we will present the de-

linear meighborhood prop-
agation. First let’s introduce some notations.
X = {x1,X2, -+ ,X;, X141, - , X} Tepresents a set of
n data objects in R%, and £ = {1, —1} is the label set
(we consider the two-class case for the moment). The
first [ points X7, = {x;}._, are labeled as t; € £ and
the remaining points Xy = {x,}},_;,, are unlabeled.

we propose to use the neighborhood information of
each point to construct G. For computational conve-
nience, we assume that all these neighborhoods are
linear, i.e. each data point can be optimally recon-
structed using a linear combination of its neighbors
[9]. Hence our objective is to minimize

=3

where N (x;) represents the neighborhood of x;, x;; is
the j-th neighbor of x;, and wy;; is the contribution
of x;; to x;. We further constrain sz EN(x;) Wii; = 1,
w;j = 0. Obviously, the more similar x;; to x;, the
larger w;;; will be (as an extreme case, when x; =
X, € N(Xi)7 then Wig,, = 1, Wii; = 0, ij 75 Tk, X;; €
N (x;) is the optimal solution). Thus wy;; can be used
to measure how similar x;; to x;. One issue should be
addressed here is that usually Wi #+ w; ;- It can be
easily inferred that

2

(1)

Xi — E ) Wii; Xi;
151X EN(x;) E

i
& = E o Wi, G 4, Wig, (2
iK%, EN (%) It TR )

where Gﬁjik represents the (7, k)-th entry of the local
Gram matriz G' where K = |N(x;)| is the size of
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x;’s neighborhood. Thus the reconstruction weights
of each data object can be resolved by the following n
standard quadratic programming problems

. i
MMy, g wii Gy Wy,
i i X EN (%) A

After all the reconstruction weights are computed, we
will construct a sparse matrix W by W (i,j) = wj;.
Intuitively, this W can be treated as the weight matrix
of G. And the way we construct the whole graph is to
first shear the whole graph into a series of overlapped
linear patches, and then pasted them together.

After the graph has been constructed, we have to
make use of it to predict the labels of the unlabeled
vertices. Here we label propagation scheme, which can
iteratively propagate the labels of the labeled data to
the remaining unlabeled data X7 on the constructed
graph.

Let F denote the set of classifying functions defined
on X,V f € F can assign a real value f; to every
point x;. The label of the unlabeled data point x,
is determined by the sign of f, = f(x,) (let’s only
consider the two-class case for the time being).

In each propagation step, we let each data object
absorbs a fraction of label information from its neigh-
borhood, and retains some label information of its ini-
tial state. Therefore the label of x; at time m + 1
becomes

m+1 __ ym - .
J: _azj:x]-GN(xi)w”fJ +(1-a)ti (4)

where 0 < a < 1 is the fraction of label informa-
tion that x; receives from its neighbors. Let t =
(ty,to, - ty)T witht; € £ (i < 1), uy =0 (1+1<
u < n). £ = (f/, fin - f™7T is the prediction
label vector at iteration t and f° = t. Then we can
rewrite our iteration equation as

£ = aWE™ 4 (1 — a)t (5)

We will use Eq.(5) to update the labels of each data
object until convergence, here “convergence” means
the predicted labels of the data will not change in sev-
eral successive iterations.

3 A Multilevel Scheme

Below we will introduce a novel multilevel scheme
[17] for semi-supervised learning on graphs. The
scheme is composed of three phases: (1) graph coars-
ening; (2) initial classification; (3) solution refining.



3.1 Graph Coarsening

In the following we will describe the first coarsen-
ing step. Starting from graph G° = G (the super-
script represents the level of graph scale), we first
split V0 = V into two sets, C° and F°, subject to
COUFY =10 C'NFY = ®. The set CY will be used
as the node Set of the coarser graph of the next level,
i.e. VI =CY. And the nodes in C° are called C-nodes,
which is defined as:

Definition 1. (C-nodes and F-nodes) Given a
graph G! = (V! &Y), we split V! into two sets, C' and
Flsatisfying C'UF =V, C'nFl =@, Cl = VL,
And each node in C' must satisfy one of the following
conditions:

(1) it is labeled;

(2) it strongly influences at least one node in F' on
level I.

We will call the nodes in C* C-nodes, and the nodes in
Fl F-nodes.

Here strongly influence means

Definition 2. (Strongly Influence) A node x;
strongly influences x; on level | means that

>0, why

where 0 < § < 1 is a control parameter, and w};

(6)

is the
weight of the edge linking x; and x; on G'.

In fact, zt; = wl;/ >, wfcj measures how much x; de-
pends on x;. Since x; only connects to its neighbor-
hood, a larger z;; implies a larger dependency of x; to
x;. Intuitively, if x; depends too much on x;, then we
only need to retain x;. The normalization is to make
z;j a relative measure which is independent of the data
distributions.

Let f° = f be an classification vector we want to
solve, and f! be its corresponding classification vec-
tor on G! (hence the dimensionality of fl should be
equivalent to n!, the cardinality of V!). The same as
in other multilevel methods [13], we assume that f°
can be approximately interpolated from f!, that is'

0 ~ PlOUfL (7)
where P01 is the interpolation matrix of size n® x n'!
(n® = n), subject to 3 P 1911 — 1. Moreover, we have

I Actually, as we have analyzed after definition 3, the nodes
in VO/V1! are largely dependent on the nodes in V1. Therefore
what we define in Eq.(7) is just to model such a dependence
rule. The interpolation rule is simple and efficient, and it has
also been widely used in the multilevel or multigrid methods for
solving Partial Differential Equations[5][13], that’s the reason
why we apply it here.
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the following theorem:

Theorem 1. The edge weights on graph G/t can be
computed from the edge weights on G' by

1
(= 33, vl (B Pl ity

w =

(8)
An issue should be addressed here is that for compu-
tational efficiency, the above coarsening weight equa-
tion can be somewhat simplified to the following Iter-
ated Weighted Aggregation strategy [13], which com-
pute w't! by

Z_] ]’U

Z P[z H,

It can be shown that Eq.(9) can provide a good ap-
proximation to Eq.(8) in many cases [11].

(9)

3.1.1 Initial Classification

Assuming the data graph G has been coarsened recur-
sively to some level s, then the semi-supervised classi-
fication problem defined on G* is to minimize

fSTP[Svs_l] e
+’7||P[071] .

plLogplod] .. pls—1Lslgs

P[s—l,s]fs _y||27

J (%)

where Plii—1 =

matrix. Therefore, let

(P[i_lvi])T, and S is the smoothness

9T = 0, then

aT (£%)
ot

= (L) —yPle U PRy =0

1 P[Swsfl] N P[lvo]y

= =91
Here I is the n x n identity matrix. Moreover, we have
the following theorem

Theorem 2. The matrix L = Plss—1] ..
AN PO ... Pls—1s] s invertible.

-PILO(S +

Based on the above theorem, we can compute the ini-
tial classification vector using Eq.(10), in which we
only need to compute the inverse of an n® x n° ma-
trix, and usually n® is much smaller than n.

3.1.2 Solution Refining

Having achieved the initial classification vector from
Eq.(10), we have to refine it level by level to get a
classification vector on the initial graph G° = G. As
stated in section 3.1, we assume that the classification
vector on graph G' can be linearly interpolated from
Gl e £l = PLAUFIHL Here P i an nl x n!t?

interpolation matrix subject to Zj Pyj’l"'” =1.



Based on the simple geometric intuition that the
label of a point should be similar to the label of its
neighbors (which is also consistent with the cluster
assumption we introduced in section ??), we propose

[Li+1]
to compute P; 10) by

wii/ Ypeer Wi 1 ¢ C

ij kec! Yik

PG =31 i=j (10)
X; € Cl7 i 7&;7

In the above equation, subscripts i, 7,k are used to
denote the index of the nodes in V!. We assume that
node j has been selected as a C-node, and I(j) is the
index of j in V1. It can be easily inferred that P+
has full rank.

4 Summary

We present a general framework for graph based
semi-supervised learning. The framework first use lin-
ear neighborhood propagation to automatically con-
struct the optimal graph, then we apply a multilevel
scheme to make the whole algorithm more efficient.
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Abstract In this paper a brief review on the observability and estimability analysis of GPS/INS is presented.
There have been various analysis results on the observability of INS errors. However different INS error
dynamics models and reference frames of INS mechanization have been used in the observability analysis.
Moreover, the analysis framework was not unique. In this paper, known observability analysis results are
summarized first. Then relatively general analysis tools to handle system model perturbation on the

observability and estimability is given.
Keywords

1. Introduction

The observability of measurement systems has
been studied to understand the behavior of error
estimators in the aided inertial navigation systems
(INS) [1, 2, 3, 4, 5]. For the observability study of
INS, error covariance matrices or observability
matrices have usually been investigated. Error
covariance has been considered to be related to the
degree of observability in the Kalman filter
applications [6]. The error covariance test is also an
efficient means of statistical study on the behavior of
estimators [7]. In the analytic studies, the rank of the
observability matrix was mainly investigated [3, 8, 9,

10, 11, 121]. Analytical approaches to the
observability study provide insights on the estimator
behavior in a more systematic way.

In the error covariance test, error covariance
matrices are considered to give useful information on
the degree of observability. However, the behavior of
error covariance can be sensitive to the initial error
covariance and the relation between the observability
and the error covariance can be misleading [13]. On
the other hand, in the rank test on the observability
matrix, the rank does not provide the degree of
observability. It only decides if a system is observable
or not. In addition, the rank of a matrix can be
sensitive to perturbation. Moreover, it is usually quite
difficult to decide the rank of an observability matrix
analytically except for very simple system models [3,
9, 10, 11, 12]. To study the degree of observability
analytically, several measures of observability have
been proposed. Frequency domain observability
measures for time invariant systems were suggested in
[14, 15]. The condition number of the observability
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matrix for single-output time-varying systems was
considered as a measure of observability in [16].
However, these measures are not suitable for time-
varying multi-input/multi-output systems. In this
paper, observability measures are considered for a
wider class of systems.

Measures of observability for a wider class of
systems were introduced to study the degree of
observability in [17]. The measure indicates how far,
in the sense of 2-norm, the information matrix is from
rank-deficient matrices. The measures are less
sensitive to perturbation and applicable to time-
varying multi-input/multi-output systems.

The concept of estimability was introduced to
characterize the behavior of state estimation in [18].
Estimability measures were also introduced to
indicate the ratio of error covariance decrease to the
initial error covariance in [17]. It was shown that the
sensitivity of the measures to perturbation depends on
the size of initial error covariance.

2. Observability Analysis of GPS/INS

An INS consists of 3-axis accelerometers, 3-axis
gyros, and a computer. The computer calculates
position, velocity, and attitude by integrating the
inertial sensor measurements. Due to the initial errors
and sensor measurement uncertainty, the results of
computer calculation contain errors that grow as time
elapses.

If a position or velocity measurement is taken,
some of the errors can be eliminated or estimated. The
error that can be estimated depends upon the motion
of a vehicle in which the INS is installed. The effect of
the measurement on the navigation state error



estimation has usually been studied with the behavior
of error covariance matrix in the Kalman filter [6].

The first control theoretic study on the
observability analysis on the INS errors was attempted
by an piece-wise constant systems modeling in [3].
For the vehicle that moves with a constant speed on
the horizontal plane with velocity measurement, the
paper showed that the three components of attitude are
unobservable. The paper also showed that the
components of errors in attitude and gyro bias that are
orthogonal to the direction of the acceleration change
are made observable.

A more detailed observability analysis on the aided
INS is given in [11]. In the paper, estimation of INS
errors and the lever arm between the inertial sensors
and the GPS antenna is studied with a simplified INS
error dynamics model. For a vehicle with the
horizontal constant speed motion, it is shown that the
attitude as well as the lever and the vertical
component of gyro bias are unobservable. It is also
shown that acceleration changes enhance the estimates
of attitude and gyro bias. The components of errors in
attitude and gyro bias that are orthogonal to the
direction of the acceleration change are made
observable. The changes in angular rate also improve
the estimate of the lever arm.

The vertical component of gyro bias is known to
be nearly unobservable or weakly observable from
experiences. It is interesting to note that the
observability analysis with the simplified INS error
dynamics model in [11] confirms the experience.
However, in the observability study with relatively
exact INS error dynamics model [3], the vertical
component of gyro bias is observable.

3. Observability and Estimability Measures

In this section, observability and estimability
measures and their properties in [17, 19] are
introduced. With the measures, sensitivity of
observability and estimability to perturbation in the
system model can be analyzed. The influence of the
initial error covariance on the error covariance is
studied in detail.

Consider the following system:

X% = @; X (1)
Yi=HX +V, 2
where x eR" is the state vector at the time step i,
x, €R" is the initial state vector, ®,,eR™ is the

state transition matrix from the time step O to the time
step i, y,eR™ is the measurement vector at the time

step i, v,eR™ is the measurement noise vector at the
time step i, and H, e R™" is the measurement matrix
at the time step i. Assume that x, ~ N(X,,P,) with
R>0, v~N(O,R) with R>0 for i=12 -,
E[vv]]=0 for i=j,and E[vx |=0 foralli. The

optimal estimation problem considered in this section
is as follows: Given a set of measurements
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{Yo: Y1, -+ yi} find the optimal estimate of x,, X, ,

that minimizes the cost function
k

3 :%{(XO %) P (%~ %)+ 2 (%~ Hx ) R (¥~ Hx,)

i=0
The above weighted-least-squares estimate is identical
to the conditional expected-value estimate that is also
the minimum variance or maximum-likelihood
estimate [20,21]. The optimal estimate is given as

a _ -1 1o
Xo :(Pol"' Lok) (Ko,k +F lXo) 3
with
k kK
Lo,k ZZCDIOHiTRiilHiq)i,OY Ko,k :Zq).ir,oHiTRiilyi (4)
i=0 =
where L, is the observability gramian or

information matrix. Note that if the measurements do
not have noise, then the system is deterministic and
the corresponding observability gramian is

k
£O,k :zq)iT,OHiTHi(Di,O (5)
i=0
Thus, observability gramians for stochastic and

deterministic systems differ only in scaling due to R;.

Therefore, a stochastic system is observable if and
only if the corresponding deterministic system is
observable. The above stochastic system is observable
on [0K] if and only if L,, >0 [22]. If the system is
unobservable, then a wvector x, , called an
unobservable state, exists such that L, x,=0. The
null space of L, is called the unobservable subspace.

Let X, =%,-% . Then, the error covariance

matrix is defined as

PO‘k £ E[)?kaf(gd (6)
Then, we have
(P) =R+ L, (7)
Since
(Po_Po,k)(Po)?l: 0,kL0,k (8)

the null spaces for L, and (R,-PR,) can be

different. Thus, the error covariance of an
unobservable state can experience a decrease

For the observability study, consider the following
measure for M,AeR™,r>s:

/j(M ) = rank(MIpA)<s AHZ (9)

It indicates the magnitude of the smallest perturbation
in M that makes M rank-deficient. For a matrix
MeR™ with r>s | Gl(M),O'l(M),--~,O'5(M)
denote the singular values of M such that
o(M)20,(M)>--20,(M)>0 . Let &(-) and

o () be the largest and the smallest singular values of

a matrix, respectively. Then the following theorem
essentially comes from Theorem 2.5.3 in [23]:
Theorem 1: Let M eR™,r>s.Then u(M)=g(M).

It is well-known that singular values of a matrix are
well-conditioned to perturbation such that

o;(M+E)-0;(M) <5 (E) (10)




for i=12,---,s,and EeR"™[23,24] So, if we define
an observability measure for a system with (L, ),

then o(L,,) indicates how far the system is from the

rank-deficient matrices. The measure is less sensitive
to perturbation due to errors in the system model or
the numerical computation.

In many estimation applications, the measure of
observability for a subspace can be quite convenient
to predict or understand the behavior of the subspace
of the state-space. For this purpose, the following
norm can be useful to define the measure:

u(M,z)2 min [All, (11)

(M-a)z=0
where M,AeR™,r>s and zeR® . With the
definition, we have the following theorems:

Theorem 2: Let M eR™, r>s,zeR® with HzH2=1.

Then

#(M,z) =Mz, (12)
Proof: See [17].
Theorem 3: Let M,EcR™,r>s and zeR® with
|z], =1. Then,

|u(M +E,z)-u(M,z)| <5(E) (13)

Proof: See [17]
Theorem 3 shows that u(M,z)

conditioned to the perturbation in M.
The other observability measure can be defined

with x(L,,.z). This measure indicates the magnitude

of the smallest perturbation in the information matrix
that makes the subspace spanned by the vector z
unobservable. Let the singular value decomposition
(SVD) of L, be u,zU; where U, =[uu,---u,] is
an orthogonal matrix composed of singular vectors
and %, =diag(o,,0,,,0,) is a diagonal matrix

whose diagonal elements are the singular values of
Ly such that o,20,2--20,20 . Since

,U(Lo,krz):HZkUJZ 5

ﬂ(LO,k’ui)zai(LO,k) (14)
Therefore, a singular value of the information matrix
can be considered as the measure of observability for
the subspace spanned by the corresponding singular
vector. A large singular value implies that a large
change in the information matrix is necessary to make
the subspace spanned by the corresponding singular
vector unobservable. It is apparent that the system
observability measure is the smallest subspace
observability measure over the whole state-space.
Thus, we have the following relation:

H(Lo,k):EEE{Qﬂ(Lo,krz) (15)

In estimation applications, the behavior of the
error covariance is one of the main concerns of
estimator designers. To characterize estimator
performance, the term ‘estimability’ will be used. A
system is called estimable if B, -P,, >0. The null

space of P,—PR,, is referred to as an unestimable
subspace. Then, a measure of estimability for a

is also well-
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subspace may be defined with

V(Lovk’pmu)zm

u'Pu
for ueR". It indicates the ratio of the decrease in the
error covariance of a state in the direction of u to the
initial error covariance of the same state. The concept
of estimability that is used in this paper is similar to
that in [18]. However, estimability in [18] is
concerned with the error covariance rather than the
initial error covariance. The connection between the
observability and estimability can be found in (8).
From this equation it can be shown that a system is
observable if and only if the system is estimable. If the

span of a vector u is unobservable, then span{P;u}

(16)

is unestimable. Then, the following theorem shows the
the estimability measure is less sensitive to
perturbation in the information matrix if the
magnitude of the initial error covariance matrix is not
excessively large:

Theorem 4: Let EeR™ ,
>G&(E),and ueR". Then,

ré1+g(L0‘k)g(Po)

(s + ERu) - (L, R < ZET R )

r(r-5(€))
Proof: See [19].

Letthe SVD of /R L, /R be U,z Ul where x
is diag(cy 0,0 0y,) and Up,:[up,vlup,‘zmuplln].

Let d,;,=0,;/(1+0,,), i=1,2,--n. Then,
u"/RU,D,UT/Pu

V(Lo,k’PO'u): : LTTPEIIJ e (18)

where D, =diag(d,,d,,,dy,) . Thus, SVD of

JPL. /P gives

estimability measure.

useful information on the

4. Conclusions

The exact model of INS error dynamics is
nonlinear and highly complicated. Observability study
of GPS/INS usually involves simplification of the INS
error model. The observability analysis by rank test is
sensitive to the system model perturbation.
Observability anaysis of GPS/INS by covariance
analysis can be statistically convenient. However, the
error covariance behavior is highly influenced by the
choice of initial error covariance and can give
misleading results on the observability.

With the proposed observability and estimability
measures, a straight forward analysis on the
characteristics of the observability and estimability of
GPS/INS error is possible. The observability analysis
results are insensitive to system model perturbation.
The estimability measures show that the sensitivity of
error covariance to system model perturbation can be
influenced by the choice of the initial error covariance.
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A Design of Brain Sensory monitoring Thinking Activity

inside the Knowledge System
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Abstract: For several recent years many studies adopting the brain functions have been studied for making efficient sys-
tem in the dynamic complex environment. As one of brain based research, in this paper the new concept of Brain sensory
was defined as 6th sensory organ and brain sensory monitoring thinking activity is designed which has various func-
tions including selective sensory input signals, recalling the related knowledge and retrieving thinking chains. Especially
DTAM (Dynamic Thinking Association Map) was designed for conditioned learning process and Emotional Switching
concept for activating the matched knowledge from the large well structured memory with the control signal was pro-
posed. The functions of DTAM and Emotional Switching make dynamic selective thinking chain retrieval possible. This
system was applied to the virtual memory and tested with sample data.

Keywords: Brain Sensory, Thinking Activity,Emotional Switching

1. INTRODUCTION

For recent several years the studies in the brain in-
spired system have been activated and are rising as an
area of blue ocean part. The main reason lies in the fact
that brain is the final product which has been survived
and evolved in the dynamic complex environments for
several million years. The brain has developed the opti-
mal structure of being adapted for the dynamic complex
circumstances. The brain not only controls whole living
system but also takes part in sensing, learning, memoriz-
ing,recalling and thinking process. And it is also known
that the brain creates mind and emotion. According to
the studies of emotion, emotion is closely related to the
survival. Positive emotion makes the whole body sys-
tem opened and be ready for production. On the con-
trary, negative emotion makes the body system closed
and ready for defense. It means that the emotion plays
a very important role of decision making. There are oc-
curring many thinking activities as well as many kinds of
emotion inside the brain when the brain is activated. Dur-
ing this phase the emotional factor performs an important
functions. From this point of view, brain theory gives
many clues for solving the complex problems surround-
ing human beings. Especially in the huge dynamic in-
ternet circumstance its functions can be usefully adopted
and inspired to the process of implementing the artificial
intelligent system.

Focusing on the activities inside the brain, in this pa-
per as one of studies of brain inspired system the concept
of ’Brain Sensory’ is defined as 6th sensory organ which
is monitoring Thinking Activity inside brain. Especially
Dynamic Thinking Activity Map(DTAM) was designed
as a space for containing the information about tempo-
ral associative relation related to the conditioned learning
and Dynamic Thinking chaining threads extracted from
the memory. For occurrence of Thinking Activity mem-
ory recalling process is necessary. In this system the con-
cept of Emotional Switching is defined and used for acti-
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vating the related knowledge in memory during the mem-
ory recalling process by Type matching Strategy. That is,
Emotional switching takes part in the function of select-
ing the extracted thinking chaining thread. The knowl-
edge based data in the virtual memory was applied to
test this system and the processing step of monitoring the
brain sensor was investigated.

2. THE OVERVIEW OF BRAIN SENSORY

It is known that Human being has five organs for sens-
ing the external signals. But in our work,we define ’Brain
Sensory’ as the 6th new sensory which senses Thinking
activities occurred inside the brain. We always experi-
ence that many thinking streams appear and disappear
during the thinking process. There occur several think-
ing streams in parallel. They sometimes combine to-
gether or conflict with each other. The brain sensory is
monitoring these thinking activity from the sensory input
data to the occurring thinking streams inside brain. As
shown in Fig.1,Brain Sensory is designed for monitoring
whole process of Thinking Activity. Starting from the
stimulus signal of input data which came from the five
sensory organs, Thinking activity occurs in DTAM (Dy-
namic Thinking Activity Map) using Memory recalling
mechanism from the knowledge Networks of the mem-
ory. DTAM consists of TAR(Temporal Associative Rela-
tion) and Thinking chaining thread space. TAR contains
Associative Relations obtained by Conditioned learning
temporally and is used for extracting the thinking threads.
The Knowledge extracting strategy based on DTAM is
described in detail in the paper[1].

3. THINKING CHAINING THREAD
EXTRACTION AND EMOTIONAL
SWITCHING

3.1 The structure of knowledge network in memory

The structure and its mechanism of knowledge net-
work composing the memory is very important to design



the efficient system. The knowledge network consists of
knowledge nodes and their associative relations. It is rep-
resented as

(K-node;, R;;, /X — node; )

where K — node; is the name of knowledge node
and R;; is connection strength between two knowledge
nodes. R;; is calculated by equation (1).

R;;j=P(K — node; | K — node; ) (1)

Knowledge node is an basic atom composing the
Knowledge Network. It contains 'ID’, Type’,’ Emotional
Factors’ attributes which can identify itself. Knowledge
node is represented as a form of ’struct’.

struct k-node; (I D, Type, Emotional Factors)

Emotional Factors has three terms representing emo-
tional state and are described in the next section.

3.2 Thinking chaining Thread extraction by Type
Matching Strategy

The system extracts the related knowledge from the
memory and makes Thinking chaining Threads using
Type Matching Rule which is a proposed criteria of se-
lecting the knowledge. Starting from the idea that ev-
erything has its own property,’Qualia’,we define ’Type’
as a factor representing the property of a thing. In this
system, five types, M,FE,K and S are defined. These
five types can be flexibly designed according to the ap-
plication area. Type Matching rule which is representing
matching relations is also defined. There exists attractive
force or repulsive force between two things. The attrac-
tive force means that two properties of things are matched
well and the repulsive force says that they are mismatched
and rejecting each other. The following tables depicts At-
tractive relation and Repulsive relation respectively.The
knowledge extraction method using Type matching strat-
egy is described in the paper in detail[2].

e Emotional Switch

Memory

Sensory
organ

Thinking chaining Memory
thread Recalling
Type Matching
Selection

Fig. 1 Brain Sensory
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Table 1. Type Matching Rule

’ Attractive Relation \ Attractive degree d; ‘

M&>F d1=0.5
FO>E d2=0.5
E®d>K d3=0.5
Keé>S d4=0.5
S&>M ds=0.5
| Repulsive Relation | Repulsive degree d; |
Mo >E d1=-0.5
Ec>S d=-0.5
Se>F d3=-0.5
Fo>K ds=-0.5
Ke>M ds=-0.5

The matching rule 'M & >(0.5) F* means that M
type helps F type with attracting degree 0.5. The value
ds of ' M @ >(d,) S’ is derived from "M & >(0.5) F
@ >(0.5) E @ >(0.5) K@ >(0.5) S’. The attractive
degree of multiple relation is calculated by the following
equation(2).
dg={ [T, (~)™d;if Type; #Type;

‘ 1 otherwise

2

If the value of d, is positive, it is attractive relation.
Otherwise, the minus value means repulsive relation.

3.3 Emotional Switching

During the process of Thinking Chaining thread ex-
traction, several thinking threads are occurred. Brain
sensor monitoring Thinking Activity checks the current
emotional state activates the Thinking chaining thread se-
lected by Emotional switching.

"Emotion’ is represented by three dimensional values
of Ex,,Ey, and Ez,. That is, emotional state of i-th
thread E; is :

E; = (Ex,.Ey,.Ez,) 3)
As shown in Fig.2, Ex,,Ey, and Ez, represent the
emotional states and have a value of [-1,+1].

Negative Positive
-1 0 +1

Exi

Sad Happy
Eyi

Fear Safe
Ezi

Angry Calm

EMOTIONAL STATE

Fig. 2 Emotional State

The value of Emotional vector, V(E;), is calculated
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by equation (4).

V(E;) = P x \/EX12+Em2+EZi2 (4)
1 ift>1

P= { —1 otherwise ®)

t :EXi+EYi +EZi (6)

e Thinking thread selection by Emotional Switching

Based on calculating the value of emotion Brain
Sensory checks whole emotion state of FEy =
(Ex,»Ey,.Ez,). It turns on Emotional switch and ac-
tivates the selected Thinking chaining Thread. During
Emotional switching process Thinking thread is selected
by the following equation (7) and activated.

SV B 4 B
n
where FE% = Ex, — Ex,, E} =
Bl = Ey, — Eg,

Active(T) = argminy

@)
By, — By,

where n is the number of chained knowledge nodes of
Thinking thread k.

4. EXPERIMENTS

In this experiment, the designed Brain Sensory was ap-
plied to the Virtual memory and its monitoring process
was tested. Fig. 3 shows the initial state of testing knowl-
edge network composing the Virtual memory. As shown
in Table 2 the knowledge node has the Emotional factors
which represents the current Emotional state.

Table 2. Emotional factor of Knowledge node

K- nodeq; EXi Eyi EZ,i
K 0.7 | 0.8 | 09
K> 0.8 | 0.7 | 05
Ks 0.8 | 0.7 | 05
Ky 09 | 04 | 0.7
Ks 1.0 | 02 | 0.3
K 1.0 | 0.3 | 04
K, 0.2 | 0.0 | 0.1
Kg 0.1 | 0.1 | 0.2
Ky 02 | 0.1 | 0.2
Ky 0.1 | 0.0 | 0.0
K -0.7 | 0.1 | -0.5
Ko -0.8 | -0.7 | -0.5
Kis 06 | 03] -02
Ky -09 | -0.2 | -0.1
Kis 1.0 | 00 | 0.1

Fig. 4 depicts the process of Type Matching Selec-
tion from the initial knowledge network. In the case of
Input type, M’ the matched knowledge nodes with type
"M’ were selected and activated. Using Type Matching
Selection strategy,three Thinking chaining threads were
extracted in the experiment as shown in Fig.5. Espe-
cially Fig.6 describes the result of Thinking Chaining
Thread Selection by Emotional Switching. In the case of
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Emotional state which has Emotional factor EO, namely,
Ex0=0.9,Ey0=0.7 and Ez0=0.6, Thinking chaining thread
1 was selected. Fig.7 also shows the changing results of
Emotional Switching according to the current Emotional
state of whole system,E01,E02,E03,E04 and EOS.

Table 3. Emotional state of whole system

E-state EOix, EOiy, EQig, E-value
EO1 0.900000 | 0.700000 | 0.600000 | 1.288410
E02 0.500000 | 0.500000 | 0.500000 | 0.866625
EO03 0.000000 | 0.000000 | 0.000000 | 1.191385
E04 | -0.300000 | -0.400000 | -0.500000 | -0.707107
EO05 | -0.800000 | -0.300000 | -0.500000 | -1.024695

As a result of experiments we could find that Brain
sensory performs the monitoring function focusing on
thinking chaining monitoring Thinking chaining thread
extraction by emotional switching successfully.

Ks 0.8 m 0.7 m
e (e (e

Fig. 4 Type Matching : Type= M

5. CONCLUSION

In this paper, Brain sensory monitoring Thinking Ac-
tivity was designed. It is very meaningful that Emotional
state was defined and the strategy of Thinking chaining
thread extraction by Emotional switching was designed.
This strategy was applied to the virtual memory and ex-
perimented with sample testing data and got the good
testing results. This strategy can be usefully applied to
design and construct core artificial brain of the Intelligent
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Modeling of Traffic Flow using Cellular Automata
and Traffic Signal Control by Q-learning
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Abstract: Recently, the flow of traffic has increased in the cities, and it has caused problems because of CO,
emissions due to traffic jams. The traffic signal control is a typical counter measures for the congestion easing. The
traffic signal control method includes the point control, the series control, and the wide area control, and the cycle time,
the split, and the offset are used as the control parameters of the traffic signal. The offset is the difference of the start for
the green signal between adjoining crossroads. The existing researches to generate the offset automatically are the
cycle-less control technique, the real-time simulation using GA, and the optimization technique by the inclination
method.

First, the traffic flow is modeled to reproduce the movement of the vehicle on the road in this paper. There are two
models of the traffic flow being developed now: one is to model the traffic flow as a continuous style, and the other is
to regard the vehicle as the individual movement and to form the whole flow. The traffic flow is modeled using the
cellular automata as the latter case here. A traffic signal is consisted as an agent and the agent learns the control
parameters of the traffic signal, which are the split and the offset under the fixed cycle length, using Q-learning method.
In this paper, the offset of the signal agent is deduced using Q-learning method considering the adaptation for the
dynamic change of the traffic flow.

Keywords: Traffic Flow, Traffic Signal Control, Offset, Q-learning, Cellular Automata, Agent

The updating time of the rule-184 is shown as,

| INTRODUCTION U = U min 1 -U') - min@0-U') (1)
The traffic signal control is a typical counter - time , : position of cell

measures for the congestion easing. The traffic signal

control method includes the point control, the series

control, and the wide area control, and the cycle time,

. S
U’ : state of position j at time ¢

the split, and the offset are used as the control t |1|1|0|1|0|1|0|1|1|0|1|
parameters of the traffic signal. The traffic signals are
generated.by an autonomous agent, and each signal t+1 | 1 | 0 | 1 | o | 1 | 0 | 1 | 1 | o | 1 | o |
agent studies the control parameter independently.

In this paper, a traffic signal control by the multi \—l
agent type is proposed. The traffic flow of the road t+2| 0 | 1 | 0 | 1 | 011 | 1 | 0 | 1 | 0 | 1
network including crossroads is modeled by the traffic 1-vehicle 0:empty cell

flow cellular automata. Under the cycle of the signal
interval is constant, the control parameter of the signal
agent are adjusted by Q-learning method.

Fig.1 Movement of vehicles by rule-184

The movement of the vehicles by the rule-184 is
shown in Fig.1. This model can be extended to a two-

1. MODELING OF TRAEFIC FLOW dimensional model which includes crossroads.

USING CELLULAR AUTOMATA
As the model of the traffic flow, a typical Elementary I11. TRAFFIC SIGNAL CONTROL

CA [1] of Wolfram by one dimension cellular automata BY Q-LEARNING
is developed to a two dimensional model including
crossroads here. The road is divided into two or more
cells, and the cell where a vehicle exists is shown as “1”,
and the cell where a vehicle does not exist is shown as
“0”. An individual vehicle moves using the rule-184 [2]:
advance one mass only when a forward cell empties.

The signal agent is composed of the State observer,
the Learning, and the Select action as shown in Fig.2.
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Traffic Signal agent

input

State observer

reward
Learning

Policy 1T

Select action

Fig.2 Structure of Traffic Signal agent

The State observer measures the number of the
inflowing and outflowing vehicles from/to the crossroad
and the stationary vehicles between adjoining
crossroads.

The number of the stationary vehicles is denoted as
follows:

vy - Vehicles existed on the road in the direction of

east and west at time ¢

v;N : Vehicles existed on the road in the direction of

south and north at time ¢

The Learning carries out the update for the
parameters of the traffic signal using the Q-learning
which is an environmental identification type.

The action value function is defined as o, ,v', ,act) -

act: control parameter which yields the passage
in direction of east and west

Q value is updated every two cycles. When the
number of the stationary vehicles between adjoining
crossroads increases more than the number of the
stationary vehicles of the previous cycle, the signal
agent gets a penalty r, and the penalty is calculated for
each inflowing road. Moreover, when the number of the
stationary vehicles decreases, a reward is given.
Therefore, the updating of Q value is defined as

O » vy »act,) <= Oy vy ,act,) + alr, +

1 1
ymaj{ Q(V?Wa"gf sact, ) = Oy vy, act,)]
ae

2

a learning rate (0QJ o),

y discount rate (0 (/1)

The e-greedy selection is used for the Select action. It
acts randomly at the probability €, and except for this
situation, the agent acts according to the Q values
memorized in the learning machine.

IV. SIMULATION

1. Field of Simulation and Q-learning Process
The overview of a road network consisted from three
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crossroads will be targeted in this simulation as shown
in Fig.3. There is a road with two lanes including a right
turn lane (6 cells, 43m) on Rikimaru, Kitakyushu-city.
The distance between adjoining crossroads is 64 cells
(480m). The number of the traffic density for the
crossroads area was measured between 17:00 and
19:00 on January 17th, 2008. Based on the measured
date, the following probabilities are supposed: the
vehicles flow into the road network from the two ends
of east-west direction and the six ends of north-south
direction with probabilities 0.35 and 0.1, respectively;
the vehicles flow outside of the road network with
probability 0.8; the vehicles flow into the crossroads
from the straight path, the left turn, and the right turn in
the direction of north-south with probabilities 0.2, 0.7,
and 0.1, respectively, and in the direction of east-west
with probabilities 0.8, 0.15, and 0.05, respectively.

1 o

o
© P

Fig.3 Gridiron

The splits in the signal of crossroads A, B, and C are
assumed to be the same ratio. The behaviors of the
signal agent are assumed to be the following:

Action = {10% 20% 30% 40% 50%

70% 80% 90%}

Fig.4 shows the procedure of the simulation by Q

learning for the splits.

60%

Initialize Q(s, a) arbitrarily;
Repeat (for each episode);
Repeat (for each step of episode);
Observe a state observation st ;
Choose at from st using policy derived from Q value;
Take action at, observe rt, st+1;
O value is updated by the following update equation;
Q(St Jat) <« Q(St Dat) + a{rt + yn;lale(SHl Ay ) - Q(St a4, )}

t— t+l
until sz is terminal;
until all episodes are finished;
where a Learningrate 0 o 1
y Discountrate 0 y 1

Fig.4 flow of procedure

The offset values of the crossroads A and B are
defined based on the crossroad C. The amount of the
change of the absolute offset value assumes 1/4 or less
[3] of the cycle length 250(steps), and calculates each
signal as the offset= {0, 20, 40, 60} (steps). Moreover,
one cycle is 60 steps, and in the finish time of one split,
all the traffic signals are red light during two steps.



2. Result of Simulation

The average number of the stationary vehicles
between adjoining crossroads A and B is decreased
about 1/4 for the east-west split 70% compared with the
east-west splits 50% and 80% on 300,000 advanced
steps as shown in Fig.5. Through the learning, the traffic

signal agent can obtain the split to reduce the traffic jam.

—— Splits by Q-learming — Ganstant Split

Total Number of Vehicler Stayed

399800 399820 399840 399850 399880 399900 399920 399940 399950 399980 400000

Cydes
Fig.5 Total number of the vehicles stayed (Offset=0)
Average: 81.6 vehicles
Standard Variance: 12.9

The number of the east-west splits selected during the
learning for the traffic signal agent on the crossroad A is
shown in Fig.6, and the most selected split is 60%.

‘x. L _J -rIL .
01 0z 03 04 05 06 O0F 08 09

East-West Split Ratio

Fig.6 Selected numbers of East-West Sprit Ratio

Selectad Numbers
SEERRN

Tablel Sprit
Standing vehicles in the direction of North-South

T I
10 19 50 [ 50 | 50 | 50 | 40 | 50 | 50 | 50 | 50 | 50
20 29 80 30 60 20 50 10 20 50 30 30
30 39 70 60 70 80 40 60 50 30 40 40
40 49 60 60 30 10 70 50 60 30 40 50
50 59 60 60 60 30 80 50 50 40 40 40
60 69 50 60 40 60 40 40 40 30 70 50
70 79 50 60 50 30 30 80 40 50 50 50
80 89 50 50 60 10 40 60 50 20 20 90
90 99 50 60 40 50 50 50 50 30 70 60

100 109 50 60 40 50 50 30 50 50 50 10

110 119 60 60 50 50 50 30 40 40 60 80

120 129 70 60 50 50 50 50 40 50 70 60

130 139 60 60 60 50 50 40 50 80 10 90

Standing vehicles in the direction of East-West

140 149 60 70 50 50 70 60 50 10 90 70

150 159 60 60 50 50 70 50 50 80 40 80

160 170 60 60 50 50 50 50 80 70 20 50

The splits of each stationary vehicle in the directions
of east-west and north-south are shown in tablel, and
the total number of the stationary vehicles using the
splits obtained by Q-learning and the constant
split(50%) for each offset 20, 40, and 60 are shown in
Fig.7, Fig.8, and Fig.9. As the result, the average of the
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stationary vehicles for the offset 20 is smaller than the
other offsets.

w— Splits by O-leaming

== Constant Split

PU— T T AR . —

Cydles
Fig.7 Total number of the vehicles stayed (Offset=20)
Average: 78.3 vehicles
Standard Variance: 13.6

=== Splits by Q-leaming = Congtant Split

|
[
|

.8 2 2 8 B B B 8

00000 300E 30030 m;n 30000 30000 39&6‘@ 3”‘4‘ 300058 39&6‘3 Hmon
Cyles

Fig.8 Total number of the vehicles stayed (Offset=40)

Average: 98.8 vehicles

Standard Variance: 12.8

w— Splits by Q-learning w— Conztant Split

!Dll
00 INEN RN TED HEE0 BH00 G0 3990 39960 IFE0 400000

Cycles
Fig.9 Total number of the vehicles stayed (Offset=60)
Average: 82.6 vehicles

Standard Variance: 14.8
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Abstract: We have developed the program for humanoid robot's whole body motion planning using Genetic Network
Programming (GNP). First we introduce the main idea and the way constructing GNP, then the method of applying
GNP to robot's whole body motion planning, and give the result of our research as a conclusion.

Keywords: Genetic Network Programming, population, individual, node, evaluation function

I. INTRODUCTION

Research on humanoid robot's motion planning has
been drawing attentions since long ago. So far, there
have already been many different methods solving this
problem. These methods are mainly divided into three
classes: motion planning based on motion capture
technology; one using pin/drag interface based on
Graphical User Interface (GUI); and motion planning in
multi-dimensional space by specifying the initial
posture and the final posture, then the system generates
continues motions connecting these two, a typical
method is rapid-exploring random trees (RRT) [1].

In the meantime, professor K.Hirasawa proposed an
evolutionary algorithm: Genetic Network Programming
(GNP) in the year of 2000 [2] and it's been gradually
applied in various research fields to solve different
kinds of practical problems like double-deck elevator
group supervisory control systems, data mining, stock
trading rules’ generation and comprehensible control
rules for real robots [3].

Inspired from these achievements, we tried effort to
develop a control system for humanoid robots’ motion
planning using GNP. Basically, the goal is to generate
control rules that manipulate robot's movements
connecting a preset initial posture and a final posture,
which in other words, is to find a new solution in the
3rd class of motion planning.

This paper is going to present the latest research
progress. It is organized as follows: firstly, give a brief
introduction to GNP in Section 2, then in Section 3,
bring out the research model built based on MATLAB
and detailed methods applying GNP to motion planning.
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Finally, give the result of our research and relative
analysis as a conclusion.

Il. GENETIC NETWORK PROGRAMMING

Nowadays, control systems are becoming large and
complex that it is not easy for us human beings to figure
out a clear and precise control rule in advance, so an
idea of developing an intelligent system that could find
optimal rules automatically popped out, and then,
inspired from GP and GA, GNP was proposed.

1. Structure of GNP

The fundamental elements that construct a network
for GNP are called nodes. Basically, two classes of
nodes are required: processing node and judgment node.

Processing nodes describe the actions of GNP and
judgment nodes judge the information from the
environment and choose to take actions according to the
judged result. They connect with each others to form a
control network. This kind of network is called an
individual. Fig.1 shows a typical structure of one
individual of GNP.

O > O

Start Node

&

Judgment Node

@ Processing Node

Fig.1 Basic structure of GNP
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Fig.1 illustrates the phenotype of GNP’s network that are higher than the line are chosen and the rest are
structure, while Fig.2 shows the genotype of it: discarded.
Crossover exchanges the sub-network of two parent

Node O [0 O | O |2 O individuals to create new individuals. Here the sub-
Node1 |2|1]5]3 0 network can be several nodes which connect each other,
Node2 |1/1 |13 010 can be only one point, or just several points which are
Noje 3121215160 randomly chosen from parents.
Node4 |1/ 111120180 Mutation takes effect in a single individual. It is
Node 5 |1 | 3 1 8 0|6 O s .
Node 6 |11 21119 ol 2 o used to change one node’s connection branches, the
Node7 |11 21111 0l2a o function, or even its node type. This is another way of
Node 8 |21 1155 0 producing new kind of individuals.
Node 9|2 2| 5|7 0 Both crossover and mutation offers new individuals
in a population for selection to select better ones.
INT [ FID; [ d |Gy [dip | oo | ¢ | di
- - parents
Fig.2 Genotype of Fig.1
We use a two-dimensional array to establish the
gene structure of an individual. Each row represents one
exchange

node, could either be a processing node or a judgment
node, it depends on the value of the first element in the
row array: NT;. In the above table, for example, NT,
equals 1 meaning a judgment node while 2 meaning a

processing node.
FID; describes the function of the i node and d;
presents the time cost (delay) for the node to carry out offspring
its action or judgment.
After deciding the node’s type, function and delay
time, we need to decide which node does the present
node connect. Here C;, denotes the connections and
d;, denotes the connection time delay. Note that if the

node is a processing node, it can only have one
connection and if it is a judgment node, the number of
connections can be more than one.

Fig.3 Crossover in GNP

change branch change branch
2. Genetic Operations in GNP

There are three types of the genetic operations in
GNP: selection, crossover and mutation.

Selection: Individuals are initialized randomly at the |:>
beginning of the program. After mutation or crossover,
apparently the population becomes larger. The selection
operation can help the program select the individuals
with better performance among the population and keep
it within a fit size. Fig.4 Mutation in GNP

We take two ways to carry out selection operation:
tournament selection and elite selection. Tournament
selection is carried out between any two individuals.

change node type change node type

I11. MODEL AND APPLICATION DESIGN

The program calculates two individuals® fitness and 1. Modeling
dumps the low valued one. Elite selection calculates all We built a model of humanoid robot which is
individuals’ fitness and sets a bottom line of it. Ones illustrated in Fig.5. It has 19 degrees of freedom and
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each joint’s range of rotatable angle has been specified
generally according to human beings.

The data structure of the robot is a tree structure,
each joint has a sister branch and a child branch. Start
from the head, we can use forward kinematics to
calculate the posture of the model robot. Besides, with
the mass of each joint set during the initialization,
calculation of the robot's center of mass is possible.

)

T .
Tt

Fig.5 Model of a humanoid robot

2. Application Design

In this chapter, we are to develop an application that
can find optimal control rules to generate motion series
which connecting the preset initial posture and final
posture. We start from designing the various nodes (type
and related functions) that are intended for constructing
individuals.

A. Processing Node

Since the model we built has 19 degrees of freedom,
the actions that processing nodes take are to manipulate
the joint angles of these 19 joints. Each node takes
charge of one joint and can only choose to adjust its
angle to plus or minus a certain value. So if we want the
entire body of the robot be controlled, at least 38 kinds
of processing nodes are needed (2 nodes, respectively,
doing plus and minus for each joint).

For more adaptive control, even the step length of
the adjustments can have many choices, like one degree
per action or two. But by doing this, the kinds of
processing node grow extremely large and system
becomes complex, so here in our research, we just take
the simplest way: 38 kinds of processing nodes.

In order to make sure that the robot can finally reach
the desired posture, we set a constant command in all
processing nodes, that is: after taking its action, the joint
is forced to get closer by one degree to its final value.

B. Judgment Node

During the robot’s movement, the most important

thing is to keep balanced. Here we suppose our robot’s
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movement is slow and steady, so the momentum which
might affect the robot’s balance is not considered. Then,
the only element relative to balance is the center of
mass (CoM). So we design the judgment conditions to
be: which quadrant does the CoM locate in X-Y
coordinate system, and then choose actions according to
the judged result.
Table.1 Node Assignment

Node Type Functions
Joint 1 + 1° Joint 1 - 1°
Processing Joint 2 + 1° Joint 2 - 1°
Node | ... | ...
Joint 19 + 1° Joint 19 - 1°
Node Kind X-Axis | Y-Axis
Judgment 1 + +
Node 2 +
3 - +
4 - -

C. Evaluation Function

The evaluation function is used to calculate the
fitness of each individual. There are two parts that add
up to present the fitness value: one is the total steps that
the robot’s all 19 joints took to perform the desired
motion; the other is the CoM’s average deviation from
the track connecting the CoM at start and the one at the
end, which is easy to understand by referring to Fig.6.

Y end

X
Fig.6 Deviation of CoM from desired track

Evaluation Function:
xdi
n *B

where n denotes the step count, ). d;/n calculates
the average deviation, and o, 3 are weight coefficients.

One point should be clarified is that, the desired
track of the CoM is not necessarily to be a straight line,
a curve might do better in some circumstances. Here in
our experiment, we take the track as a straight line.

Once all the three elements are decided, the genetic
operations can be carried out. Fig.8 illustrates the flow
chart of the application.

fitness = n* o +



Initialization
|

Y

Fitness Calc
ulation

|

Selection

¥

Crossover
& Mutation

Last
Generation ?

Yes

Pool

Fig.7 Flow Chart of Program
In case that too many individuals were discarded
after selection, we here set a data pool storing randomly
generated individuals to relief the population crisis that
might happen in chance.

IV. EXPERIMENT RESULT

Considering that the number of node functions is
large, during the initialization period, if we directly let
the computer generate all the individuals randomly,
maybe none of them has the ability to simply control all
the joints. Though after genetic operations, there might
be several ideal individuals produced, we decided to
help accelerate the evolution procedure by adding
several man-made individuals that has the ability to
control all the joints. Then let the genetic operations be
carried out. Table.2 shows the parameters of the
program:

Table.2 Parameters Specifications

Selection Rate 0.24
Crossover Rate 0.08
Mutation Rate 0.08
Population(Individuals) 25
Judgment Node 20
Processing Node 80
Starting Node 1
Generation 30

After trained the population using the above
parameters by several target motions, we obtained some
individuals that can control the robot to perform some
simple movements. Then we went on to train these
individuals for a test motion, we found that there is still
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space for improvement referring to Fig.8 which shows
the fitness value curve as generations grow.

110
100
90 -
80

70
60 000000000000000 Elite Fitness
'00000000000000

50 TTr 1T r1rrrr1rrrrrrrrrrrrrrrrrrrri
1357 911131517192123252729

Generation

[ >y '
.\/ o ®
[ ]

Average Fitness

SSaull4

Fig.8 Fitness Curve
Using the elite individual selected from the last
generation, we control the model robot to perform a
simple motion of “kick” whose snapshots are shown in

-»‘K;-» -S
;ﬁ/i e

Fig.9 Snapshots of “kick”

V. CONCLUSION

So far, we have developed an application using GNP
algorithm to generate control rules for a humanoid robot.
But there is still space for improvements: to generate
complex motions by setting several transitional key
postures; to add new kinds of judgment node judging
momentum and as mentioned in Section.4: in the
initialization phase, we still have to help computer
generate the first generation, or it will take too much
time to finally obtain a usable individual, so how to
improve the efficiency during initialization phase will
also be our future research target.
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Abstract: PID control systems are widely used in many fields, and many methods to tune parameters of PID controller
are known. When the characteristics of the object are changed, the traditional PID control should be adjusted by empiri
cal knowledge. It may bring a worse performance to the system. In this paper, a new method to tune PID parameters cal
led as the modified back propagate network by Particle swarm optimization is proposed. This algorithm combines the ¢
onventional PID control with the back propagate neural network (BPNN) and the particle swarm optimization (PSO). T
his method is demonstrated in the engine idle-speed control problem; the proposed method provides prominent perform
ance benefits over the traditional controller in this simulation.

Keywords: BP neural network, Particle swarm optimization; PID control; Engine idle-speed control.

I. INTRODUCTION I1. Modified BP network by Particle Swarm

Vehicle is a symbol of modern civilization. It doesn’t Optimization
only bring comfortable life to people, but also promotes 1. Back Propagate Neural Network
the economic and social progress. For whole automobile, BP network is widely used in many fields. It is
the engine system is the most important component of proposed by Rumelhart in 1986. The BPNN is a
the vehicle. Following statistics of some research, the multi-layers network that consists of the input layer, the
spark ignition engine spends a large percentage of their hidden layer, and the output layer. The standard
operation in the idle-speed region. In this condition the structure will be shown in Fig 2.1.
engine management system aims to maintain a constant &

idle speed in the presence of alterable situation. The

engines are inherently nonlinear, incorporating variable, Ay O a’ L
time delays, and discontinuity which make to model to a’ o

be difficult. Because of this reason, some researches, for

example neural network approach, are well known to fit Q

for the engine control system. Neural network is well fit

for engine control system. \
Inout lawer (- O

In the last decades, the conventional PID control has

Output laver (D)

been largely applied to many fields. Because of its Hidden ayer (H)e

versatility, PID strategy still remains the most common

control algorithm in modern industry. When the Fig 2.1.Structure of BP network

idle-speed engine system occupies in the alterable BP algorithm step:

situation, the rapid and accurate response of the Firstly, the actual output of BPNN will obtain from
controller is necessary. In this research, a learning type the actual outputs as eq. (2.1). It is forward progress.

PID control system using modified BP network by 1 emels meie mwm

particle swarm optimization is designed which will ™ = 1WA +b7)m =0L,....M -1 2.1
bring prominent performance benefits over a traditional a: output of each layer

controller in this application. w: weight value

b: bias value
m: number of layer
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Secondly, the error will be generated at the output
layer by comparing between the actual output and the
target output. The error function at output layer is

defined as
2

;—Z_ T -A,) 22)

Tk : reference output
Ak : actual output
The total error function of neural network is shown in
eq. (2.3).
P

E =) Ep (2.3)
p=1
P: total numbers of pattern

Ep =

Thirdly, the gradient descent method is utilized to
calculate the weight of network and adjusts the weight
of interconnections to minimize the output error. The
gradient descent algorithm adopts the weights according
to the gradient error, which is given by eq. (2.4).

AW”:—UX% 2.4
1] : Learning rate
The general form of OE/ OW is expressed as the
following eq. (2.5).
L:—d}‘x AM? (2.5)
oW
A: output value of each layer
W: connective weight
d: error signal
n: layer number of BP network
Substituting (2.4) into (2.5), the gradient error is
expressed as
AW, =1n x 6] x AM? (2.6)
AW adjusts the weight value between the input layer
nodes to the output layer nodes from output layer to the
input layer. This is known as the back propagates
progress. According to these adjustments, the error will
decrease until the small set point. However, there are
some disadvantages in BP algorithm. It is easy to
converge to local minimum point; and it means the long

time to convergence and training are needed.

2. Particle Swarm Optimization

Particle swarm optimization 1is a stochastic

population-based evolutionary computer algorithm for
solving problem. It is one of intelligence algorithm
based on social-psychological principles. It provides
insights into social behavior, as well as contributing to
engineering  applications.  The

particle  swarm
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optimization algorithm was firstly described in 1995.
Vi =WV, +¢,* 1, * (pbest—X ) +c,* r, * (gbest—x ) @7
=X, +V, (2.8)
X: position of particle;

X
v: velocity of particle;
Pest: personnel best position of particle swarm;
Gbest: global best position of particle swarm
C: learning rate;
r: random number;
w: inertial factor;
Eq. (2.7) and (2.8) are learning rule of particle swarm
optimization.
Flow chart of particle swarm optimization is shown in

Fig. 2.2.

‘ Initial Particle Swarrm in Randorme ‘

[
‘ Calculation the fitness of every swarm«' ‘

l

‘ Update the Phest Gheste ‘

}

‘ From (27)and (2.8}, update the position and welocity+' ‘

Reach the best walue or bounds

=

Fig 2.2 .Flow Chart of Particle Swarm Optimization

There are three points why the PSO is choice to
combine with BP network.

—Particle swarm optimization is a type of the
global optimal method. It will find the global
minimum point.

—The speed of search in PSO is much faster than
the genetic algorithm.

—PSO has the simple structure to program.

3. Modified BP network by PSO

A new algorithm to combine BP network and PSO is
proposed to overcome the disadvantages of BP network.
The whole BP network training process consists of two
Phases:
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Phase 1: The global optimization procedure I11. Idle-Speed Engine System

Particl timizati . .-
(Particle swarm optimization) To compare with the traditional PID control scheme,

Stepl.1  To design a group of swarm this the new algorithm is simulated on a simple generic

represents the weight and bias of BP engine model. The engine system changes throttle angle

network. to keep the engine speed on fixed idle speed in alterable

Stepl.2 To calculate by forward progress in BP load demands. The following figure illustrates the

network to evaluate warm by error rate. . . .
W valuate w M model of the engine. In this simulation, 800Nm has

Stepl.3  To operate particle swarm optimization . .
P P P P been choice as a reference value of the idle-speed.

Phase 2: Refining the learning procedure. Dynamic block of components are taken as

(Traditional BP algorithm training)

. .. i — 9000 —0.1s
Step2.1 To train BP network by traditional Gi(s)= (0.05s5+1) Ga(s)=0.85e™
method.
In this method, some groups of particle swarm will be Gr(s) = 20 Kn = 1* 10"
(3.55+1)

generated randomly. They represent the weight value
and bias of BP network. Then these values will be taken
into BP network and calculated in BP’s forward
progress. The function is shown in eq. (2.1). Comparing
with actual output, the error of each group will get as eq.
(2.2). Eq. (2.2) will be choice as the cost function of w
particle swarm optimization. After some steps, eq. (2.7) |an.0 .hmmmk
and eq. (2.8) will be used to calculate. This is the

optimization process by PSO. During the many times of ol Fud

-

G Transpot
Delay

the optimization, Ep will reach the expected value. e

Then the best particle swarm will be generated. Next ﬁ'ﬂ:

step is to take the optimized weight value and bias into Pumpig Feedbar
BP network, and train BP network as traditional BP . L

. . . Fig 3.1.Engine idle-speed model
algorithm. The following figure will demonstrate the

computational steps in detail for 2-3-1 structure network
as an example. IV. Simulation and Comparison

1. Experiment Settings
In this section, the new algorithm will be compared
R T with the traditional PID control scheme and PID
1 (\ control with BPNN control scheme in the idle-speed
d.1 | engine system. There are two cases of the experiment
| 0 _,E’:'ga"ﬂ“‘mﬁm Mﬂmmm for the idle-speed engine. The one is to increase the gain

Input data

wg{’, Particle of Gi. Gi represents the inlet manifold dynamic block.
/ I(S)V;;:rr:i]zation Because of the carbon deposition and dust, it will make
the gain of Gi to be increased. The other is to increase
ki wsw7‘wa kb the gain of Gr. Gr represents the power-train rotational
s Wﬁw"wa " dynamic block. When the loads are increased, the gain
i Wsw"wa "N of Gr will follow the increment. In these two situations,
W W°W7‘WE “" three algorithms are adopted to keep the idle speed of
Y W°W7‘Wa Wg‘ engine to be stable.

The three methods of PID control law adopt the

increment PID form shown in eq. (4.1).
According to these procedures, it has proven that the u(k)=u(k-1)+Kp[e(k)—e(k-1)]

new algorithm gets much faster convergence and more p +Kie(k)+Kd[e(k)+e(k—-2)-2e(k-1)] (4.1)
owerful calculation.

Fig 2.3.Schematic diagram of new algorithm
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2. Structure and Parameters setting

In the traditional PID control system, there are so
many method to determine the PID parameters,
including Ziegler Nicolas Method, pole placement,
Nyquist based design, and so on. The parameters of PID
controller are determined here by Ziegler-Nicolas
method.

In modified BP network by PSO control system, the
structure of the modified BP network by PSO control
system is shown in Fig.4.1.

B0 BP :
Optimization fEtwork: H

W Plant ¥

al
i@ i) ) 2D Controller

Fig 4.1.Structure of new self-tuning PID control system

It consists of four parties: the conventional PID
controller, BP neural network, the particle swarm
optimization and plant, where Kp, Ki, Kd are the
coefficients of the proportion, the integral and the
differential.

The learning algorithm of the new PID control system
is as that:

—For the BPNN, there are 4 nodes in the input
layer, 4 nodes in the hidden layer, and 3 nodes in
the output layer. 7 =0.5;

—Observe y(k) and r(k), e(k)=y(k)-r(k)

—Generate the groups of the particle randomly, the
PSO optimizes the initial weights of BPNN and
gets the initial value of parameters.

—Inputs and outputs of each layer of BPNN are
calculated and three parameters of PID will be
obtained.

—Calculate the output of the controller from eq.
4.1).

In the BPNN with PID control system, the structure
of BPNN is same with the new method, and the
difference is calculated just only BPNN without PSO
optimization. In next section, the advantages of the new
algorithm will be shown by the simulation.

©ISAROB 2009
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3. Simulation Result

In the experiment 1, the gain of Gr is changed from
20 to 35 in 20 seconds shown in Fig.4.2 (a). The
responses of the control systems are shown as follows.
Fig.4.2 (b) is the result of the traditional PID control.
When the gain of Gr increases up to 30, the divergence
response is shown. Obviously, it is unexpected. In the
Fig.4.2(c), the response of BP network control system is
shown. It has improved but the steady state error is
remained. When PSO is adopted to optimize the BP
network in control system, the response is shown in
Fig.4.2 (d). The output of the control system has
improved dramatically. The state error has eliminated.
Fig.4.3. (e) shows the update of Kp, Ki and Kd. The
solid line is for the new algorithm and the dashed line is
for the BP network. The red curve is the parameter Kp;
The green curve is the parameter Ki; The blue curve is
the parameter Kd.

(a)

-

(©
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(e)

Fig 4.2.Experiment for the increment of Gr

In the experiment 2, the gain of Gi is changed from
9000 to 18000 in 20 seconds shown in Fig. 4.3(a). The
responses of the control systems are shown as follows.

Fig.4.3 (b) shows the response of traditional PID control.

When the gain of Gi increases up to 15000, output of
system is unstable. In Fig.4.3(c), it is response of BP
network control system. It has improved greatly, but
there is steady state error. In Fig.4.3 (d), the output of
modified BP network by PSO control system is shown,
and the state error is eliminated. Meanwhile, the
response of the control system is much faster and higher
accuracy. Fig4.3. (e) shows the update of parameters of
BP network and BP with PSO method. Because of
combining with PSO, the modified BP network is more
effective for the update of the parameters.

(a)

o il
f I I
|

(b)

(©)
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Fig 4.3.Experiment for the increment of Gi

V. Conclusion

In this paper, an effective approach to tune PID
parameters by on line is proposed. The PID controller
based on BPNN and PSO improves the level of
intelligent decision making and can adapt to various
working requirements. PSO will improve BP network
greatly, and it makes BP network faster convergence,
and avoid local minimum point. According to procedure
proposed in this paper, the new algorithm has shown not
only powerful calculation but also strong robustness.
The satisfactory simulation result has proven that the
proposed algorithm is effective for the idle-speed
control problem.
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Traffic Signal Control Based on Predicted Distribution of Traffic Jam
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Abstract: In this paper, we propose a new method of a traffic signal control based on the predicted distribution of the
traffic jam. First, we built a forecasting model to predict the probability distribution of vehicles for traffic jam
during the each period of traffic signal. As the forecasting model, the Dynamic Bayesian Network is used and
predicted the probability distribution of the amount of the standing vehicle in traffic jam. According to calculation by
the Dynamic Bayesian network, the prediction of probability distribution of the amount of standing vehicles in
each time will be obtained, and a control rule to adjust the split and the cycle of the signal to maintain the
probability of a lower limit and a ceiling of the standing vehicles is deduced. Through the simulation using the actual
traffic data of a city, the effectiveness of our method is shown.

Keywords: Traffic Jam, Traffic Signal Control, Dynamic Bayesian Network, Forecasting model, probabilistic
distribution

I. INTRODUTION

In recent years, the traffic congestion has become | L
serious problem, with the number of automobiles F - T T
increased significantly. The traffic signal control is one T @
of the effective ways to solve the problem. H.a' . R
The traffic forecasting has been known as an '
important part of the traffic signal control, and the

Random walk method, Neuron Network, and Bayesian Fig.1 Crossroads and random variables
Network are known as the methods, however these
methods do not use the information for neighboring Here, we consider the two crossroads as shown in
roads. Fig.1. The random variables of the inflows and the
In this paper, a Dynamic Bayesian networks (DBN) outflows of the crossroad and the standing vehicles
model to predict the probability distribution of standing between the two roads are represented as nodes. The
vehicles is constructed based on the information of the Bayesian network model of the standing vehicles is
neighboring roads, and the traffic signal control method shown in Fig.2.

is proposed.

II. FORECASTING MODEL AND PREDICT 2 !
PROBABILITY DISTRIBUTION / \

- S - . Sk+1 ai
1. DBN Model
The Bayesian network is a directed and acyclic / T \ / T/\
graphical model, and each node represents variables of
the given problem. The relationship between each
variable is evaluated quantitatively using the conditional Fig.2 DBN model of standing vehicle

probability.
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The number of the standing vehicles of k cycle can
be calculated as eq.(1).

S, =S, ,+F2+L +R)-F' -L, —-R, (1)

S, : Standing vehicles of k cycle

S, , : Standing vehicles of k -1 cycle

F. :Outflowing straight vehicles of k cycle
L} : Outflowing left turn vehicles of k cycle
Ry : Outflowing right turn vehicles of k cycle
F. : Inflowing straight vehicles of k cycle

L, : Inflowing left turn vehicles of k cycle

R, : Inflowing right turn vehicles of k cycle

The probabilistic distribution of the
vehicles is obtained by summing over all joint
probability distribution of the other variables. With the
chain rule,

standing

the joint probabilistic distribution is
represented as the product of conditional probability as
following,

P(Sksskflsto’ L(;’RI?’ Fki’ le’Rll) =
P(S|Sii- R, L, RE FG LG ROP(S, )
x P(F)P(L)P(ROP(FHP(LOP(RY)

2)

And according to the d-separation, eq.(2) can be
represented as

PEO)=222222%

Ski RO LY R R Ly Ry 3

P(S,.)P(F)P(LOP(ROP(FOHP(LIP(R,)

According to above equation, the probabilistic
distribution of the standing vehicle is calculated.

2. Predicted Probabilistic Distribution of Standing
Vehicle
The priori probability of each variable is calculated
And the probabilistic
distribution of the standing vehicle at k cycle is

from previous data firstly.

calculated using the standing vehicle in proceeding
cycle and the observed inflows and outflows of each
direction. Next, the probabilistic distributions of the
inflows, the outflows, and the standing vehicles at the
cycle k+1, k+2,..., are predicted.

The splits and cycle of the traffic signal will be
changed by the adjust rule which will be described at
next session.
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First, the passage ratio is calculated using the split
and the cycle time at k cycle as

Passage ratio=traffic flow / (split*cycle time)
and, the future traffic flow is calculated using the fixed
cycle and split. Then the probabilistic distributions of
the future standing vehicle are predicted.

st | and | 3d | .. | kth | kelth [ keath
y \

;
{
| 1
1 1
1 |
! IO |
i 1
1 1
1 |
1 1
| 1
i

ommmmm e
So =

1
4 s 1

=
=

Fig.3 Flowchart of prior probability update

III. TRAFFIC SINGNAL CONTROL

1. Adjust Algorithm of Traffic Signal Control

According to the DBN model the probabilistic
distribution of the standing vehicle is obtained. The split
and cycle time of the traffic signal are controlled using
the predicted probabilistic distribution of the standing
vehicles. The control procedure is followed as that:
Stepl: Predict the probabilistic distribution of the
standing vehicles using the Dynamic Bayesian model to
the 3rd cycle.
Step2: Calculate the probabilities Smax or above and
Smin or below of the standing vehicles.
Step3: Compare these probabilities with the desired
values.
Step4: Adjust the split and the cycle time until the
probabilities for Smax and Smin satisfy the desired
values.

The flowchart of the procedure for the traffic signal
control is shown in Fig.4.

The probabilistic distribution will be change by the
increase and decrease of the procedure. The two patters
are considered.
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Check the predictive
Traffic=jam probability distribution

Traffic—jam

probability = v %

Teaffic—jam
probability =S w %

Incraase Increase

probability valus | |probability valua
at (expected | flat (eepected
value) +1 value) = |
== Increase Blua time, Decrease Blue time, e
amd and
Adjust the output Adjust the output

probability distribution probability distribution

Fig.4 Flowchart of algorithm

Recalculate the
g Traffic~jam probability |
distribution

2. Updated Patterns of Outflows Probability

Distribution

The altered traffic signals will change the
probabilities of the outflowing vehicles. To treat this
situation, two patterns are considered here. As shown
in Fig.5, the pattern 1 is to shift the probability
distribution according to change of green time. The
pattern 2 is to shift probability distribution as pattern 1,
and increase probability of neighboring expectation and
reduces others. In the simulation, pattern 2 to change the
probabilistic distribution of the outflows is adopted.

A

Expectation

A

Expectation

Fig.5 Update patterns

IV. SIMULATION

To prove the effective of the proposed method, a
simulation was carried out based on the actual data at
Tutuyimati, Kitakyushu on January 17th. 2007.

©ISAROB 2009

The parameters of the simulation are as: cycle
length: 60-150[s]; split: 50-70%; Smax=75, Smi=35,
a=0.1, p=0.1

m5l

m53

w530
u53L
——— . mS32

iy f
Ll

3

Fig.6 Predictive probabilistic distribution

Fig.6 shows the predicted probabilistic distribution
of the number of standing vehicles from the cycle 1 to 3
and 30 to 32. We can see that probability of more than
Smax is bigger than a in Fig.6(a), and the probability of
less than Smin is bigger than f in Fig.6(b) .

——Before control ——After control

1
004 1. ILTER |

000 FErTTrr T T T T T T T W P P T P T T T T T TP T T T T
20 I 40

—"lll N

(b)
Fig.7 Probabilistic distribution of
before and after control

Fig.7 is the probabilistic distribution of the standing
vehicles before and after control at the cycle 1 and 30.
By the extension of the green time, the probabilities of
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the more than Smax and less than Smin are updated to
be small.
Before control

After control

150

125
100

5

30

25

Fig.8 Split and Cycle time before and after control

The result of the splits and cycle time of the traffic
signal by the control procedure is illustrated in Fig.8.
The numbers of the standing vehicles on the main and
minor roads before and after control are shown in Fig.9.
In the main road, the numbers of the standing vehicles
are within the desired numbers from 35 to 70.

——After control

——Before control

Main road
60
40

20

1 6 11 16 21 26 31 36 41 46

Minor road
Fig.9 Standing vehicles of main road and minor road

The sum of the main and minor roads is compared
before and after control in Fig.10. The number of
standing vehicles by the proposed traffic signal control
is decreased by 16% compared with the fixed traffic
signal.
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——Before control ——After control

average : 82.6

140

120

100
Y
60
10

Fig.10 Standing vehicles of before and after control

V. CONCLUSIONS

In this paper, DBN model to predict the probabilistic
distribution of the standing vehicles was built. And the
adjust algorithm to control the cycle and the split of the
traffic signal is proposed. Through the simulation using
the actual data, the effectiveness of the new method is
shown.

For the future research, the processing time of the
adjusting algorithm will be reduced to achieve real-time
control.
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Pipe Inspection Robot using Wireless Communication System
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Abstract. Recently many plants become old, and then the pipe lines in the plant also become old. For that reason, it is
necessary to develop a flexible pipe inspection robot using wireless communication system. In this research, we have
studied the wireless communication system. And we know that the communication system can steadily transfer image
data at high speed. Therefore, we developed a new pipe inspection robot with wireless communication system for drain
pipe. With this new system, we can control the movement of the robot and inspect the defect or trouble inside the steel
pipe or ceramic pipe and also we can transfer the image information inside the pipe in real time.

Keywords: Pipe inspection robot, wireless communication system, image information, real time

L. INTRODUCTION I1. PIPE INSPECTION SYSTEM

Recently many plants become old and pipe lines in 1. Transmission Test in the Steel Pipe
the plant also become old. In order to inspect and repair Steel pipe with 30cm diameter and 10 m length is
these pipes [1], a flexible automotive inspection robot is shown in Fig.1. The transmission loss from transmitting
needed, beside, for controlling the inspection robot and antenna input to receiving antenna output is 14+ 64B
transmitting the collected data to terminal institute, in 2.4GHz band (as Fig.2 shown), 23+7dB in 5.2
wireless communication system need to be applied GHz band (as Fig.3 shown). So we can transmit [2].
together with the inspection robot. -

In 2005, radio wave transmission property in steel e .»

pipe line had been measured, as for the measurement, if —
we use wireless LAN with OFDM-2.4GHz or 5.2GHz Length of pipe: Sm

. . 3 3 (30cm in ciameter
in the steel pipe, more than 10Mbps information could

be transmitted, provide the measured pipe diameter is

20-40cm, and its length within 100m. o =
Antenna

Besides, transmission property for ceramic pipe line |

Spectrum

was also tested, radio transmission property was greatly Analzer

affected by pollutant, provided the pipe has little

pollutant, information data could be transmitted to a Fig.1. Wireless communication property measurement

long distance. in the steel pipe
We have studied the wireless communication system.

The wireless communication system can steadily § *

transfer the image data at high speed. Therefore, in this 5 20 _._/h‘\ L’\.\

research, we developed a new pipe inspection robot % 15 M —+— 2. 4GHz
with wireless communication system for drain pipe. [:: \ / \\> 2. 5GHz
With this system, we can control the movement of the 2 ° N 250
robot and inspect the defect or trouble inside the steel g 5

pipe or ceramic pipe, and also we can transfer the image 0 R T '

information inside the pipe in real time. t 2 3 45 6 7 8 9 101

Antenna position (mm)
Fig.2. Wireless communication property
(Transmission Loss) in Steel Pipe (2.4 GHz)
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Antenna position (mm)

Fig. 3 Wireless communication property
(Transmission Loss) in Steel Pipe (5.2 GHz)

2. Transmission Test in the Ceramic Pipe

As for the ceramic pipe with 25cm diameter and 7m
length(as shown in Fig.4), the transmission loss was
84 +2.5dB in 2.4GHz band, 52+1.5dB in 5.2GHz.
Fig.5 shows the relative electric field strength between
ceramic pipe and free space. 5.2Ghz band have a good
performance in ceramic pipe.

Signal Foad surface PC zpectrum
generstar — - PR . analyzer
! |
i e
1
Coaxial Manhole diameter
. 2.5m
cable - Upside: 60cm __——
[Em) Dorvnsice: S0cm
Py
I. I. -
lt)ll b ,! L (. b L \ |

7 16,26m

Fig.4. Wireless communication property measurement
in the ceramic pipe

Artc Field srenghid

-4

R

e

23 3 33 a a3 = =a
Fremumeucties

Fig.5. Wireless communication property Result
in Ceramic Pipe

HI.ROBOT TEST AND TRANSMISSION
LOSS MEASUREMENT

=

We did robot test and transmission loss measurement
in actual drain pipe at Yahata in Kitakyushu city in 2007.
1. Robot Test

The wireless robot could run inside the pipe with
20m length and transmitted the inside image data in

real time.
Fig.6 shows pipe inspection robot system.

©ISAROB 2009
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Fig.6. Pipe inspection robot system
2. Transmission Loss Specification

Specifications of transmission loss are explained as
the following:

*  Measured frequency: 5.25GHz,

= Transmit output: 17dBm,

= Receiver antenna: each 13dBi, total 26 dB,
= Receive cable loss: 6dB.

Fig.7
schematic system.

shows date transmitting and receiving

Antenna electricity supplier points

Transmission \
Output: 50mW /
(17dBm)
—“‘2’ K Spectrum
Analyzer

Coaxial cable loss:6 dB
(cable length:about 6m)

Fig.7. Transmit and receive theoretical schematic

3. Transmission Loss Measurement

The measurement is conducted under the following
conditions:

The pipe is ceramic pipe, and well cleaned,

The pipe length is 19m,

There are two type ceramic pipes with different
diameter as 25cm and 30cm.

Fig. 8 is the schematic diagram for transmission loss
measurement system.

Road surface
— — t/ | Spectrum
* ‘h analyzer
|
| | —

Deptte

A upside: 60 cm
\ J — Im

—_—

Distance: ahout 19 m

Plane antenma 5.25
GHz:13 dB

Pipe diameter:
25 cm oand 30

Fig.8. Transmission loss measurement system
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4. Measurement Results Table.1. Approximate Transmission Loss in Pipe line
Measured data were processed with different method, distance transmission loss (dB)
transmission loss and the approximate equation for (m) 25cm 30cm
25cm and 30cm diameter pipe are shown in Fig.9, and 1 27.8 27.2
Fig.10 shows the transmission loss between antenna 2 309 29.2
points, which is measured on the desk indoors. 5 40.1 352
As for these figures, it is found that transmission loss 10 35.5 45.2
can be explained using approximate linear equation. 20 86.2 65.2
30 116.9 85.2
L | Transmission loss in pipe can be explained by the
ree spac T i . .
free space - 1 following equations:
:mu?d | Diameter 25¢cm pipe-1 As for diameter 25cm pipe, transmission loss L.
ipe-
| y=1.533 x+26.28 _
e L L=3.07xd+2475 ()
T\ . . ..
NIEE . As for diameter 25cm pipe, transmission loss L:
= ¥ = 00008’ - 00724+ + 27305 + 22,152 \g” &
g . e L=2.00xd+2522 ()
3 Ter |
= o I . o . . .
Z | - Jo—~ From the.se equat1o¥1s, it is found tbat th.e transmission
5w A& L] loss (dB) is proportional to the pipe line length, as
2 7 ; n
& o / Y = 00005x° - 00478 + 16701x + 22924 . .
s | Hs / shown in Fig.11.
1 Diameter 30cm pipe-2
2 y=0.999x+26.23 120
A
y
" 1T 1 /
Antenna distance (x/2) m  ————————— 100 —  Diameter 25cm pipe-1 /,/
) o | L=3.07d +24.75 (dB) -7
F1g9 Transmission property 90 : d:antenna distance (m) /
E 80 // ~
Transuassion loss bebwenn autenna suppler % A //
points (10ema~4m) o = 70 // ~
T b et o el i 1.32, ] /
B a S ~
— / P
S P -
@ 50 1
{ a /7 ,/ Diameter 30cm pipe-2 | |
N pu ? o, /A 1=2.00d +2522(dB) ||
-+ : A d:antenna distance -
o 5 30 //
g F | ] |
: : o L T I I O
§ o E ! 123456789101112131415161718192021222324252627282930
g = 00008 -~ 0063 + 19520+ 77069 T1 4 s | .
& - D Antenna distance (m)
& B
" Fig.11. Transmission loss property between antenna
electricity supplier points (Antenna distance more than
1m)
wl
o wnwwmmaw e || LOHEETIADIEENBERREI 2N ER (3) Transmission loss property is obtained: if the
" Mttt (¢ 101 . L.
Aetenna itance (110 em antenna distance more than 1.5km, transmission
Fig.10. Transmission loss between antenna points loss would increase 3.07dB/m for 25cm diameter

pipe, and 2.0dB/m for 30cm diameter pipe.
IV. WIRELESS PIPE INSPECTION SYSTEM

5. Result Discussion

(1) Considering the ground transmission property,
measured result in close range, and error, we can
use approximate equation in Fig.9 to predict

transmission loss in pipe.
(2) The measured data is arranged to Table.1. besides, wireless communication system would be

The aforesaid robot inspection system is a testing one,
considering real environment, a new robot is applied,

introduced into the robot, for data transmission and
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robot control. mesh cable and parallel two-wire cable.

1. Wireless Robot System Diagram m

Fig.12 shows the small size wireless robot system.

Fowrex Switch l “—‘

Eoad surface

/’/, Robot Manhole

-
B
=1

tH PR USE pavalkl baseplate
SUPELY VIALPU ' g H
; USB parallel convert \
1]
= \
- | ’—I Flane Amplitude l‘,\ R
- soor | T 0 Anterns Circuit \_ ,‘ il
_— \‘s P Motor Diver @
L {y Lign . . .
sv B Fig.14. Wireless system type-1(two-way transmission
M Camera t e)
GND MY
z ©
T LED 73# Road surface Terrninal
TIT / .
equipment
. . . amEmN
Fig.12. Small size wireless robot system o
L}
-
2. Inspection Robot Manhole Lex 5
(Leakage Coaxial Cable) —r:
The inspection robot applied is Mogurinko by =
| :
Ishikawa Tekkousyo, as shown below. =
H
-
Display Window Ciover knab \ @ \. \ .
-
lIlllllllllllllllll JIII'

Fig.15. Wireless communication system type-2

V. CONCLUSION

We studied the wireless communication system in the

pipe, and developed new robot system which would be

Fower switch  Side bumper

used in pipe inspection robot system. We tested

Fig.13. Inspection robot (Mogurinko) transmission loss in ceramic pipe, and got the

. . . . transmission property.
Specifications of the inspection robot: prop : Y . . )
Because of different pipe materials and service

* Moving speed: 13.7m/min, condition, maximum transmission length would be
= Driveling mode: double motor,

= Electric Power: rechargeable batteries 7.2V.
*  Wireless frequency: apply to 2.4/5 GHz and REFERENCES

Data transmission by 100 base-T Ethernet. [1] Kosuke Wada (2007), Wireless Radio
3. Wireless Communication System Communication System for Pipe Inspection Robot
and Bridge Diagnosis Data. Waseda University,
Master’s thesis,
in long distance pipe or manhole. [2] Harutoshi Ogai, Kosuke Wada, Katsumi Hirai, et al
In order to ensure the information transmission (2007), Wireless Radio Communication System for
a Pipe Inspection Robot, International Conference
on Control, Automation, and System, October 17-
20, Korea.

determined for wireless communication system.

There are two type wireless communication system

which passes manhole, the two-way amplifier between
antennas is introduced (type-1 shown in Fig.14). As for
the type-2 wireless communication system (shown in
Fig.15), it could realize 200-300m information
transmission, besides, it is possible to be applied to
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Production Adjusting Method based on Predicted Distribution of
Production and Inventory using Dynamic Bayesian Network
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Abstract: In general, the production quantities and the delivered goods are changed randomly, and then the total stock is
also changed randomly. This paper deals with the production and inventory control of an automobile production part
line using the Dynamic Bayesian Network. Bayesian Network indicates the quantitative relations between the
individual variables by the conditional probability. The probabilistic distribution of the total stock is calculated through
the propagation of the probability on the network. Moreover, an adjusting rule of the production quantities to maintain
the probability of the lower bound value and the upper bound value of the total stock to certain values is shown.

Keywords: Dynamic Bayesian Network, Production Adjusting Method, Predicted Distribution, Delivery data

L. INTRODUCTION

the
guarantee of quantities is a prerequisite for improving

In the manufacturing business, delivery
the credit of corporation and securing profit. However,
the delivery quantity, the production quantity, and the
inventory is changed according to various unexpected
reasons. Then the prediction of production inventory
which can cope with such irregular fluctuations is
required. This paper deals with an adjusting production
method using the Dynamic Bayesian Network (DBN)
for all factors which influence the production quantity,
the delivery quantity, and the inventory quantity for an
automobile part production process. This study also
provides an adjusting production schedule algorithm
that adjusts sequentially the production schedule for
appropriate guarantee of the deadline. Furthermore, an
adjusting rule of the production quantities to maintain
the delivery guarantee is provided.

II. CONSTRUCTION OF DBN MODEL FOR
PRODUCTION AND INVENTORY
CONTROL IN AN AUTOMOBILE PARTS
PRODUCTION PROCESS

The production quantities and the delivered goods
are changed randomly in real problem, and then the
total stock is also changed irregularly under these
conditions.

Dynamic Bayesian Network is applied to the
production and inventory control of the automobile part
that calculate the probabilistic distribution of the total
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stock through the propagation of the probability on the
network. The target production system is as that:
- Item of the production: :
Automobile engine valve lifter
- Max of production quantity: 1,000,000ea/month
- Actual data period: JAN.2003 ~ DEC.2005

Production quantity for each month is decided by
the inventory of previous month and the delivery
quantity of the month. However, the production quantity
must take into consideration the conditions at the
production site. The reason is that the production
quantity can be changed according to the trouble of
equipments and the outbreak cancels, etc. And, the
delivered goods is also assumed that it can be changed
randomly according to the order-change, the control of
inventory quantities, and the manufacturing trouble, etc.

The production process is as follows.
- Production quantities : 4,
- Delivery quantities : D,
- Total stock : S,
- Its forecast and an adjustment period of the production
schedule hold between m months
(=1,2,...,1 [: forecast adjustment months).
- Factors for the production quantities

RAa, (0=A,B,....Z a: factors)
RAap, (P=A.B,....Z [ factors)
RAopy, (y=A,B,...,Z y: factors)
RAapYE, (&=4.B,...,Z (: factors)
RAaﬂyCit (i=1,2,...,m  m:The number of factors)

- Probabilistic change factor of the delivery quantities

RDx, (k=A4,B,...,.Z k: factors)
RDx, (4=4,B,....Z J: factors)
RDxAu, (u=A,B,...,Z u: factors)
RDxcApv, (v=A4,B,...,Z v: Factors)
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RDK)L,uvj .- (=1,2,...n  n:The number of factors)
- Production quantity of every month : 4,<4,,.,

Thus, the total stock of the product S; of 7th month

can be expressed as eq. (1)

S;=8u +4,-D, (D

G @

EEIEDED

The stochastic model of the production and the
inventory
dependence

control  considering the
deliveries, and

inventories changed randomly is illustrated in Fig.1.

practical
of the productions,

In addition, each factor which corresponds to each node
is shown in Table 1.

Fig. 1. Stochastic model of production and inventory by Dynamic Bayesian Network

Tablel. The stochastic variable of delivered goods and production

S; Inventory quantities RACAF, | An external diameter processing
D, Delivered goods RACB, Inferior of B2
RDA, The cause of external RACBA, | Lathe processing
RDAA, | A poor outbreak process RACBB, | Dimensional check
RDAB, | A poor delivery inspection RACBC, | An external diameter processing
RDB, The cause of in-company RACBD, | The inside diameter processing
RDBA; | Strike of customer RACC, Inferior of DPL
RDBB, | Order-change of A/S products RACCA, | DPL-lathe processing
RDBC, | Change of production schedule RACCB' | Crowning
A; production quantities RACCC, | Hole-processing
RAA, The cause of external RACCD, | An external diameter processing
RAAA, | Order-change RACCE, | Hole polishing
RAB, The cause of in-company RACCF, | An external diameter processing
RABA, | Control of Inventory quantity (+) RACD; Inferior of assembling
RABB, | Control of Inventory quantity (-) RACDA, | HOLE -CHECK
RAC, Inferior a manufacturing process RACDB, | CLIP Insertion
RACA, | Inferior of B1 RACDC' | DPL-assembling
RACAA, | Body-lathe processing RACDD, | Stratification
RACAB,; | Hole-processing RACDE, | Stratification
RACAC, | An external diameter processing RACDEF, | Assembling
RACAD, | Crowning RACDG, | OIL-pouring
RACAE, | Swaging RACE, Product inspection
©ISAROB 2009 64
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I1I. MAINTENANCE OF APPROPRIATE
INVENTORY THROUGH PRODUCTION
ADJUSTING ALGORITHM

1. Prior Probabilistic Distribution

Actual data on the production and delivery for 36
months are shown in Fig.2. Also, Fig.3 represents all
factors related to the production and delivery.

mschedule of
production quantities

mrroduction cuantitiss schedule of

delivered goods

muelivered goods

1,000,000

800,000

‘ Beoen Vﬁ\é\ o

600,000
400,000

200,000

&
FESITLS SIS IS SIS

Fig.2. Schedule and actual data of production,
delivered good and inventory quantities

100000

——Internal trouble(A)

T
V[S/ ——Internal trouble(B)

T

50000

]

-50000 y Ui

100000

Change o f outbreak
150000

~200000

Order-Change

250000

-300000 —— Control of Inventory quantity

350000

Fig. 3. Main cause of change

Delivery quantity is changed according to various
factors such as the order-change and the manufacturing
trouble postponement of delivery. Here, the prior
probability on the change of delivery quantity is
calculated based on the actual data from January 2003
to December 2005 (36 months). The prior probability is
calculated using the quantity and frequency of each
factor, and is set as shown in Fig4.

The prior probability of the internal trouble is shown
in Fig.7, and the prior probability of the order change
can be founded shown in Fig.8. In addition, the actual
production quantity for each month has to take account
of the change which results from various factors
including the order change, the inventory control and
the defect in the process. These prior probabilities are
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calculated based on the past data as shown in Fig.9,
Fig.10, and Fig.11.

o.=s
o.z1 oo
o.as
l =
o0z
o0.00 o.00

S S 3 3 =3
555 5 5 5
e

vus o o.os

- ‘= - .
Qp@ ﬁ@ s = @e@ R R
Fig.6. Prior probablhty of inventory quantltles
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Fig.7. Prior probability of internal trouble
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Fig.9. Prior probablhty of order change
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Therefore, the probability distribution for the
amount of the product 4; in stock of the ith month can

be calculated as that:

; C B E C U G
PSH=222 2 2 X X X z
S, 4, D, RAa, RDk, RAaff RDxA, RAafy, RAapyS, 2)

-1 “%
P(S!,S! |, 4" ,D! ,RAa,,RDK,,RAcf,,
RDxA,,RAofy;,RAcpYS,)
P(S{,8,1,4{,D;,RAa,,RDK,,RAap,,RDKA,,
RAapy;,,RAaByS ;)
= P(S{|S{_1.4{.D)P(S,_)P(4))P(D})
x P(A] | RAa,,RAap,,RAapy . RAaBy; )
x P(D!|RD«,,RDKA,)
xP(RAa, | RAaf,,RAafy,,RAafys ,)P(RAa,)
x P(RD x, | RDKkA;)P(RDK,)
XP(RAaﬂt |RAaﬂ7/,,RAa,B}/§,)
x P(RAaf,)P(RDKA,)
xP(RAafy | RAaByS )P(RAafy  )P(RAapfys ;)
C B E C U G

PSH=X¥XY ¥ ¥ ¥ ¥ ¥ )
S, A D;RAa, RD Kk, RAaff RD kA, RAafy , RAafys ,

A
P(SE, Sl ,4],D} \RAa,,RDKk,,RAaf,,
RD«d;,RA afy ;. RA afyC ;)

C B E C U G

=2X2X X X X X z z

S, A/ D/ RA o, RD k, RAaff RD kA, RA afy , RA afy¢ ,
P(S{1S{1,4{.D,)

x P(A{ |RAa,,RAaB,,RAaPy ,, RA afys ;)

x P(D!|RDx,,RD xA,)

xP(RAa; |RAef,,RAafy ;,RAaPBys ;)
xP(RAaf,|RAafy ,,RA afys ;)

x P(RAaPy ; |RAapys ()P(RD k| RDxA,)

x P(S[_\)P(A{)P(D{) P(RA a,)P(RA af,)

x P(RA affy )P(RA afy¢ ;) P(RD x;)P(RD kA,)

3)

4

Eq.(2) is simplified as eq.(3) by the D-separation
which is the feature of Dynamic Bayesian Network.
Therefore, the probability distributions of the inventory
quantity are calculable from eq.(4).

2. Adjusting Algorithm of Production Schedule

The total stock is decided by an amount of stock of
the previous month, delivered goods, and production
quantities on the month. But, it is necessary to consider
a large amount of the shipment after the month, and to
keep more than a certain amount. Then, an adjusting
rule of the production schedule to maintain the
probability of the lower limit and upper limit value of
the total stock to a certain value is necessary.

As an example, the production schedule is improved
as that the probabilities of more than the lower limit and
upper bound of the total stock don't exceed 5%. Here
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the lower limit and the upper bound of the amount for
the total stock A, 100,000 and 1,000,000,
respectively.

The algorithm of the improvement rule is shown in
Fig.12. The production schedule can be updated
automatically by the algoript\hm.

are

T
e
e —
S&

END

Fig.12. Adjusting rule of flow chart

3. Predictive Distribution of Inventory

The probability distribution of the total stock of one
year(2006) based on the initial production schedule of
Table 2 is shown in Fig.13.

Table 2. Schedule of production (2006year)

Month-Year Jan-06 Feb-06 Mar-06 Apr-06
Schedule of
i 800,000 500,000 500,000 600,000
Delivered goods
Schedule of
. 550,000 500,000 500,000 500,000
Production
Month-Year May-06 Jun-06 Jul-06 Aug-06
Schedule of
i 750,000 700,000 100,000 550,000
Delivered goods
Schedule of
. 450,000 500,000 300,000 450,000
Production
Month-Year Sep-06 Oct-06 Nov-06 Dec-06
Schedule of
. 600,000 750,000 700,000 700,000
Delivered goods
Schedule of
) 750,000 700,000 400,000 450,000
Production
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The production schedule updated by the adjusting
algorithm based on the prior probabilities is shown in
Fig.14. The new probabilistic distribution of the total
stock by this corrected production schedule is as shown
in Fig.15.

0os {
0025
ooz
|
oo1s 1/
!

0.01

0.005

PP «P AR -;P’ 2
Fig.13. Probability distribution of production schedule

800,000

—— Before adjustment
700,000

o NA_ /N N/

500,000 -

After sdjustmant

400,000

——— Actual production
quantities|2006-year)

o \/
V

100,000

1 2 3 4 5 6 7 8 9 1011 12

Fig.14. Adjustment of production schedule

-?'c‘d’os.,. d‘P

Fig.15. Adjustment of probability distribution of
production schedule

As the results, it is understood that the probability
for the stock to be 100,000 or less has become small
more than 5% as shown in Fig.16. And also the

©ISAROB 2009

probability for the stock to be 1,000,000 or more has
become small more than 5% as shown in Fig.16.

1-month 10-month
3504% . 2.42% 8$01% - 0.002%

0.03 {/
0.025
0.02
0.015
0.01
0.005

@“@ﬁ,@ s @1%@ QQ@P &

piit

Fig.16. Adjustment of the lower limit

The inventory quantity before adjustment and after
adjustment are compared with no adjustment as shown
in Fig.17. As the results, the actual inventory dose not exceed
target inventory (200,000 ~ 300,000 products). Therefore, the
delivery guarantee goods and the maintenance of appropriate
inventory can be achieved by considering the probabilistic
changes in the delivery quantity and production quantity using
the adjusting production algorithm.

u Inventory quantities  hefore adjustment
® Inventory quantities  after adjustment
= Inventory quantities  2006year

800,000
700,000
600,000
500,000
400,000
300,000
200,000
100,000

s S
>°° « ,dis* SR °°a°°»§0"’e9

Fig.17 Inventory quantities of adjusted production and

Actual production
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VI. CONCLUSION

This paper dealt with the production and inventory
control of the automobile part process using the
Dynamic Bayesian Network. We consider the real
situation in which the production quantities and
delivered goods are changed randomly, then the total
stock is also changed randomly.

Firstly, the probabilistic distribution of the total stock
was calculated through the propagation of the
probability on the network. Furthermore, the adjusting
rule of the production quantities to maintain the
probability of the lower limit and upper bound value of
the total stock to a certain value was deduced.

As the result, the production schedule could be
updated so as not to exceed the probability of the lower
bound value and upper bound value of the amount of
stock specified. By this method, the reduction in costs
from the excessive production and the expense of the

inventory management expense can be expected.
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Abstract: Based on contract net model and acquaintance model for softman cooperation,

a new model which based on

the acquaintance coalition and softman’s service centre is proposed. According to the acquaintance decision-making
function and service center decision-making function, an effective collaboration softman can be quickly accessed. At
the same time , using the two update strategies of acquaintance and service centre, the softman’s mind parameters can
reflect changes in the environment. The new model make it more efficiency in searching cooperator and more reliable

in cooperation process.

Key words: Softman; contract net protocol; acquaintance model; task cooperation

I. INTRODUCTION

Softman is a sort of Software Artificial Life with
human-intimated intelligence and ability to live on
computer network. That is to say, it is a kind of "virtual
robots"[1][2][3]. A single softman's ability is limited, so
he often faces tasks that he can not finish only by
himself. In this situation, a number of softmen’s
cooperation will be needed[3].

At present, the research on distribution model of
softman system cooperation method is mainly divided
into two types: contract net cooperation method and
acquaintance cooperation method:

(1) Contract net cooperation method

Document[4] proposes a contract net protocol: when
a softman needs to determine a cooperator, firstly he
will broadcast the task tender to all of the softmen in the
system. On receipt of the task tender, the softmen will
make assessment according to their own resources and
abilities, and decide whether they tender or not. if they
decide to tender, they need to send their bids to the
sender and the sender will evaluate all of the bids he
collected and determine the most suitable cooperator. As
the contract net protocol needs broadcasting tenders to
all of the softmen in the system, communication
abilities and resources of the system are put high
demands.

Centralized coordination support is a common way
to reduce the system’s communication costs .This way
is to set up a special center coordinating softman to take
charge of saving and coordinating all the other
softmen’s information[5]. In application of this method
are Lashkari cooperation framework[6],and Genesereth

"This work is supported by NNSF of China(No.60375038)
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and Ketchpel[7] alliance systems. The former uses the
bulletin board softman, while the latter uses the Comm-
unication service softman, to function as the center
coordinating softman. Centralized coordination support
lowers the cost of communication, but still requires a
large amount of communication expenses to ask center
coordinating softman for search of cooperating
softmen][8].

(2) Acquaintance model cooperating method

Roda and Jennings ,etc, put forward an acquaintance
model[9][10][11] to get access to the basic information
of cooperating softmen. In this architecture, they design
a “model of self” to indicate the information of softman
himself and a “model of acquaintance” to indicate the
information of other softmen in terms of resources and
capacities .If he needs to determine a cooperating
softman, he will first of all assess the abilities of his
acquaintances, and then choose the most suitable
cooperator. This approach reduces the cost of system’s
communication. Through the acquaintance model, other
softmen’s information can be accessed, but the
acquaintance’s information is fixed and can not timely
reflect the current state of each softman in the system.
Besides, the acquaintance’ ability will directly have an
impact on the softman.

Through the above analysis, we can conclude that
the contract net model is a kind of approximately global
optimum allocation method, while the acquaintance
model is a local optimum allocation approach. This
paper, for the limitation of the above two models,
proposes a softman cooperating model which is based
on acquaintance collection and service-center. This

model solves the problems of cooperator-searching



efficiency, as well as the reliability of cooperators. This
model is improved in the following aspects:

(1) An acquaintance collection is added to the
softman system. Through the acquaintance decision
making function, the cooperator is determined. As in the
softman system, the cost of communication is much
larger than the cost of calculating. Through the
introduction of acquaintance collection, the cost of
system’ communication is reduced, and then the price of
looking for cooperators is also lowered.

(2) An service center softman is added to the
softman system, who is to maintain the snapshots of
softmen with collaborating abilities in the system. When
softman can not find a suitable cooperator in the
acquaintance collection , he can look for his cooperator
in the service center according to talent service center
decision-making function. The introduction of service
center increases the solution space for softman to look
for his cooperator, and avoids the problem that, in the
process of cooperation, softman can only search for
local solutions in the acquaintance collection.

(3) It defines a acquaintance collection updating
strategy, which makes the acquaintance collection of
softman system reflect the current state of the system,
strengthens the adaptive capability of softman system,
and increases the reliability that the cooperator can be
found.

I1. COOPERATION MODEL STRUCTURE

According to the characteristics of contract net
model and acquaintance model, this article builds a
hybrid model
collection and talent service center. The model structure

structure, based on acquaintance

diagram is as follows:

Fig.1. Cooperation model based on the
acquaintance collection and service center

©ISAROB 2009
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According to the different roles in the system,
softmen can be divided into two types:

(1) service center softman: Service Center softman
is a special kind of softman. It is the intermediary of
softman system, responsible for keeping the softman
name list who is willing to cooperate. The softman with
cooperative wish voluntarily registers at the service
center, and the service center records the softman’s
mailing address, ability description keywords. At the
same time, the service center is also responsible for
maintaining the evaluation information made by the
system to this softman.

Service center softman, indicated with SMS, can be
formulated as:

SMS = {< SM,,SMB,,SC, >k =1,2,...m}

Of which, m says the number of softmen in the
service center, SMy says the mailing address of the
No.K softman. SMBy says the ability vector of the
No.K softman. SCy says the evaluation level of the
No.K softman.

2) the
softman , the core of the system, is responsible for the

Implementary softman: implementary
realization of specific issues. He receives tasks from the
user or other softmen, and then makes different
decisions according to different tasks:

a) If smB, >TB, , the implementary softman will treat
the task seperately.

b) If SMB, <TB,, that is ,for the tasks that the softman
can not finish alone, he will firstly sub-divide the tasks
into a series of tasks, and then search for cooperators to
do it together. Meanwhile, he will also be in charge of

unified planning and coordination of the cooperators.

I11. THE SOFTMAN’S COOPERATING

PROCESS

By means of acquaintance collection and service
center softman, this article improves the classic contract
M2 When the softman
invites bids, in accordance with the acquaintance

net cooperating process

collection decision-making function and the talent
service center decision-making function, the bidders
could either come from acquaintance collection or
service center .Meanwhile, by means of its updating
strategy, the softman acquaintance collection could
timely reflect the changes of environment.

1. Acquaintance collection decision-making function
After receiving the task Ti, softman SMy needs to

select a suitable acquaintance to cooperate through an



acquaintance evaluation. The acquaintance could be
the the
acquaintance’s implementary capability SMBj; the

screened with two indicators: first is
second is the acquaintance’s credibility Trust (SMKk,
SM;j).The
introduced:
FS(SMKk,Ti)={SMj|SMBj>=TBi,
Trust(SMk,SMj)>=TH(SMk,SM;j),j=0,1,2... .M} (1)

Of which, M says the number of acquaintances.

following decision-making function is

2. Acquaintance collection’s
function: Remove and fill
(1) filling operation ( fill) :
In an acquaintance collection,when the number of

decision-making

acquaintances is smaller than the size of sliding window,
the softman will operate to  fill .The filling operation is

shown as follows:
while(sizeof(Friend(SM))<sizoef(FW(SW;))

SM=fetchCooperator(SMS)
add(SMK,SMJ)

(2) Removing operation(remove):

When the number of acquaintances is larger than the
size of sliding window, or when the credibility of
acquaintances is smaller than the number &, a removing
operation is needed now. The pseudo-code of removing

operation is indicated as follows:
if(sizeof(Friend(SMy))<sizoef(FW(SM;))

sortFriendByTrust(Friend(SMg))
SM=fetchLastFriend(SMg)
remove(SM)

telse

if(Trust(SMx, SM)<&

remove(SM)
H

3. Service center decision-making function
When softman SMk chooses his cooperator in the
service center to fulfill task Ti, he will screen the
cooperators mainly by two indicators: the first is the
;the
second is the acquaintance’s credibility Trust (SMKk,
SM;).The
introduced:
S(SMk, Ti)={SM;j|SMB;j X SMEj>=TBi,
SMEj>=THE,j=0,1,....M} 2)
Of which, M says the number of registered softmen

acquaintance’s implementary capability SMBj

following decision-making function is

in the service center.
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71

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

4. Bid-winning decision-making function
The
function adopts different strategies for problems of

traditional  bid-winning  decision-making
different areas. More representative are the weighted

average method, the maximum / minimum, the
maximum density (dichotomy), etc.

This paper, combined with the above-mentioned
softman trust parameters, introduces the following task
decision-making function :

V(SMKk,Ti)’= V(SMKk, Ti) X Trust(SMk) 3)

Of which, V (SMk, Ti) says the returned bid value
by bidders. Trust equals to discount rate given by
bidders. The higher the trust is, the less discount of bid

value the bidders offer.

IV. EXPERIMENTAL DESIGN AND THE
RESULTS

This article will use the experimental design and
data analysis to clarify that ,in the softman system, the
introduction of acquaintance collection and talent
service center will have influence on the softman

The the
JADE Development
Framework). We

collaboration. made on

[14]

experiment is

platform (Java  Agent
have materialized two different
softman cooperating processes on this platform.

In order to simplize the model analysis, the
softman's ability is indicated with two-dimensional
vector as: SMB (HZ, QS), of which, HZ says the
speed.QS

available mission queue in the softman.

softman’s calculating says the size of

In the experiment, there are 6 mission executives,
one mission manager. The mission executives are of the
selfish type. Their probability of mission success are
1.0,0.8,0.6,0.4,0.2,0. Experimental data are shown in

Figure 2 and Figure 3:

Wad

yd
-

S

Fig 2. Cooperating mission —time diagram
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Fig 3. Cooperating mission-cost diagram

In Figure 2, due to the softman’s selfishness, the
number of negotiation failure ,which is based on the
contract net cooperation model, increases evidently. It
leads to an increase of mission implementing time. The
improved cooperation model, through the updated
strategies of acquaintance collection credibility and
talent service center, makes the selected cooperators
have high success rate of implementation. Especially
when the number of mission increases and acquaintance
collection stablizes, the mission implementing time will
reduce significantly. In Figure 3, with the mission
number increasing, the improved cooperating method
less than the traditional contract net

costs far

cooperating method.
V. CONCLUSION

A softman cooperating method is proposed in this
paper, which is based on an acquaintance collection and
service center, and solves the problems of cooperator-
searching efficiency and the credibility of cooperators in
The
acquaintances collection and service center, according

the process of cooperation. softman uses
to acquaintance decision-making function, to quickly
have access to the softman who can supply effective
At the

acquaintance updating strategies, softman system could

cooperation. same time, by means of
timely reflect the changes of system environment. The
result shows that the softman cooperating method, could
significantly improve the cooperating efficiency of

softman .
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Abstract

The study of food webs has long been a central
topic of ecological research, but structural effects of a
trophic level on their stability are still not clear. The
work described here addresses the influence of a re-
striction arising from the trophic level on the network
topology of food webs, which affects their global be-
haviors. We propose a network model of food webs
in which the degree of the effects of the trophic level
on speciation can be adjusted continuously by a sin-
gle parameter. The restriction limits the number of
species on each level and the establishment of prey-
predator relationships between distant levels. Experi-
mental results show that the restriction contributes to
the stability of the ecosystem. It is because the strong
restriction kept less robust species at the lower levels
abundant by making the distribution of the number of
species at each level flat, while the distribution became
a inverse-pyramidal structure without restriction. On
the other hand, we found that the several features of
the network such as the power-law distribution of co-
extinction sizes and the number of predators do not de-
pend on the degree of restriction. We also show several
comparisons of the experimental data with empirical
data of fossil records.

Keywords: Food web, trophic level, mass extinc-
tion, restriction, power-law, fossil record, artificial life.

1 Introduction

In ecology, the various types of models on food
webs have been proposed by ecologists, mathemati-
cians and physicists for understanding the mechanism
of ecological dynamics. The models on food webs fall
roughly into two categories. The first group of the
models has a fixed structure of food webs and the sec-
ond group of the models has a dynamic growth struc-
ture. Amaral and Meyer’s model [1] is known as one
of the latter ones. They constructed a network model
for large scale extinction and evolution of species, in
which there exists a strong restriction arising from the
trophic level that limits the number of the species on
each level and the establishment of prey-predator re-
lationships between distant levels. The results showed
a power-law distribution of coextinction sizes, in good
agreement with available data from the fossil records
[1, 3, 4, 8]. Recently, this model was reconsidered by
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Pekalski et al. [8]. They investigated the dependence
of the system behavior on the maximum number of
the species at each level and on the maximum number
of preys per predator, then showed that the food web
may collapse if either or both are too small. However,
it is still unclear how the restriction arising from the
trophic level can affect the global behaviors of ecolog-
ical networks.

We clarify how the restriction based on the trophic
level can affect the evolution and extinction of food
webs. We propose a network model of food webs in
which the degree of the effects of trophic level on evo-
lution can be adjusted continuously by a single param-
eter . Amaral and Meyer’s model is thus equivalent
to our model with a specific setting of this parameter.

Experimental results have shown that the restric-
tion contributes to the stability of the ecosystem, but
the several features of the network such as the a power-
law distribution of coextinction sizes and the number
of predators do not depend on the degree of the restric-
tion. We also show several comparisons of the experi-
mental data with the empirical data of fossil records.

2 Model

Fig. 1 shows an example of food webs in our model.
There is one special node termed the sun which is the
permanent energy source. The other nodes represent
the species. The directed link represents the energy
flow from one species or the sun to another species.

The trophic level of the species is defined as the
minimum distance from the sun whose trophic level is
defined as 0. The species at the level 1 corresponds to
the autotrophic species, and the other ones correspond
to heterotrophic species. It is because the former can-
not exist without incoming links from the sun and the
latter cannot exist without incoming links from the
other species. The dynamics of the web is driven by
the speciation and extinction of species. The model
starts with Ny species at the level 1 and evolves ac-
cording to the following rules:

(i) Speciation. — Every existing species tries to
speciate with a probability p. For each speciating
species at the trophic level | (1 < I < L), it per-
forms the following speciation event with a probability
0 as shown in Fig. 1 (restricted speciation). In this
case, it creates a new node at the level [-1, [ or [+1



—_—— e —

1~K links

Figure 1: Schematic representation of the model for
K=3, L=3 and N=A4.

which receives the links from randomly selected num-
ber (1 < k < K) of nodes at the level -2, I-1, or [
respectively. This event occurs only when the level of
the new node is from 1 up to L and the number of
nodes at the same level [ is smaller than N.

Otherwise, with a probability 1-6, it creates a new
node which receives the links from a randomly selected
number (1 < k < K) ones from all species as shown
in Fig. 1 (unrestricted speciation). This event occurs
only when the number of nodes in the system is smaller
than L - N.

(#4) Extinction. — Only autotrophic species can
trigger the avalanche (chains of extinction) as is the
case with Amaral and Meyer’ s model. When a species
goes extinct, all the links from it to other species are
removed. The extinction occurs on all species which
have lost all incoming links recursively.

3 Experiments

We use the canonical set of parameters used in [1],
namely, the maximum trophic level L=6, the extinc-
tion probability p=0.01, the probability of speciation
©#=0.02, and the maximum number of preys K=3.
These values came from the data of statistical investi-
gation [5]. Although Amaral and Meyer used N=1000
in the simulations, we use N=100 because the total
size of the experimentally observed food webs does not
have such large number of species according to [8].

We shall investigate how is the system influenced
by the parameter 6 for the restriction of the choice of
level and feeds. The results obtained will be compared
to the empirical data coming from investigations of the
fossil records [6].

3.1 Basic Dynamics

At the beginning, we discuss the basic dynamics of
the system which was commonly observed across the

©ISAROB 2009

74

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

0 2000
Time

The ex‘ponem‘ isT=1.68865 -

o
L S+ m
S
e i
P

ot
ﬁe’l +
N
+ 3 4
e+
T Y

+

P

j‘Hm’ ++
- w
0 05 1 15 2 25 3 35 4 45
Logarithm of Avalanche Size

+
i

Logarithm of Frequency
S = N W ks NN

Figure 2: Time sequence of the number of species,
speciation and extinctions events for = 0.6 (top). The
number of speciation or extinction is the total number
of speciation or extinction events during consecutive
non-overlapping intervals of 512 time steps. Avalanche
size for 6=0.6 (bottom). Both axes are in logarithmic
scale (to base 10) on the vertical and horizontal axis.

whole range of 8. Amaral and Meyer’s model, which is
basically equivalent to our model in the case of =1.01,
leads to a power-law (i.e., scale-free) distribution of ex-
tinction avalanche sizes which form p(z) oc 277 and a
strong correlation between the number of speciation
and extinction events [1]. Irrespective of the parame-
ter 6, we observed identical results except for the ex-
ponent value of power-law 7. As a typical example,
we focus on the results in the case of #=0.6. Fig. 2
(top) shows the transitions of the number of entire
species, speciation and extinction. From the figure,
we see the number of entire species fluctuated around
the maximum value 600 and its drastic decreases often
happened. We also observed the extinction of entire
species as seen at the 11,000 step in the figure. It is
because we used the lower value of the parameter N
in the experiments compared to the original one as ex-
plained above, and also used the intermediate value of
the parameter 6 as described later. We also see that
the number of speciation and extinction have a strong
correlation. This trends are in good agreement with
empirical data [1]. Fig. 2 (bottom) shows the dis-
tribution of the frequency of the extinction size in a
single run. The extinction size means the number of
extinct species at each step. We see that the shape of
the distribution is approximately a straight line, which

1To be exact, there is a small difference between our model
and Amaral and Mayer’s in the sense that we adopted the prob-
abilistic occurrence of extinction which was used in [2], and the
random choice of the number of preys in a speciation event. But
the global behaviors of the system was basically the same.
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0 0.00 0.20 0.40 0.60 0.80 1.00
Survival Time 626 1071 1575 3001 10930 50000
Number of Species 291 320 397 501 537 565
Variance of the Number of Species 218 236 224 163 124 69
Maximum Outdegree 8.79 1.34 x 10 1.68 x 10 1.83x10 1.38 x10 1.03 x 10
Exponent of Avalanche size 7 3.11x107" 3.50 x 107! 1.67 1.69 1.73 1.96
Exponent of Species Lifetime @ - - - 1.30 1.78 1.86
Exponent of Outdegree I} 2.65 3.37 3.32 3.72 3.33 4.41

Table 1: Effects of 6 on the system behavior. The first four values were the averages taken over 20 runs and the
rest were calculated from a randomly selected run. When 6 < 0.40, the distribution of the species lifetime did not
follow a power-law, which is expected to be due to the short survival time and the small number of species.

L N 4

- S = N W e
T 7
+
!

Logarithm of Frequency

3.2 Effects of 6 on the overall dynamics

Table 1 summarizes the results of the experiments
in the various cases of . As the parameter 6 decreased,
the survival time? and the average number of species
decreased and the variance of the number of species

| LN increased. This means that the system tended to be
s small and unstable, and easily become extinct in the

0 02 04 06 08 1 12 14 16 range of lower values of . The average maximum
Logarithm of Outdegree outdegree was largest when 6=0.6, which means there

0 2000 4000 6000 8000 10000 12000
Time

Figure 3: Outdegree distribution for #=0.6 (top). The
axes are in logarithmic scale (to base 10) on the verti-

cal and horizontal axis. Time sequence of the indegree
for §=0.6 (bottom).

means that it is a power-law (i.e., scale-free) distribu-
tion which form p(z) oc 277. The result also agreed
with the fossil records [6]. Here, we further focus on
the topology of the network. Fig. 3 (top) show the
distribution of the number of outdegree (predators)
for each species. It is approximately a straight line
which form p(t) oc t=5. Tt is interesting that the dis-
tribution of the number of outdegree follows such a
power-law, because it means that the system is com-
posed of a scale-free network [2]. Fig. 3 (bottom)
shows the transition of the distribution of indegrees
(preys) for each species. The order of the number of
links was unchanged, and the species with one inde-
gree held the maximum number. This indicates that
most of the species had a single prey.
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were preys predated by larger number of species in the
case of intermediate restriction.

Here, we explain the relationship between the sta-
bility of the entire system and the restriction of the
trophic level from the standpoint of the network struc-
ture and the robustness of species. Fig. 4 (top) illus-
trates the rate of species at each level averaged over
20 runs. In the cases of lower 6, it became the system
an inverse-pyramidal structure, which means that the
species at higher trophic levels were more populated
than the lower ones. On the other hand, in the higher
cases of @, it became a flat structure in the sense that
there were almost the same rate of species at every
level. The species at the higher level tends to be more
robust against the avalanche of extinction as a gen-
eral trend, because the potential routes from the sun
to the target species can become more diverse. Thus,
we could see the frequency of species became higher
as the level increased in the case of smaller restriction
from the Fig. 4 (top). On the other hand, we could
also see the constant frequency of species through the
whole level in the case of larger restriction. This is
clearly due to the restriction of the maximum number
of species at each level N.

Fig. 4 (bottom) shows the average robustness of
species at each level. The robustness of species is de-
fined as the number of different species at the level 1
which exist in all the routes from the sun to the target
species. Basically, there was a trend that the robust-
ness increased with the increasing the level in all the
cases of restriction. We observed clearly this trend
when the parameter 6 was highest. The condition of
the system was basically static in that the number of

2The elapsed time before all the species went extinct.
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Figure 4: The rate of species at levels (top) and the
rate of species robustness at levels (bottom). The av-
erages was taken over 20 runs.

species saturated at any level, because the restriction
made less robust species at the lower levels abundant.
On the other hand, the robustness had a peak at an
intermediate level (3 or 4) in the cases of lower value
of the parameter #. This is because the whole system
grows and collapses many times with dynamic change
in its system size. In the growth stage, there is a trend
that the robustness of the higher level becomes slightly
smaller due to a time lag between the appearance of
the species at the higher level and the increase in its
robustness.

After all, we can say that the restriction of the
trophic level contributes to the stability of the whole
system because it makes less robust species at the
lower levels abundant by making the distribution of
the number of species at each level flat.

Also, Table 1 shows the exponent of the distribution
of avalanche size and species lifetime were proportional
to the parameter #. The fossil records of marine ani-
mals appears to have a power-law distribution of the
extinction size with an exponent 7=2.0 + 0.2 [9]. We
found that the distribution of the extinction sizes in
the case of §=1.0 was in the best agreement with the
fossil records among these results. The distribution of
the genus lifetime appears to follow a power-law with
an exponent a=1.7 £+ 0.3 [9]. Its distribution was in
the best agreement with the fossil records when 6=0.8.
On the other hand, there were no clear trends in the
effect of 6 on the exponent of outdegree.

In addition, we observed that the fraction of highly
connected species (omnivores) significantly increased
just before the extinction of the whole species when
6 < 0.4 (not shown). It was reported in [8] that the
similar phenomenon can occur when N is very small.
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4 Conclusion

We have discussed the influence of the restriction
arising from the trophic level on the global behavior
of food webs, which were neglected in previous stud-
ies. From the experimental results, we found that the
network structure and the stability of the ecosystem
strongly depended on the degree of the restrictions.
With decreasing the degree of the restriction, the dis-
tribution of the species at each trophic level changed
from flat to inverse-pyramidal, and its stability be-
came more unstable. This is because the restriction
maintains the number of less robust species at lower
levels in abundance. On the other hand, we found the
features that the distribution of the extinction sizes
and the outdegrees followed a power-law regardless of
the degree of the restrictions.
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Abstract: One of our purposes is to develop virtual creatures which can acquire behaviors building structural objects in
3D physical simulation. In this paper, we show influences of behaviors on structural objects which is built by virtual
creatures. Many creatures can change their environments for their better by building structural objects, for example
nests. In the field of Artificial Life, there are many studies about virtual creatures which change their bodies and acts to
suit their environments. In contract, there are few studies about virtual creatures which build structural objects. As
natural lives, virtual creatures need physical interaction between their bodies and its environments. Therefore, our
purpose is to develop the framework of autonomous acquiring behaviors which builds structural objects in 3D physical
simulation. In order to develop it, at first, we studied on evolutionary acquisition of behaviors building structural
objects, nest for predation, by one simple behavior, throwing blocks. As a result, we show the possibility which virtual
creatures can acquire the building behaviors evolutionarily.

Keywords: Evolution, Virtual Creatures, Building structural objects, Artificial Life, 3D physical simulation

considered physical interaction between agents and
environments. That is, they are manipulated in symbolic

I. INTRODUCTION

One of our purposes is to develop virtual creatures form. Therefore, our purpose is to develop the
which can acquire behaviors bU|Id|ng structural objects framework of autonomous acquiring behaviors which
in 3D physical simulation. In this paper, we show build structural objects in 3D physical simulation. In
evolutionary acquisition of behaviors on structural order to develop it, at first, we studied on evolutionary
objects which is built by virtual creatures. acquisition of behaviors building structural objects, a

Many creatures can change their environments for nest for predation, by one simple behavior, throwing
their better by building structural objects, for example blocks. As a result, we show the possibility which
nests. Spiders and ant-lions build their nests for virtual creatures can acquire the building behaviors
predation and beavers and ants build their nests for evolutionarily.

barriers against enemies, for example. In the field of
Artificial Life, there are many studies about virtual

creatures which change their bodies and acts to suit their I. FRAMEWORK OF THE SIMULATION

environments. In 1994, Karl Sims proposed new 1. Schematic View

simulation which virtual creatures can evolutionarily In this paper, we do an experiment about
acquire its suitable body structures and behaviors in evolutionary acquisition of behaviors building a
order to suit their environments [1] [2]. In contract, structural object by using Genetic Algorithm [6].

there are few studies about virtual creatures which build In that experiment, a virtual creature, a predator,
structural objects. Funes and Pollack proposed the builds a nest for predation by throwing blocks. Then the
method which can evolutionarily acquire the nest is evaluated by a fitness function. Behaviors
construction diagrams of structural objects with Lego building a nest are decided by its gene of the virtual
Bricks such as long bridges, scaffolds and cranes [3]. creature. Therefore to evaluate the nest is equal to
However processes of building structural objects were evaluate the behaviors. By using genetic algorithm, the
not considered in the studies. Therefore, Rieffel and behaviors are improved and the virtual creature finally
Pollack proposed the method which can acquire acquires effective behaviors and an effective nest for
processes of structural objects by an agent building predation. Figure 1 shows a framework of this
those objects [4] [5]. However, these processes were not simulation.
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Fig. 1. A Framework of this simulation

2. Gene Structure

Figure 2 shows the gene structure which represents
behaviors throwing a block. The gene consists of a
number of information sets. One set consists of a
position, an angle and a speed value when a block is
thrown.

Position | Angle | Speed

One block information set

Fig. 2. Genotype of virtual creatures in this simulation

I11. THE EXPERIMENT OF PREDATION

The purpose of a virtual creature, a predator, is to
capture preys by navigation with blocks which the
virtual creature throws.

1. Schematic View

Figure 3 shows the environment of this experiment.
Figure 4 (a) shows a predator. Figure 4 (b) shows a prey.

In this environment, there are one predator and some
preys. A predator can move only 4 tiles around the
center of the environment and throw blocks forward any
8 directions with arbitrary power which is indicated by
its gene. These blocks are generated in front of the
virtual creature in turn. The preys are one of simple
reflexive agents. They can avoid obstacles with a vision
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Fig. 3. The environment of this experiment

(a) A predator

(b) A prey
Fig. 4. Virtual Creatures

sensor which can measure direction and distance to
objects. Their simple avoidance rule is as follows:

1. If they do not sense any obstacles, they go
straight.
2. While they sense an obstacle, they turn around.

They simultaneously start to move from the one side to
the contrary side. If they enter the capturing area where
is in 4 tiles around the center of the environment, it is
considered that they are captured by the predator. It is
like a nest of spiders. The fitness of the nest is as
follows:

Fitness = aC + ,BZL?J/ d, 1)
where, S specifies the number of the preys, C specifies
the number of captured preys, d; is distance between
prey j and the center and alpha and beta are constant.
The first term means rewards which is proportional to
the number of captured preys. The second term
evaluates gathering performance on preys which is not
captured.

2. Gene Structure of the Predator
Figure 4 shows that gene structure of the predator.
The gene consists of block information. Each block
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information sets includes position, a direction and a As a result, we show evolutionary acquisition of

speed when the predator throws a block. behaviors building an effective structural object.

3. Result B Smulation test smvironment v0.00 )
The parameters of the experiment are as follows: the [Fle Smuston pep

number of blocks is 50, the number of the preys S is 16.
Population of the genes is 200, generation is repeated
until 140. Elitist preserve strategy and Roulette wheel
strategy are employed.

Figure 5 shows transitions of the fitness values and
Figure 6 shows the handmade nest for us to compare
nests built by the predator. The uppermost line (dotted
line) is fitness values of the handmade nest. The line
below the uppermost line (thick line) is fitness values of
the predator. The other line (thin line) is fitness values
of random behaviors. The nests built by the predator are
not better than the handmade nest. However, we slightly
show that evolutionary acquisition of behaviors building
an effective structural object for predation. Figure 9 -
shows distribution maps of blocks. Figure 7 (a) shows a .
nest before evolution (in Oth generation). Figure 7 (b)

APy
S RPTLLIE] i
= b l—"—“.

shows a nest after evolution (in the last generation). - N | |t
These maps mean how nests are built by the predator. f L s Cindack

p _ _ y p : - "Wa Inductive
The nest before evolution has a barrier in front of the P AR R i “Passageway
capturing area. Preys moving from the right side el s
avoided the barrier and the capturing area. That is, the (@ Before Evolution (b) After Evolution

nest leads the prey to outside. In contract, the nest after
evolution has entryway to the capturing area. That is, Fig. 7. Distribution maps of Nests
the nest can capture the preys effectively.

180
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Fig. 5. Transition of fitness values
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IV. CONCLUSION

Our purpose is to propose a virtual creature which
acquires behaviors building a structural object
evolutionarily in 3D physical simulation. As the first
step, we show the simulation of a virtual creature which
evolutionarily acquires behaviors building a structural
object by simple behaviors, throwing blocks. However,
there are many problems to solve. In order to build more
complicated structural objects, a virtual creature needs
more various behaviors and methods to generate new
behaviors by combining simple behaviors.
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Abstract: The capability of re-establishing to its normal rhythm over an excitation while adapting to external or
internal stimuli is a process of complexity. We propose an agent based framework to model the homeostatic
plasticity in neuronal activity incorporating the concept of self-organization. Our model provides the ability for
neuro-agents to adapt themselves as a series of activities over the excitements of synaptic inputs as similar to the
nervous systems, hence allowing the creation of diversification and competitive environment.

Keywords: Agent, Homeostasis, Self-organization

I. INTRODUCTION

The capability of re-establishing to its normal
rhythm over an excitation while adapting to external or
internal stimuli is a process of complexity which is
characterized by self-organization, non-linearity, chaos
dynamics and emergent properties, Kirshbaum [1].
According to the researches, if the system is complex
enough it will trigger changes automatically and
naturally within the system in order to improve the
system efficacy. These changes are mainly
accomplished by its elements as a responds to the
external and internal inputs. Especially these elements
reorganize and resettle them-selves, to accomplish the
overall system goal. This process is known as self-
organization of a complex system.

As similar to other complex systems like social
system, echo system, politic systems etc, nervous
systems also adapt to the changes in the environment
over a time period. Depending on the time scale of this
adaption, different terms, such as plasticity, potentiation,
augmentation, etc have been used. Apart from the short-
term adaption, long-term adaptions are also possible in
the nervous system which can be varied from couple of
seconds to couple of days, Burrone and Murthy [2].
However, all these adaption or self-organization is
required when the nervous system is being pushed away
from its operational range, to bring back to its normal
rhythm. So we can interpret, this behavior as a
behavioral rule of the nervous system, refer rule 1,

Rule 1: neurons reorganize and resettle them-selves,
to accomplish the overall system goal.
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According to the empirical researches, this is
accomplished through process of homeostatic plasticity,
where neurons monitor their own activity levels and
transduce the information to regulate changes in
excitability. This adaption should not prevent the
neuronal excitements or changes because it is identified
that neurons are learning through these excitability,
Davis and Bezprozvanny [3]. Therefore, nervous
systems are subject two opposite requirements, adaption
to the change and maintain the stability. Researches into
biology have identified that; these changes are
accomplished in the form of activity dependent
alteration, by modifying,

Rule 2: The number of synaptic connections, and

Rule 3: The strength of synaptic connections,
to regulate the synaptic firing rate, Turrigiano [4].
According to the researchers, Turrigiano [4] and
Burrone and Murthy [2], Homeostatic plasticity allows,

Rule 4: continuous and steady maodifications to
neural network elements by making neurons to stabilize
their excitability while keeping relative differences in
individual strengths of synapses.

Rule 5: The overall activity of the network is
controlled as a set of rules; these rules either can be
local or global rules.

As such, neurons fluctuate constantly their
electrical, morphological and synaptic properties,
Turrigiano [4]. According to the biology, neurons
electrical properties are determined by the ca™ ionic
concentrations. For example,

Rule 6: if the synaptic firing rate is very low then
neurons close their ca*? gates which in turn increase the



synaptic firing rates. On the other hand, as similar to the
previous scenario,

Rule 7: neurons open their ca™ ionic gates to bring
down the synaptic firing rates when it is high,
Gazzaniga, Ivry and Mangun [5]. Apart from the
regulations of ionic channels, neurons also regulate their
synaptic strength in order to control their synaptic firing
rates. According to the Turrigiano [4],

Rule 8: As the firing rates increase, associated
activities of homeostatic plasticity put down synaptic
strength by allowing pre and post synaptic neurons to
grow and contact others to form trial synapses.

Rule 9: If the firing rate is very low, neuron strength
and stabilize the appropriate connections by making
inappropriate connections to be lost, and this will be
achieved through by halting synaptic growth.

Information about neuronal activity (Synaptic
strength) and neuronal size, (number of synaptic
connections) are known to be monitored through
neurons monitors, which are seem to be located inside
the neuronal cell.

Rule 10: These sensors, inside the neurons report the
deviation of a particular neuron from its equilibrium
point.

The deviation will be fed back to the neuron as an
error signal to bring it back to the equilibrium point
Davis and Bezprozvanny [3] and Davis [6]. Simply,
homeostatic plasticity can be viewed as a feedback
system, Turrigiano [1].

The rest of the paper organized as follows: section Il
discusses the applicability of homeostatic plasticity in
neural networks while highlighting the issues in
applications. Section 11l describes our approach of
implementing homeostatic plasticity and section 1V
evaluates the first result of the approach and paper
concludes with section V discussing the applications,
limitations, advantageous and further work.

1. APPLICATIONS OF HOMEOSTATIC
PLASTICITY

According the current review on Homeostatic
plasticity, current researches are now attempting to
apply this mechanism as a supportive plasticity
mechanism for Hebbian synaptic plasticity, because
Hebbian rules allows (a) unconstraint growth of
synaptic weights in neural networks when correlation of
input and output is positive and (b) when correlation is
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negative, it causes strength of synaptic to move towards
the zero level. Finally this is ended up in losing the
network sensitivity. The network to be sensitive to the
input, the signals generated by that input should
propagate through the network, \Vogels, Rajan and
Abbott [7]. Therefore researches are now attempting to
implement the homeostatic plasticity as a feedback
system, either (a) to modify excitability of total synaptic
strength at a constant level or (b) to modify the synapse
number to produce changes in synaptic strength.
Especially these researches are into applications of
Continuous Time Recurrent Neural Network (CTRNN),
which are capable of approximate output of any
dynamical system when appropriately parameterized,
Funahashi and Nakamura [8].

In CTRNN each node is described in terms of
differential equation as shown in (1), where u; represents
the internal state of the i neuron, t, — the time constant
of the i neuron, I; — external input (or threshold) of the
i™ neuron, w;; — connection weight from j" neuron to the
i™ neuron and o -output function as shown in (2).

du , (t)
S ALICR AL CHOR! 2
o(x)= %1+ exp( —x)) (2

The shape of the sigmoid function causes the node
firing rate to be saturated when the neuron potential is
very high and low. When the firing rate is saturated
there are no fluctuations in firing rate, therefore the
sensitivity of the network is lost. To avoid this
saturation, researches are now trying to apply
homeostatic plasticity on CTRNN in terms of weight
plasticity or as a process that affecting the excitability of
individual neurons, Williams and Noble [9] and
Williams [10]. Some of these researches are being
concluded with even homeostatic plasticity improves
the signal propagation; it acts as barrier for creating
evolvers, Williams [10].

Our interpretation on these conclusions are, either
(a) approach for modeling homeostatic plasticity might
be wrong or (b) current view on CTRNN may not be
supported to the homeostatic plasticity. With align to the
part (b) some researchers are being carried out to solve
the evolvability of CTRNN with fixed weight concepts
by viewing the learning as interactions between the
multiple timescale dynamics, Izquierdo-Torres and
Harvey [11]. On their research they are being able to
demonstrate, for the smallest CTRNN network, with the



concept of two-time scale, slow-time and fast-time
scale, that it is possible to make the CTRNN to be
evolved. However, still, they are not being able to
exhibit it for large neural networks with proper time
delays. Therefore, developing reliable and evolvable
CTRNN networks are not being solved. With align to
part (b) we understand the nervous system as a network
of network, where each node on the network has self-
organization ability. Our approach is Artificial Life
approach which define the complexity as it could be
rather than as we know it.

111. OUR APPROACH

We understand the nervous system, as a network of
self-organizing network, in other terms, as a network of
simple agents, called neuro-agents, where they organize
and re-settle themselves to accomplish the overall
system goals, refer to rule (1). As a process of
organizing, it has the ability to control its own excitation
by changing the size which in turn changes its strength,
refer to rules (2) and (3). This is promoted through the
structure of the neuro-agent, which consists of large
number of receivers and transmitters which can be in
either active or inactive status. At the same time,
neurons are able to monitor their own deviations
through the monitors inside the soma, refer rule (10).
Based on the retrieved information, neuron can change
the selected number of active transmitters and receivers,
since information can be transferred from active
transmitter to active receivers. So if neuron is over
excited it changes the selected number of inactive
receivers and inactive transmitters to be active to weak
the strength as similar to the rule (8). And if the neurons
is inhibited it make selected number of active
transmitters and active receivers to be inactive as
similar to the rule (9). As such, our model neuron can be
viewed as in figure 1.

Fig. 1: The model of neuro-agent, light-color circles
represent the receivers, dark-color circles represent the
transmitters, and square represent the soma.

However, over all behavior of the system as a self-
organizing network is controlled through the set of
global rules imposed to the entire network, refer to rule
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(5). As a mechanism of signal propagation, all the
neurons should always adhere to the following four
rules, Fernando, Matsuzaki, Nakamura, et al [12].

Rule A: Only active transmitter can transmit the
signal to the active receiver.

Rule B: Only active receiver can receive the signal.

Rule C: Once active transmitter transmit the signal it
should become inactive (as similar to the refectory
period) and inactive receiver in the same neuron
become active (similar to Na* ionic concentration).

Rule D: Once active receiver receives the signal it
should becomes inactive and inactive transmitter in the
same neuron becomes active.

Therefore, the number of active transmitters within
the neuron determines the volume of the signal that is
transmitted by a particular neuro-agent. There are
neither fixed connections between receivers and
transmitters nor among the neurons. The active

transmitter can transmit the signal to the active receiver
in the same neuron or active receiver in another neuron.
Therefore, our network somewhat looks like Recurrent
neural network (RNN) as shown in figure 2.

Fig. 2: The model of the proposed neural network,
signal can be transmitted through active transmitters to
active receivers on the same or different neuron.

As communication mechanisms, neurons are
monitored through the concepts of central controller,
which implements as a set of rules, in order to guarantee
homeostatic plasticity is achieved. As a first step of the
proposed model, we developed a network of network,
simply having three model neurons, where each one
having only receivers and transmitters. We evaluate the
system, in terms of implementing above for rules as
described in the next section.

IV. EVALUATION OF THE SYSTEM FROM
FIRST RESULT

We model the system with three neurons (N1, N2
and N3) where each neuron consists of 10,000 receivers
and 10,000 transmitters. At the onset only half of the
transmitters and receivers are set to active. The number
of active transmitters and receivers may be changed



accordingly as neuro-agents response to the external or
internal stimuli. Active transmitters within the neuron
emit signals in iterations of 100 steps. Experiment was
divided into five stages; each stage consists of 5000
steps. Emission interval for N2 was set to 200 steps in
stage 4, indicating that activity of N2 was decreased in
that stage. Similarly, the interval for N3 was set to 50
steps in stage 3 and 10steps in stage 3 and 4 indicating
that activity was increased.

When the neurons attained to its dynamic
equilibrium, signaling patterns between the neurons was
observed to fluctuate in different stages as shown figure
3, while individual neurons change their active
transmitters and receivers in response to the
manipulations.
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Figure 3: Signal propagation from one neuron to
others.
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IV. CONCLUSION

We demonstrated the preliminary version of
homeostatic plasticity as a communication between self-
organizing neuro-agents. The self-organization, in this

©ISAROB 2009

84

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

case was merely achieved through very simple four
rules, which set up as a global or environmental rules.
The system has sown it is possible to achieve the
homeostatic plasticity as a means of signal propagation
without updating of internal parameters.

However, real implementation of homeostatic
plasticity attach to the environmental input as a self-
organizing agent networks still to be tested. If the
propose model able to demonstrate the homeostatic
plasticity as a smooth process then it will open up the
new direction for the modeling nervous system. At the
same time, it will open up new challenge for the
research; demonstration of learning, evolving with the
homeostatic plasticity.
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Abstract

We summarize the work in our laboratories toward
developing adaptive sensor arrays for monitoring bird
vocalizations. We have focused on four species of
antbirds in a tropical rainforest of Mexico. Prelimi-
nary results on individual identification using Support
Vector Machines are presented. Also, we describe our
initial attempts at higher order processing of informa-
tion about the identification and localization of each
source.

1 Introduction

Adaptive sensor arrays provide excellent platforms
for testing hypothesis on different aspects of adap-
tive behavior such as collective and social behavior,
communication and language, emergent structures and
behaviors, among others. This technology holds the
potential to produce a major paradigm shift in the
way we interact with the physical environment. Fur-
thermore, understanding the capabilities and limita-
tions of sensor arrays will be important for guiding the
construction of artifacts that possess problem-solving
abilities.

In this study we are concerned with developing
acoustic sensor arrays so that they will be useful for
observing and analyzing bird diversity and behavior.
We would like each sensor to see and “understand”
part of the situation — depending on its own location
— then to fuse their experiences with other such sen-
sors to form a single, coherent understanding by the
ensemble [1]. The ideal is that the array will act some-
thing like a living membrane, sensitive to what is going
on within it, around it and passing through it.

Toward that goal we have developed and tested sen-
sor arrays that can identify their own location and
sense bird vocalizations in real-world settings. We
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have developed filters to identify species (in some in-
stances individual birds) and software tools to localize
those individuals in natural environments. More re-
cently, we are beginning to explore how we can iden-
tify the meaning of these vocalizations in the social
context of the vocalizing animals. Separate aspects
of this work has been described elsewhere, indicated
below. In this paper we will briefly touch on those
topics, but focus on the issue of individual recognition
by Support Vector Machines [2].

2 Methods and tools
2.1 Biological context

The principal field site for our work has been
the rainforest environment at the Estacion Chajul,
Reserva de la Bidsfera Montes Azules, in Chiapas
México (approximately 16°6’44” N and 90°56'27"
W). The species of birds in our analysis have been
the Barred Antshrike (BAS) (Thamnophilus dolia-
tus), Dusky Antbird (DAB) (Cercomacra tyrannina),
Great Antshrike (GAS) (Taraba magjor), and the Mex-
ican Antthrush (MAT) (Formicarius analis). A sono-
gram of two MATSs is in Figure 1, below, and those
for the other species are illustrated in [3]. Exam-
ples of the songs from these species are posted on
http://taylor0.biology.ucla.edu/al/bioacoustics/ .

2.2 Sensor arrays

We have developed and tested an acoustic plat-
form with small microphone sub-arrays that can be
deployed 10-30m apart. They are automatically cal-
ibrated, to determine their location and orientation,
then activated to perform streaming event recognition,
and acquire data when triggered by animal vocaliza-
tions. Details on the development and implementation
of the Acoustic ENSBox platform are described in [4].



2.3 Event recognition

Event recognition a critical first step to process-
ing that follows, triggering source recognition and lo-
calization. We find that streaming adaptive statitical
classifiers are a good approach in most cases.

We have implemented a marmot alarm call detec-
tor which runs in real time on the Acoustic ENSBox
platform. Since the nodes are connected to each other
via wireless ethernet, we make one additional improve-
ment. If one node detects an event, that node tells all
the others to trigger. In this way, the thresholds can
be set quite high since only the node nearest to the
event needs to detect it. Specific performance results
are reported in [5].

2.4 Acoustic bird species recognition

We have developed filters to identify species, and
individual birds in natural environments. We have
taken several approaches. We have obtained promising
results by extracting a sonogram of the vocalization,
then look at particular features of those sonograms
that might be particular to the species.

We have found it most helpful is to adapt meth-
ods from human voice recognition to create a Markov
Transition Matrix appropriate to the vocalizations of
each individual or species. We are also looking at other
methods that appear promising, especially data min-
ing and Self-Organizing Maps.

Trifa [3] describes in detail our experience with us-
ing HMMs to discriminate among different species of
antbirds. In general, discrimination is at least 90%
successful. We are currently directing efforts at iden-
tifying individuals, with quite positive preliminary re-
sults.

Similarly, we have explored with the use of data
mining for the classification of bird species. The main
goal has been to understand the importance of partic-
ular features of the acoustic signal that are distinctive
for the accurate discrimination of bird species. A sec-
ondary goal has been to reduce the dimensionality of
the acoustic signal in order to minimize the compu-
tational resources required for its manipulation and
analysis [6].

Escobar [7] employed Self-Organizing Maps (SOMs)
for the acoustic classification of bird species. The over-
all goal has been to examine the scope in which un-
supervised learning is capable of conferring meaning-
ful categorization abilities and increasing autonomy to
Sensor arrays.
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Figure 1: Spectrograms for two MATSs from one terri-
tory

2.4.1 Acoustic bird individual recognition

It is sometimes possible to distinguish individual
singers. For example, Figure 1 shows sonograms for
the songs of we inferred to be two MATSs singing on
the same territory. Songs were recorded from each of
10 birds during December 2006, by Martin Cody. The
identitication of each singer was inferred from timing
and location. Samples of 20 - 50 songs from each of
the 6 territories they occupied were included. The
sonogram of each song was measured for 20 traits, in-
cluding length and maximum or minimum frequency
at various parts of the song, so that each song was
represented by a vector. The standardized variance-
covariance matrix for all songs was calculated and
principal components extracted. Each song is plot-
ted in the first two principal axes of Figure 2. The
convex hull of songs for what we identified as each
individual shows the clustering. It is apparent that
some individuals are clearly distinguished while oth-
ers are much less so, at least when plotted in these
two dimensions. We are currently exploring ways to
automate this procedure and increase the power of dis-
crimination, with the goal of identification being done
in real time on each node in the array.

Particularly, we have recently explored with the use
of Support Vector Machines (SVMs) for the classifica-
tion of individual MATs. Using feature selection we
reduced the dimensionality of the original vector to 7



Figure 2: Convex hulls of principal component scores
from 10 putatively individual MATSs

| individual || samples | training | testing |

PMPa 28 21 7
PMPb 22 16 6
LGEa 12 9 3
PBEa 25 19 6
AVEa 38 30 8
LCNb 17 13 4
SNWa 20 15 5

Table 1: Individual MATSs data set

features. Additional data selection yielded the data
set used in our experiments with SVMs (Table 1).

We conducted simple scaling to the data (z-scores).
A radial basis function (RBF) kernel was used for the
experiments. N-fold cross-validation was conducted to
find appropriate kernel parameters. Training was per-
formed using the obtained kernel parameters on the
training set. Testing was conducted using data sam-
ples not included in the training set. This procedure
is fully described in [8].

The classification results obtained in our prelimi-
nary experiments are presented in Table 2.

2.5 Localizing sound sources

When an array of sound sensors are employed, local-
izing the source of a sound should be possible in any of
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| procedure || accuracy | classified | misclassified |

94.30 116 7
84.62 33 6

training
testing

Table 2: Classification results

several ways — including comparison of sound energy,
comparison of time of arrival of the sounds, and anal-
ysis of phase relations of the sound waves. In the rain-
forest, comparing sound energy is difficult because of
reflection and interference from the vegetation. Com-
paring time of arrival is made difficult when sensors are
widely spaced because of drifting time synchronization
among widely spaced processors that need to process
the sounds. Consequently, we have focused our efforts
on comparing phase relations among the several mi-
crophones on the sub-arrays described in section 2.2
above. Within the sub-array there are expected to
be differences in the phases that arrive at the several
sensors, but time synchronization is achieved by us-
ing the same or closely coupled processors. While not
permitting localization as such, this method does per-
mit estimation of direction of arrival (DOA) to any
one sub-array. Triangulation of estimated DOA from
several sub-arrays can then be used to identify the lo-
cation, itself, of the source.Our colleague Kung Yao
and his students have developed algorithms for esti-
mating DOA in these circumstances. Their method,
termed “Approximate Maximum Likelihood” (AML),
is described in [9] and [5].

2.6 Emergent understanding

Our long term goal is to provide sensor arrays with
the adaptation capabilities required to identify the
meaning of bird vocalizations in the social context of
the vocalizing animals. This requires event recogni-
tion, symbol grounding and adaptive communication
in order for the array to arrive at a collective under-
standing [10]. Previous studies have established plau-
sible scenarios for the emergence of these capabilities
in sensor arrays [11].

Symbol grounding, identifying and binding seman-
tically meaningful events to symbols, then communi-
cating that information among parts of the arrays is of
great importance. We are currently examining meth-
ods based on information theory [12].

Once events have been recognized then we can use
self-organizing maps to categorize the songs . A prob-
lem has been that new events might be attached to one
symbol in one part of the array, but to another symbol



in other parts of the array. We have determined, to
some extent, the conditions under which the different
“meanings” will converge or remain separate [13].

Finally, we are developing the linguistic structure
that is necessary to describe these songs and events
in an expressive, learnable manner, based on the ideas
developed by Stabler [14].

3 Conclusions

Overall, adaptive sensor arrays seem promising
platforms for habitat monitoring applications. In the
near future, our efforts will be directed towards en-
abling sensor arrays with increasing adaptability and
cognitive abilities. To accomplish this we will build
largely on the results reported here.
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Abstract

Multiagent technologies enable us to explore their
sociological and psychological foundations.

Personal Software Process (PSP) support system is
built using this.

Moreover, We think that the data inputted can ac-
quire software development process by sorting out us-
ing a user action record table.

In this paper, the PSP system of programming is
built and the analysys data of Multiagents learning
method.

The data of the prostates cancer offered by the med-
ical institution and a renal cancer was used for verifi-
cation of a system.

Keyword:

Multiagent System, Personal Software Process
,Practis Support System

1 Introduction

An agent is a computational entity such as a soft-
ware program or a robot, and can be viewed as per-
ceiving and acting upon its environment. This agent
is autonomous in that its behavior at least partially
depends on its own experience.
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Multiagent systems have the capacity to play an
important role in developing and analyzing models
and theories of interactivity in human societies. Hu-
mans interact in various ways and at many levels: for
instance, they observe and model one another, they
request and provide information, they observe and
model one another, they request and provide informa-
tion, they negotiate and discuss, they develop shared
views of their environment, they detect as terms, com-
mittees, and economies. Many interactive processes
among humans are still poorly understood, although
they are an integrated part of our everyday life. Mul-
tiagent technologies enable us to explore their socio-
logical and psychological foundations.

PSP support system is built using this. Moreover,
We think that the data inputted can acquire software
development process by sorting out using a user action
record table.

In this paper, the PSP system of programming is
built and the analysys data of Multiagents learning
method. Generally, software process data is compli-
cated, and when building a support system using such
data including some action time, the calculation with
expression is difficult in many cases. Then, the PSP
systems configuration from a data pattern is effective
using the Machine Learning who is excellent in pattern
recognition to such a problem.

Furthermore, in order to treat effectively the error



included in data, a Rough Neural Network is formed
using the extended type Rough Neuron defined from
Rough Aggregate Theory. Moreover, change of the di-
agnostic accuracy by using Genetic Programming to
changing the number and combination of the data in-
putted is seen. Back Propagation generally used in a
Neural Network is used for study of a network.

The data of the prostates cancer offered by the med-
ical institution and a renal cancer was used for verifi-
cation of a system.

2 Intelligent Agents and Multiagent
System

Artificial Intelligence (AI) has made great strides
in computational problem solving using explicitly rep-
resented knowledge extracted from the task. If we
continue to use explicitly represented knowledge ex-
clusively for computational problem solving, we may
never computationally accomplish a level of problem
solving performance equal to humans. From this idea,
the paper describes the development of a multiagent
system that can be used to support the assessment of
design performance in the cellular automata model.
Agents represent objects or people with their own be-
havior, and take the structure of cellular automata
lattice.

Intelligent agents and multiagent systems are one of
the most important emerging technologies in computer
science today [1]. The advent of multiagent systems
has brought together many disciplines in an effort to
build distributed, intelligent, and robust applications.
They have given us a new way to look at distributed
systems and provided a path to more robust intelligent
applications.

Multiagent systems deal with coordinating intel-
ligent behavior among a collection of autonomous
agents. Emphasis is placed on how the agents coor-
dinate their knowledge, goals, skills, and plans jointly
to take action or to solve problems. Constructing the
multiagent systems is difficult [2, 3]. They have all
the problems of traditional distributed and concurrent
systems plus the additional difficulties that arise from
flexibility requirements and sophisticated interactions.

3 Personal Software Process

The Personal Software Process (PSP) is a self-
improvement process that helps you to control, man-
age, and improve the way you work. It is a struc-
tured framework of forms, guidelines, and procedures
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for developing software [4]. Properly used, the PSP
provides the data you need to make and meet commit-
ments, and it makes the routine elements of your job
more predictable and efficient.

The PSP’s sole purpose is to help you improve your
software engineering skills. It is a powerful tool that
you can use in many ways. For example, it will help
you manage your work, assess your talents, and build
your skills. It can help you to make better plans, to
precisely track your performance, and to measure the
quality of your products. Whether you design pro-
grams, develop requirements, write documentation, or
maintain existing software, the PSP can help you to
do better work.

Rather than using one approach for every job, you
need an array of tools and methods and the practiced
skills to use them properly. The PSP provides the data
and analysis techniques you need to determine which
technologies and methods work best for you.

The PSP also provides a framework for understand-
ing why you make errors and how best to find, fix, and
prevent them. You can determine the quality of your
reviews, the defect types you typically miss, and the
quality methods that are most effective for you.

After you have practiced the exercises in this book,
you will be able to decide what methods to use and
when to use them. You will also know how to define,
measure, and analyze your own process. Then, as you
gain experience, you can enhance your process to take
advantage of any newly developed tools and methods.

The PSP is not a magical answer to all of your soft-
ware engineering problems, but it can help you identify
where and how you can improve. However, you must
make the improvements yourself.

PSP write several program using the evolving pro-
cess shown Figure 1.

PSPO and PSPO0.1 hierarchy include introduces pro-
cess discipline and measurement. PSP1 and PSP1.1
hierarchy include introduces estimating and planning.
PSP2 and PSP2.1 hierarchy include Introduces qual-
ity management and design. Team Software Process
exist over the PSP hierarchies. Because, PSP occupies
an important part in the software engineering.

4 The PSP Practis support system us-
ing Multiagent

In this section, we study combined as it occurs in
genetic Techniques into agent learner. We used as a
tool for searching wide and complex solution space in
Intelligent agent learns data. Intelligent agent using
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Figure 1: PSP Process Evolution

complex techniques of related research. Multiagent is
state in a filed shown Figure 2.

Figure 2 depicts the Agent Communication Module
and shared Information Data. The Agent make filed
in order to shared information data from Agent com-
munication filed. These fields include other Learner
kept in Intelligent Agent shown Figure 3.

Figure 2: Support System Communication of
Multiagent

Figure shows the Agent between communication
module in other communicate method. In this case,
Intelligent Agent support the PSP time and size mea-
sures record to user manipulation data. Agent Con-
troller select over Intelligent Agent Information Data
Share (AiD-S) over Agent Information Data Delivery
(AiD-D).

Other Learner support anything Al techniques of
input data. Intelligent Agent has made combined
these techniques into the Machine Learning. Machine
Learning include same function of standard algorithm
using user analyses data. These techniques supported
by analysis data in time sheet that retrieval of start
and end point.

Table 1 shows the PSP record form Time Measures
and Size Measures [4].

In the PSP, engineers use the time recording log \
to measure the time spent in each process phase. In
this log, they note the time they started working on Figure 3: The Configuration of Agent Module
a task, the time when they stopped the task, and any
interruption time. For example, an interruption would
be a phone call, a brief break, or someone interrupting
to ask a question. By tracking time precisely, engineers
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Table 1: The scale of program size categories

Plan | Results | Accumulation

Base

Added

Modified

Deleted

New and Changed

Reused

New Reused

Total

track the effort actually spent on the project tasks.
Since interruption time is essentially random, ignoring
these times would add a large random error into the
time data and reduce estimating accuracy.

Since the time it takes to develop a product is
largely determined by the size of that product, when
using the PSP, engineers first estimate the sizes of
the products they plan to develop. Then, when they
are done, they measure the sizes of the products they
produced. This provides the engineers with the size
data they need to make accurate size estimates. How-
ever, for these data to be useful, the size measure must
correlate with the development time for the product.
While lines of code (LOC) is the principal PSP size
measure, any size measure can be used that provides a
reasonable correlation between development time and
product size. It should also permit automated mea-
surement of actual product size.

So, This any measure record to support Intelli-
gent Agent consider with using this Agent Learner
expanded of PSP support. A person engaging in a per-
son who experienced PSP and software development
for many years is not very worried about a form record-
keeping work. Record-keeping is vague, and what is
performed of a person pressed by a work still increases.
Necessity to perform automatically is important in a
soldier, remission of an activity and process assay to
record an activity precisely.

Therefore I record all activities, and a support sys-
tem shares the documentary information, and an In-
telligent agent examines to whether be content which
documentary information to shows personal character-
istic of difference with an another person.
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5 Conclusion and Future Work

In this research we build Multiagent complex sys-
tem sensing user working data. We were able to
searching user experience data. We create agent
learner data in user working analyses system.

For future works, we will consider methods quick
running of agent learner in communication data and
user experience data. We try to delete user missing
work date filter on experience data. We consider to
that delete missing work filter on experience data.

Future versions of this model will aim to show how
the system in communication response in a more nat-
ural, unscripted scenario, involving multiple parts in
addition to other forms of process and contingency.
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Abstract: Recently, Inter-Vehicle Communication (IVC) has actively been studied to avoid traffic congestion. In this
paper, we propose an idea of using fuzzy rules to examine the effectiveness of 1\VVC. In the proposed approach, we first
collect travel records (e.g., travel time, travel path, traffic volume) of vehicles with IVC from our cellular automata-
based traffic simulator. Various kinds of available information for vehicles with IVC are used in the antecedent part of
our fuzzy rules. The level of the effectiveness of IVC is discretized into four categories (i.e., four classes) in this paper.
The consequent class of each fuzzy rule is one of those four classes. Next we generate a large number of fuzzy rules
from the collected data. Then we select only a small number of fuzzy rules by multiobjective genetic rule selection. We
use three objectives: to maximize the accuracy, to minimize the number of selected rules, and to minimize the total rule
length (i.e., the total number of antecedent conditions). Our approach can find a number of non-dominated fuzzy rule-
based systems with respect to their accuracy and complexity. Finally we analyze the effectiveness of IVC using fuzzy
rules in the obtained fuzzy rule-based systems through their linguistic interpretation.

Keywords: Multiobjective genetic rule selection, fuzzy rules, inter-vehicle communication, traffic simulation.

vehicle can predict the travel time for each route based
on the available information through 1VVC.

I. INTRODUCTION

Vehicles are widely used as a means of useful trans- This paper is organized as followed. First we explain
portation in the mobility society where the demand for our traffic simulator in Section II. Next we explain a
road traffic is expanding year by year. At the same time, route guidance method based on the traffic information
chronic traffic congestion has become a social problem. sharing among neighboring vehicles through IVC in
To solve this problem, several studies [2], [3] have Section I11. Then we explain multiobjective genetic rule
pointed out and discussed the potential ability of direct selection in Section IV. In Section V, we examine the
wireless communication between vehicles, usually re- effect of IVC through computational experiments on our
ferred to as Inter-Vehicle Communication (IVC). IVC traffic simulator. Experimental results show that the
has several advantages: no need of huge public infra- selected fuzzy if-then rules can explain how each vehi-
structure investment and little time Iag on transmitting cle chooses a route using the available information
traffic information. This is because vehicles can directly through IVC. Finally Section VI concludes this paper.
communicate traffic information to each other.

In this paper, we propose an idea of examining the 1. TRAFEIC SIMULATOR
effectiveness of IVC using fuzzy rules generated from
traffic simulations. During our simulations, we collect In this section, we explain our traffic simulator. This
time-series data from each vehicle such as the traffic model is used in Section IV to examine the effect of
volume and the route of each vehicle. We use fuzzy IVC through computational experiments.
rules selected by multiobjective genetic rule selection to Traffic simulators can be divided into macroscopic
examine the effectiveness of IVC. A large number of and microscopic models. In this paper, we develop a
fuzzy rules are generated from the collected data from microscopic traffic simulator using cellular automata [6].
vehicles. Only a small number of fuzzy rule are selected Figure 1 shows the road map of our traffic simulator.
by multiobjective genetic rule selection. A number of The simulation area is divided into squared cells. In our
non-dominated fuzzy systems can be obtained with re- simulator, we assume that the road map is treated as a
spect to their accuracy and complexity. Using the se- directed graph where a node and a link correspond to an
lected fuzzy rules, we can manually analyze how each intersection and a road between intersections, respec-
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tively. A link is represented by a sequence of gray cells
in Fig. 1. The origin and the destination of a driver are
assigned randomly to any cell on any link in Fig. 1.
When a driver arrives at its destination, a new destina-
tion is assigned randomly.

Fig. 1. Road map of our traffic model.

The positions of all vehicles running in the simulator
are updated synchronously. At every state transition
time, each vehicle stays at the current cell or jumps to
its next cell according to a local transition rule. Our
local transition rule is simply stated as “a vehicle moves

only when its next cell towards its destination is empty”.

I11. INTER-VEHICLE COMMUNICATION

In this section, we explain a route selection method

based on available information for vehicles through IVC.

Our method chooses a route for a driver from its origin
to its destination based on available information, and
revises the selected route whenever the driver ap-
proaches an intersection. In this paper, we represent the
traffic information for each link by a link weight. For
example, if a link weight is large, a vehicle on the link
needs long travel time to pass the link. We employ
Dijkstra’s algorithm [1] to search for the route with the
minimal sum of link weights (i.e., the fastest route).
Each driver has its own weight for each link. The ac-
tual travel time of the driver is assigned as the weight to
the corresponding link. There are two cases where the
weight of a link is updated. One is when the driver trav-
els the link. When the driver arrives at a node (i.e., in-
tersection), the weight of the corresponding link is up-
dated to the actual travel time. The update time for the
link weight is set as well. The other is the case in which
another vehicle is in the range of IVC. Each vehicle
compares the update times for all weights with those of
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another vehicle. Figure 2 shows an example in which a
vehicle A passes on another vehicle B on the opposite
lane. They can communicate with each other through
IVC. Traffic information to be shared by these two ve-
hicles consists of the travel time (i.e., weight) and the
update time for each link. It should be noted that each
vehicle has its own travel time and update time for each
link. More specifically, the newer information for each
link is shared by these two vehicles by updating the
older one for each link. Closely adjacent vehicles in the
same lane also communicate directly with each other in
the same manner as in the above-mentioned situation.

#of link | Travel time  Update time #of link | Travel time  Update time
1 7 7 1 5 25
A 2 5 12 2 6 20
3 8 20 3 8 20
4 3 23 ' 4 3 23
#of link | Travel time  Update time #of link | Travel time  Update time
1 5 25 1 5 25
B 2 6 20 2 6 20
3 9 14 3 8 20
4 5 5 4 3 23
—
4 ’.
A
— A Ls]

Fig. 2. An example of inter-vehicle communication.

IV. MULTIOBJECTIVE RULE SELECTION

In this section, we briefly explain fuzzy rules, fuzzy
reasoning, and multiobjective genetic rule selection.

1. Pattern Classification Problem

Let us assume that we have m training (i.e., labeled)
patterns X, = (Xp1, ..., Xpn), P = 1, 2, ..., m from M classes
in the n-dimensional continuous pattern space where Xy
is the attribute value of the p-th training pattern for the
i-th attribute (i = 1, 2, ..., n). For the simplicity of expla-
nation, we assume that all the attribute values have al-
ready been normalized into real numbers in the unit
interval [0, 1]. Thatis, xpj €[0,1] for p=1,2, .., m
and i=1,2,..,n.

2. Fuzzy Rules for Pattern Classification

We use fuzzy rules of the following type for our n-
dimensional problem:

Rule Ry:If x; is Ag and..and X, is Agp

then Class Cq with CFq, (€D)]

where Ry is the label of the g-th fuzzy rule,
X =(X1, .., Xn) IS an n-dimensional pattern vector,
Aqi is an antecedent fuzzy set (i=1, 2,..,n), Cq
is a class label, and CFq is a certainty grade.



We use multiple fuzzy partitions with different
granularities in rule extraction. In this paper, we use
four homogeneous fuzzy partitions with triangular fuzzy
sets in Fig. 3. In addition to the 14 fuzzy sets in Fig. 3,
we also use the domain interval [0, 1] as an antecedent
fuzzy set in order to represent a don’t care condition.
That is, we use the 15 antecedent fuzzy sets for each
attribute in our computational experiments. Thus the
total number of possible fuzzy rules is 15"

For each of those 15" combinations of the antece-
dent fuzzy sets, the consequent class and the certainty
grade can be easily specified based on compatible train-
ing patterns [4]. Using a fuzzy rule evaluation measure
in fuzzy data mining [4], we generate a prespecified
number of fuzzy rules.

[y
=y

Membership
Membership

Attribute value Attribute value

[
=

Membership
Membership

Attribute value Attribute value

Fig. 3. Four fuzzy partitions used in our experiments.

3. Multiobjective Genetic Rule Selection

Let us assume that N candidate rules have already
been extracted. Multiobjective genetic rule selection
tries to find an accurate and compact rule set from the N
candidate rules. Any subset S of the N candidate rules
can be represented by a binary string of length N as
S =55,83---Sy Where s;=1 and s;=0 mean that the
i-th candidate rule is included in and excluded from the
rule set S, respectively. Such a binary string is used as
an individual in multiobjective genetic rule selection.

We use an evolutionary multiobjective optimization
(EMO) algorithm to search for non-dominated fuzzy
rule sets with respect to the three objectives: to maxi-
mize the number of correctly classified training patterns
by S, to minimize the number of fuzzy rules in S, and to
minimize the total rule length of S.

Since each individual is represented by a binary
string, we can use any EMO algorithm with standard
genetic operations. In our computational experiments,
we used NSGA-II together with uniform crossover and
bit-flip mutation. The execution of NSGA-II was termi-
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nated at the prespecified number of generations. See [5]
for details on multiobjective genetic rule selection.

V. COMPUTATIONAL EXPERIMENTS

1. Data Preparation

In this subsection, we explain how to prepare train-
ing data with class labels from the travel records in our
traffic simulator. There exist 300 vehicles in our simula-
tion environment in Fig. 1. The termination condition of
traffic simulations was that each vehicle reached the
goals at least 50 times. Each vehicle can communicate
with another vehicle in the eight neighborhood cells.

Let us assume that a vehicle travels from node A to
B and then chooses a route from node B to C in Fig. 4.
In this case, a training pattern X = (Xy, ..., X10) IS col-
lected at the node B. In the following, each element of
this training pattern is explained in detail.

Fig. 4. An example of link connection density.

The first three elements X3, X,, and x3 are link con-
nection density of node A, B, and C, respectively. Link
connection density is a sum of the number of links that
the neighbor nodes have. For example, x, is link connec-
tion density of node B, which is a sum of the number of
links that the neighboring nodes (i.e., A, C, D, and E)
have. That is, x, is 13 (i.e., 4+3+3+3). When the link
connection density of a node is high, the node can be
viewed as a hub of the neighboring nodes. That is, a
large number of vehicles must be likely to pass the node.

The fourth element x, is the traffic volume in the
current lane (i.e., Ato B), xs is the traffic volume in the
current opposite lane (i.e., B to A), X is the traffic vol-
ume in the next lane (i.e., B to C), and x; is the traffic
volume in the next opposite lane (i.e., C to B). A large
traffic volume of a link means heavy traffic where each
vehicle can communicate with each other very often. It



also suggests possible traffic congestion.

The other elements Xg, X9, X1o are the number of links
of nodes A, B, and C, respectively. They are related to
the traffic volume and the frequency of communication.

Next we explain how to define the class label of
each training pattern, which shows the effectiveness of
IVC. We focus on the freshness of traffic information
held by each vehicle and the accuracy of the predicted
travel time from available information. We use the fol-
lowing four class labels:

Class 1: The update time of the weight of the chosen
link held by a vehicle is old, and the vehicle
could not correctly predict the travel time of
the chosen link.

Class 2: The update time is old, but the vehicle could
correctly predict the travel time.

Class 3: The update time is new, but the vehicle could
not correctly predict the travel time.

Class 4: The update time is new, and the vehicle could
correctly predict the travel time.

2. Experimental Results

First we generated 250 fuzzy rules for each class
from the collected training patterns. Those fuzzy rules
were used as candidate rule in multiobjective genetic
rule selection where NSGA-II with the population size
200 was executed fro 5000 generations.

We obtained a number of fuzzy systems with differ-
ent accuracy-complexity tradeoffs from a single run of
NSGA-II. In order to manually analyze the effectiveness
of IVC, we chose a very simple fuzzy system with only
a single rule per class in Fig. 5 where DC means don’t
care and the real number in the parentheses shows the
certainty grade of each fuzzy rule. The selected fuzzy
rules in Fig. 5 are linguistically interpreted as follows:

R;: If a vehicle came from a node with high link con-
nection density and the traffic volume in the current
link is moderate, it cannot obtain new traffic infor-
mation and cannot predict the travel time.

R,: If a vehicle is about to go to a node with moderate
link connection density and the traffic volume in the
current link is very large, it can obtain new traffic
information but cannot predict the travel time.

Rs: If a vehicle is on a link with a very light traffic, the
vehicle cannot obtain new traffic information but
can predict the travel time correctly.

R,: If a vehicle came from a node with small link con-
nection density and is on a link with a somewhat
heavy traffic, it can use new traffic information and
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can predict the travel time correctly.

From these fuzzy rules, we can see that there exist
situations where vehicles cannot obtain new traffic in-
formation by IVC. We can also see that there are some
cases in which vehicles cannot predict their travel times
even when they have new information.

Xq X3 X4 Consequent
Class 1
R, DC 0.12)
Class 2
|| DC | YOG | &5
R Class 3
3 DC DC (0.69)
Class 4
Ry DC (0.25)

Fig. 5. One example of extracted knowledge.

VI. CONCLUSION

We proposed an idea of using fuzzy rules to examine
the effectiveness of Inter-Vehicle Communication (IVC).
Through computational experiments, we demonstrated
that we can obtain linguistic descriptions from fuzzy
rules about the characteristic features of IVC with re-
spect to the availability of new traffic information and
the accuracy of predicted travel times for vehicles.

This work was partially supported by the Grant-in-
Aid for Exploratory Research: KAKENHI (18650055).
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Abstract

We propose the system that offers only the article
that is the relation to topics to the user in this re-
search. When the user wants to read the article that
is the relation to topics, the user must click the link
to the article. Therefore, it is difficult for the user to
read only the article related to topics. Moreover, there
is the article that is similar to each other content or
article. Therefore, user must read the article that is
similar to other article. We propose the algorithm to
find similar articles. For the proposed system, we use
the feature of reported articles. There is an outline of
the entire article at the beginning of reported articles.

Keyword:

Web news, Natural Language Processing, Morpho-
logical Analysis, Summary Generation

1 Introduction

The web news sites become popular, but they are
not understood easily. On the other hand, the news-
paper and the television are comprehensible. We think
that it is a cause that the web news is not arranged.
The portal site (such as Yahoo JAPAN News, etc)
is news collection site. If news is a little related to
other news, it becomes related news and is made a link
to related news. Moreover, the portal site publishes
the article on a lot of newspapers and news agencies.
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Therefore, there are a lot of related contents, but it
is difficult to read articles that user actually wants to
read.

We propose the system that offers only the article
that is the relation to topics to the user in this re-
search. When the user wants to read the article that
is the relation to topics, the user must click the link
to the article. Therefore, it is difficult for the user to
read only the article related to topics. Moreover, there
is the article that is similar to each other content or
article. Therefore, user must read the article that is
similar to other article. We propose the algorithm to
find similar articles. For the proposed system, we use
the feature of reported articles. There is an outline of
the entire article at the beginning of reported articles.

2 Morpheme Analysis

A morphological analysis is to divide the input sen-
tence into the morpheme which is a minimum unit
with the meaning in linguistics, to decide the part of
speech of each morpheme, and to allocate the proto-
type to the morpheme to which the transformation of
the word of use. [4, 7]

A morphological analysis is important for Japanese
documents, because Japanese sentence is not divide
words by blank. In English, a morphological analysis
is used to analyze end of a word transformation (tense,
single or plural), suffix, prefix, etc.



For instance, it is analyzed that the morphologi-
cal analysis is done by the sentence “Happyoukai wo
okonaitai.” (This sentence means “I want to hold a
symposium”). (Refer to table 1)

Table 1: Examples of Morphological Analysis

Happyou || Happyou: Noun

kai Kai: Noun

WO Wo: particle

okonai Okonau: verb-independent
tai Tai: auxiliary verb

. . symbol-period

The word divided by the morphological analysis is
called an element-term. It comes to be able to do the
frequency analysis and filtering to a specific part of
speech by dividing into the element-term.

3 Proposed System

This chapter describes a proposed algorithm for low
related articles and similar articles are deleted from
the list of the news of topics.

This system extracts only a high relativity article
from the article list including high/low relativity arti-
cles about topics that the user wants to learn. More-
over, the article on a similar contents are searched out,
and deleted. In this paper, we decide a high relativity
article which includes main content as related to top-
ics. Moreover, we think that same information of the
article with the high similarity is contained in other
articles.

For the necessity for confirming the content click-
ing the link to the article to know the relativity of the
article to exist, and to read only a high relativity ar-
ticle, it can be said that it is inconvenient under the
present situation. Moreover, because a lot of similar
articles exist, too the possibility of reading the article
on almost the same content is high. It is thought that
the site where a lot of volume of information with high
possibility that the problem becomes a relief exists is
the best for the verification of this system. Yahoo!
JAPAN news has a lot of topics, and its source are
from many newspaper sites. So, in this paper, we dis-
cuss “Yahoo! JAPAN news” site for experiment. It
paid attention to the tendency that the entire sum-
mary was written in the part at the beginning about
the news article when the proposed system was de-
signed. Because the point of the entire article has been
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brought together in the sentence at the beginning, the
outline can be understood. Therefore, we use begin-
ning sentences of article for analysis. The system is
mounted by the Java application.
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Figure 1: Topics list of Yahoo! JAPAN News

We describe the proposed algorithm of extracting
high relativity article from the article group of topics
of Yahoo! JAPAN news, and deleting URL of a similar
article.

The flow of the algorithm is shown below.

[t

input top-page URL of topics

2. get the beginning sentence and the delivery date
3. process morphological analysis using MeCab

4. extract keywords

5. extract high relativity articles

6. delete similar articles

7. outout results

The user acquires URL of topics that the user wants
to learn from the top page of topics of news and the



program outputs URLs to the text file. At this time,
we think the article only in the image thought that the
content is low relativity, then that URL is excluded.
Moreover, the link is not acquired when there is a page
such as other newspapers because it targets only Ya-
hoo! JAPAN news in this paper.

It accesses acquired URL, and the sentence to the
punctuation of the start of the text and the delivery
date is acquired. Because the noun decreases when
one sentence of the start is short, the following punc-
tuation is acquired in addition, and it outputs it to
the text file for 20 characters or less. Moreover, de-
livery time of the article is acquired, and it outputs
it to the text file with URL of the article. But, for
the situation that there is no abstract sentences at
the beginning. Then, when the sentences are not ex-
tracted when it is fewer than the threshold number at
the beginning with the number of strokes to the punc-
tuation of the sentence, we extract sentences until the
following punctuation. It sets it to 25 characters as a
result of experimenting on the number of strokes that
becomes a standard.

Using MeCab that is the morphological analysis
tool, the morphological analysis of the sentence is done
at the beginning, and the result of the acquired each
article is output to one text file.

The part of speech that doesn’t show the feature
of the article easily is excluded from the text file that
does the morphological analysis and is output, and
only a part of noun is extracted. The extracted part
of speech is output to the text file.

The extracted part of speech is sorted to the lex-
ical order, and a lot of consecutive nouns are found.
It thinks this noun to be a noun that characterizes
the relativity of topics, and only the article with this
noun is output to the text file. However, when the
same in one article two nouns or more exist, it counts
with one. Moreover, the article not extracted is output
to another text file. We use of the expression agree-
ment technique to consider the number of extracted
words. The following equation is used for the expres-
sion agreement technique. [9] In the equation, x is a
number of words of sentences X that become stan-
dards, y is a number of words of sentences Y that be-
come the object of comparisons, and m is a number of
words that appears in both X and Y. It experimented
to set the evaluation value as well as algorithm 1. As
a result, if Score(X, Y) is larger than 60%, it is judged
that two articles are similar , and deletes an old article.

I3

-+
Score(X,Y) = 5 Y

x 100 (1)
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We think that it is rare that same topics exist in two
days or more. It is based on the newest article in the
extracted relativity and high article. Nouns that are to
the article on the day before are compared. If the noun
more than the evaluation value of nouns that exist in
the article that became a standard exists in the arti-
cle on the object of comparison, it is judged that two
articles are similar and deletes an old article. Next,
a new similar article is secondarily operated, and re-
peated this operation. We show its example. In Table
2, the alphabet presents one article. If D and E, G and
H, J and K, L and M are judged as same contents. In
Table 2, “similer to” means“judged as same contents”.
Using our proposed algorithm, the comparison is done
in order of (A,B) — (A,C) — (A,D) — (A,E) — (AF)
— (B,D) — (B,E) — (B,G) — (H,I) — (L,M). When
(A,C), (A)D), (AF), (D,E), and (D,G) are compared,
the article on C, D, F, E, and G is deleted. Therefore,
A, B, D, H, I, J, K, L, and M are extracted. The ex-
tracted article is output to the text file. Moreover, the
deleted article is output to another text file.

Table 2: date and articles

date articles | similer to
12, Feb.
12, Feb.
11, Feb.
11, Feb.
11, Feb.
11, Feb.
10, Feb.
9, Feb.

8, Feb.

6, Feb.

31, Jan.
15, Jan.
15, Jan.

o 1

oo»U

ZORCSIOTMETQW >

selivelie gile 2

As an output result, the extracted URLs are written
to the html file with the title of the article, newspaper
site name in delivery origin, delivery date, extracted
nouns and opening sentences. Moreover, URL of low
relativity articles and similar articles are output to the
text file respectively. (See Fig. 2)

4 Experimental Results

This section describes the experimental methodol-
ogy and the results. We use two topics, “ the damage
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Figure 2: Output of proposed system

of crops by chemicals hepatitis C lawsuit” and “the
Aegis destroyer collision in the experiment”.

64 articles existed in topics of the damage of crops
by chemicals hepatitis C prosecution when experi-
menting. 59 pieces in 64 pieces have been extracted
because it was judged that five pieces were image links.

Using the topics of the Aegis destroyer collision in
the experiment, as a result of the URL extraction, 336
URL has been extracted. However, 20 articles have
been deleted from making the system work to doing
this verification. The article that has been deleted is
disregarded in the experiment. Therefore, it experi-
mented assuming that 316 URL was extracted.

4.0.1 Result of “the damage of crops by chem-
icals hepatitis C lawsuit”

The ratio of the total of the number of articles to be
able to delete the number and the relativity of the
article to which relativity was able to be extracted
high low became 67% among the numbers of URL ex-
tracted to the start. Moreover, the ratio of the total
of the number of articles that were able to be deleted
by a similar article became 100% with the number of
articles that were able to be extracted in an article
not similar among the numbers of articles that were
judged that relativity was high and extracted. (See
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Table 3) ]

Table 3: Extracted result of “ the damage of crops by
chemicals hepatitis C lawsuit”

correct | miss
high related articles extract | 67 % 33 %
similar articles extract 100% | 0%

4.0.2 Result of “aegis destroyer collision”

The ratio of the total of the number of articles to be
able to delete the number and the relativity of the
article to which relativity was able to be extracted
high low became 79% among the numbers of URL ex-
tracted to the start. Moreover, the ratio of the total
of the number of articles that were able to be deleted
by a similar article became 79% with the number of
articles that were able to be extracted in an article
not similar among the numbers of articles that were
judged that relativity was high and extracted. (See
Table 4) Moreover, the execution time from the input
of URL to the output of the result was 55 seconds of
two minutes. (We used a notePC with Intel Core2
Duo CPU(1.2GHz, 1GB RAM, Windows XP.)

Table 4: Extracted result of “aegis destroyer collision”

correct | miss
high related articles extract | 79 % 21 %
similar articles extract 79 % 21 %

5 Discussions

It can be said that the algorithm of the relativ-
ity judgment proposes in the present study was able
surely to pick up the noun that becomes the key to
topics. However, there was a difference at the positive
detection rate of a relativity judgment of the result of
targeted damage of crops by chemicals hepatitis C law-
suit and Aegis destroyer collision because of being only
not existing at the beginning in the sentence, and the
logic that one noun had extracted of the deletion. Sim-
ilarly, there was a difference at the positive detection
rate of the similarity judgment in the algorithm of the
similarity judgment. There was information that had
been described only to the deleted old article though



this system was an algorithm that old when nouns
were compared, and it was judged that it resembled it
deletes the article, too. The method such as deleting
a short article is devised as an idea that improves this
problem in consideration of the entire amount of the
sentence of each article.

6 Future Works

It is thought that the extraction result in which
accuracy is high can be generated by considering the
shake of the synonym and the mark of the morpheme
not considered in the algorithm of this system, and the
appearance order. In assumption as the logic consid-
ered that relativity is high if the noun that becomes
a standard is expanded because only it doesn’t ex-
ist at the beginning in the sentence, and the logic in
a relativity judgment that one noun extracted of the
deletion, and there is one, is the false detection that
deletes a relativity and high article?It is thought that
it is possible to eliminate it. Moreover, it compares af-
ter the noun of frequent occurrence is excluded when
similar judged, and there is a possibility to understand
the noun that the content of the article on the object
or more characterizes.
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Abstract: The iterated prisoner’s dilemma (IPD) game has been frequently used to examine the evolution of
cooperative behavior among agents. When the effect of representation schemes of IPD game strategies was examined,
the same representation scheme was usually assigned to all agents. That is, a population of homogeneous agents was
usually used in computational experiments in the literature. In this paper, we focus on a slightly different situation
where each agent does not necessarily use the same representation scheme. That is, a population can be a mixture of
heterogeneous agents with different representation schemes. In computational experiments, we use binary strings of
different length (i.e., three-bit and five-bit strings) for representing IPD game strategies. We examine the evolution of
cooperative behavior among heterogeneous agents in comparison with the case of homogeneous ones for the standard
IPD game with the typical payoff values 0, 1, 3 and 5. Experimental results show that the evolution of cooperative
behavior is slowed down by the use of heterogencous agents. It is also demonstrated that the faster evolution of
cooperative behavior is achieved among majority agents than minority ones in a heterogeneous population.

Keywords: lIterated prisoner’s dilemma (IPD) game, evolution of cooperative behavior, evolution of game strategies,
genetic algorithms, representation, coding schemes.

machines, feed-forward neural networks, if-skip-action

I. INTRODUCTION . . .
lists, parse trees storing two types of Boolean functions,
The evolution of cooperative behavior among agents lookup tables, Boolean function stacks, and Markov
in the iterated prisoner’s dilemma (IPD) game has been chains. Experimental results showed that the choice of a
discussed in many studies since the late 1980s [1] and representation scheme had a dominant effect on the
the early 1990s [2], [3]. A player’s strategy, which can evolution of game strategies.
be represented in various manners such as a binary When the effect of the choice of a representation
string, a real-number string, a finite-state machine and a scheme was examined, the same representation scheme
neural network, is evolved by selection, crossover and was usually assigned to all agents in a population. That
mutation in those studies. The fitness of a player in a is, a population of homogeneous agents was usually
population is defined by its average payoff obtained in used in computational experiments. In this paper, we
iteratively playing the prisoner’s dilemma game against focus on a slightly different situation where each agent
other players in the same population. Various techniques does not necessarily use the same representation scheme.
and concepts have been introduced to the IPD game For example, some agents can use binary strings as their
such as the speciation of strategies [4], individual game strategies even when all the others use feed-
recognition [5], and partner selection [6]. The IPD game forward neural networks. That is, a population can be a
has also been extended to various cases such as a multi- mixture of heterogeneous agents. Our aim is to show the
player version [7], [8], a spatial version [9], [10], effect of mixing different representation schemes.

stochastic strategies [11], [12], and random paring [13],

[14]. See [15] for various studies on the evolution of
II. IPD GAME AND GAME STRATEGIES

cooperative behavior among agents in the IPD game.

Recently the IPD game has been used for examining In this paper, we examine the evolution of
the effect of the choice of a representation scheme on cooperative behavior among heterogeneous agents in
the evolution of game strategies [16], [17]. Those comparison with the case of homogeneous ones through
studies compared various representation schemes such computational experiments on the standard IPD game
as finite-state machines, cellularly encoded finite-state with the typical payoff values 0, 1, 3 and 5 (see Table 1).
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The prisoner’s dilemma game with the payoff matrix in
Table 1 is played for a prespecified number of rounds
(100 rounds in our computational experiments) between
a pair of randomly selected agents from the current
population. The random choice of two agents and the
game playing between them are repeated in each
generation until every agent plays the IPD game against
a prespecified number of opponents (five opponents in
our computational experiments). The fitness of each
agent is defined by the average payoff per round
obtained in the current population. New strategies for
the next generation are generated by genetic operations.

We use three-bit and five-bit binary strings for
representing IPD game strategies. Examples of those
binary strings are shown in Table 2 and Table 3. Table 2
shows a three-bit binary string “101” which represents
the so-call TFT (Tit-for-Tat) strategy. The same strategy
is represented by a five-bit binary string in Table 3. One
of these two representation schemes is assigned to each
agent in our computational experiments.

Table 1. Payoff matrix of our IPD game.

. Opponent’s Action
Player’s Action

C: Cooperate D: Defect

e ; Player: 3 Player: 0
- -ooperate Opponent: 3 Opponent: 5

Pl 5 Pl 11

D: Defect aver aver

Opponent: 0 Opponent: 1

Table 2. A three-bit binary string (TFT)

Player’s First Action: Cooperate 1
Opponent’s Action on .
. Suggested Action
the preceding Round
D: Defect D: Defect 0
C: Cooperate C: Cooperate 1

Table 3. A five-bit binary string (TFT)

Player’s First Action: Cooperate 1
Actions on the Preceding Round | Suggested
Player Opponent Action
D: Defect D: Defect D: Defect 0
C: Cooperate D: Defect D: Defect 0
D: Defect C: Cooperate | C: Cooperate 1
C: Cooperate | C: Cooperate | C: Cooperate 1

When we use both representation schemes, the
current population is a mixture of three-bit and five-bit
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binary strings. The game playing between binary strings
with different length involves no additional difficulties.
Thus we assume no restriction on the choice of two
agents for the game playing. That is, a pair of strings
(i.e., agents) is randomly selected from the current
population for the game playing with no restriction.

On the other hand, we always choose a pair of
strings of the same length for crossover. That is, we use
a mating restriction where binary strings of different
length are never recombined. The current population
can be viewed as two sub-populations: One with three-
bit binary strings and the other with five-bit binary
strings. Genetic operations are separately performed in
each sub-population to generate the next sub-population.
That is, the current population can be viewed as two
separate sub-populations in the genetic operation phase
whereas it is handled as a single population in the IPD
game playing phase in our computational experiments.

In each sub-population, a pair of binary strings is
selected based on the following selection probability:

P(Si) — ﬁtness(si)_fmin (\P) ,
z (ﬁtness(sj ) - fmin(\P))

je¥

)

where s; is the i-th string, fitness(s;) is the average
payoff of s; obtained by the IPD game in the current
population, ¥ is a sub-population including s;, and
fmin(P) 1s the minimum average payoff among strings in
the sub-population ¥. Eq.(1) is a standard roulette
wheel selection with the linear scaling based on the
minimum fitness value. It should be noted that the
selection is separately performed in each sub-population.
We apply the standard one-point crossover operation
to the selected pair of strings (with the probability 1.0 in
our computational experiments). One of the generated
two strings by the crossover operation is randomly
chosen as an offspring. The standard bit-flip mutation
operation is applied to the selected offspring (with the
probability 0.002 per bit). By iterating the selection,
crossover and mutation, we generate the same number
of offspring as the sub-population size. The current sub-
population is entirely replaced with the newly generated
offspring. Thus the sub-population size is constant
throughout the evolution of IPD game strategies.

III. COMPUTATIONAL EXPERIMENTS

We examined the following five situations in our
computational experiments:
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(1) Homogeneous case with 100% three-bit strings, = -=====" Three-bit
(2) Homogeneous case with 100% five-bit strings, 30k o T T
(3) 25% three-bit strings and 75% five-bit strings, '

(4) 50% three-bit strings and 50% five-bit strings,
(5) 75% three-bit strings and 25% five-bit strings.

We used the following conditions in computational 251

experiments in this paper:

Average Payoff

[Overall computational experiment setting]
Number of runs: 1000 for each case.
[Genetic algorithm setting] R R T S
Population size: 100, 0 200 400 600 . 8001000
Number of Generations

20F

Initial strings: Randomly generated binary strings,
Selection: Roulette wheel selection in Eq.(1),
Crossover probability: 1.0 (One-point),

Mutation probability: 0.002 per bit (Bit-flip), oo Three-bit — Five-bit
Generation gap: 100% (i.e., no elite individuals), L —
Termination condition: 1000 generations. 3.0 ]

[IPD game setting]|

Number of opponents: 5 (Randomly chosen),
Number of rounds: 100 (between the same agents).

Fig. 2. Average payoff from inhomogeneous populations
with 25% three-bit strings and 75% five-bit strings.

2P e em ANAN
PX VRNt T ~re

vaa  pwond
.

251k
First we compare the two homogeneous cases with

each other in Fig. 1 where the average payoff at each
generation is shown. This figure shows the effect of the
choice of a representation scheme on the evolution of 20k 4
cooperative behavior. In Fig. 1, slightly faster evolution 000300 6008001090
of cooperative behavior was achieved by shorter strings

Number of Generations
(i.e., by three-bit than five-bit). Since the representation Fig. 3. Average payoff from inhomogeneous populations

schemes are very similar to each other, we obtained with 50% three-bit strings and 50% five-bit strings.
similar results in Fig. 1. The choice of a representative

scheme, however, often has a dominant effect [16], [17]. ~ ~~=~~~ Three-bit — Five-bit
We used these very similar representation schemes in 30k L
order to highlight the effect of mixing them.

Average Payoff

------- Three-bit — Five-bit

T T T T T T 1 T
30K 4

25

Average Payoff

20

L | L | L | L | L |
0 200 400 600 800 1000
Number of Generations

Average Payoff
[\S]
W
T

Fig. 4. Average payoff from inhomogeneous populations

with 75% three-bit strings and 25% five-bit strings.
2.0F 4

L | L | L | L | |
0 200 400 600 , 800 1000 Experimental results on the three inhomogeneous
Number of Generations o

cases are shown in Figs. 2-4. The average payoff was

calculated in each sub-population in these figures. From

Fig. 1. Average payoff from homogeneous populations.
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the comparison of Fig. 1 with Figs. 2-4, we can see that
cooperative behavior was more easily evolved among
homogeneous agents in Fig. 1 than heterogeneous ones
in Figs. 2-4. That is, mixing different representation
schemes in a population slowed down the evolution of
cooperative behavior. This negative effect was the most
severe in Fig. 3 where the number of agents with each
representation scheme was the same. An interesting
observation is that better results were always obtained
by majority agents (i.e., five-bit strings in Fig. 2 and
three-bit strings in Fig. 4) when the number of agents
with each representation scheme was different. Another
interesting observation is that much better results were
obtained in Fig. 4 than Fig. 2 whereas there was no
large difference in Fig. 1 between the two schemes.

VI. CONCLUSION

In this paper, we examined the effect of mixing
different representation schemes on the evolution of
cooperative behavior in the IPD game. We used very
similar representation schemes: three-bit and five-bit
binary strings. We obtained similar results from these
two representation schemes when they were separately
used in homogeneous populations. Their simultaneous
use in a single population, however, clearly slowed
down the evolution of cooperative behavior. This
negative effect of mixing different representation
schemes affected the minority agents more severely.
The worst results (i.e., the most severe negative effect)
were obtained when the number of agents with each
representation scheme was the same. As future research,
we are planning to further examine the effect of mixing
different representation schemes on the evolution of
cooperative behavior in various situations such as using
more than two types of agents and/or totally different
representation schemes. We will also discuss potential
positive effects of mixing different representation
schemes on the evolution of IPD game strategies.
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Abstract: This paper describes the control of the moving robots in an autonomous decentralized FMS by moving
robots’ mind change. In Autonomous Decentralized Flexible Manufacturing System where a lot of moving robots
operate, there are problems of path interference. There is an existing method we have developed, called AAA used to
evade from these interference problems. However, using this method, it is very difficult to grasp entirely the
innumerable path interference situations that really occur. Therefore, to evade these unexpected situations flexibly, we
propose the mind model which is the complicated expression of combinations from the three elements: Stimulation
Vector, Unit and Load. Even if a same situation happens, moving robots take different actions when the mind is
changed.

Keywords: Robot moving collision, FMS, AGV, path interference, mind

L. INTRODUCTION The effectiveness of these models are evaluated with

production simulations in a AD-FMS virtual factory.
Today; the actions of the robots are made by pre-

decided control rules. When many robots try to perform

complicated tasks, it is very difficult for them to Il ELEMENTS OF MIND

cooperate with each other by using the pre-decided It is said that mind is not constantly decided but
changes ambiguously. And decision-making standards

control rules. ;

. are different from each other.

On the other hand, human beings can perform such oy .

licated tasks b I based  thinkine. It i Considering these factors, we propose the mind

Eomp 1cat::1 ;S s ybal,l ana}f/ze ase. d t11111 tlng. blls model which is the combination of three elements:

ceause .e uman beings [ l]ave a mm at enables Stimulation Vector, Unit and Load. The mind model can
them to think by themselves"". . .

deal with mind change.

Instead of using the pre-decided control rules, if we

. . Excited Degree
can provide a mind to the robots, they can cooperate ‘Ei g
themselves to perform complicated operations and will

be able to adapt in every situation. —>

In Autonomous Decentralized Flexible Fig.1 Stimulation vector Fig.2 Unit

Manufacturing System (AD-FMS), a lot of moving

robots called Automated Guided Vehicles (AGVs) are o
operated 7!, In AD-FMS, AGVs move individually
and have a high possibility to collide with each other. Fig.3 Load

In this paper, we propose the mind whose functions

include mind change in order that AGVs do not collide. The function of the Stimulation Vector shown in

Fig.1 is to link between the Unit and the Load. If the
stimulation signal is sent to the Stimulation Vector, the

We will also present 6 models of AGVs mind, basic
model, model of majority decision, model of mind that

is hard to carry out mind change and other 3 models of . . . . .
) y & ) stimulation signal is either sent to the Unit or Load to
mind that are easy to carry out mind change. . L
indicate the arrow direction.
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Fig.2 shows the schematic figure of the Unit which
has the variable called Excited Degree [E] and the
threshold value [T]. [E] of the Unit A is shown as A[E].
In the later sentences, Unit A is shown as just A.
Similarly, [T] of A is shown as A[T]. [E] increases and
decreases by various stimulations. If [E] exceeds [T], it
is decreased to [T] and the Unit will send an output
stimulation signal in the direction of the Stimulation
Vector arrow. In this way, the Unit function will receive
an input stimulation signal and send an output
stimulation signal. When the [E] and [T] are equal, the
Unit state is called Excited. Meanwhile, when [E] is
lower than the [T], the Unit is said to be on Calm state.
These two states can be changed and the change
corresponds to mind change.

The Load shown in Fig. 3 has one numerical value
plus or minus called Control Value. The Load is linked
with the Unit by the Stimulation Vector following an
arrow direction. If a stimulation signal is sent to the
Load, [E] of the Unit is added or reduced by Control
Value of the Load.

The mind change is expressed by the change of state
of the Unit. Even if the same situation happens twice,
AGVs can take different actions whether the mind has
same state or not. The state of mind changes by sending
a stimulation signal to Units or Loads from the result.

III. AGV WITH MIND

1. AD-FMS

Fig.4 shows the AD-FMS model. The AD-FMS
consists of AGVs, machining centers that process parts,
the parts warehouse that supplies many parts to
machining centers and the products warehouse that
stores finished parts. These correspond to agents.

2. Problems of AGV moving control

In the AD-FMS, when many AGVs operate, there
are problems of path interference. There is an existing
method we have developed called AAA used to evade
from these interference problems by knowledge
exchange 7. Even if, this method is used, it is very
difficult to grasp entirely the innumerable path
interference situations that really occur. Therefore, to
evade these unexpected situations flexibly, we use the

mind model.
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Parts AGY 1 Gv2 GV s
S S S ——
(PAW)
- -
Products Mcii-1 Mcia-1 MCs-1 Mcii M-
Warehouse f----! -——.——— ———.»—— ————————————————————————————
(PRW) AGV 3 AGV4
MCi3-1 MCH-1 MCi6-1 MCiz-2 MCH-3
JEURRS U VRN PR SUUU SN MR I S S
Mq7-1 MC -1 MCi7-2 MCi2-3 MC-2
JEURRS U RSN SR SEUUS SN NSRS O SN SO
MCB-3 McCis-2 MCi4-3 MCi8-2 MCi6-3
RS-SRS AU MU O S-S
N S SRR
M Cl6-2 MC5-3 MC8-3 MCy-3
IS R FRVR - SUPUPURY NP SR ST JUPU: S —

Fig.4 Model of AD-FMS

3. Basic models of AGVs’ mind

Fig.5 shows the basic model of AGVs’ mind (model
(1)) that consists of 3 Stimulation Vectors, 2 Units (A,B)
and a Load a with random numerical values of minus.

Fig.6 shows the work of model (1). In AD-FMS
environment, AGVs can grasp each other’s positions by
exchanging their information !,

When a certain AGV-1 gets closer to the other AGV,
the information for possibility of the path interference is
input into A of the mind. Then, the model (1) of AGV-1
outputs one of the following actions by the two states of
its A, Calm and Excited. In this way, AGVs mind can
also be divided into arrogant and modest states by the
states of A.

Calm Go to the destination
— Arrogant AGV
Excited Make way for other AGV

— Modest AGV

When the arrogant AGV and the modest AGV gets
closer, the arrogant AGV forces to go ahead. At the
same time, the modest AGV clears the path so that the
arrogant AGV can pass.

When the two arrogant AGVs get closer and path
interference occurs, AGVs stimulate their individual
mind by sending A the signal to increase A[E]. A gets
Excited when A[E] reaches to A[T]. As a result, one of
the AGVs becomes modest and both AGVs can evade
path interference.

On the other hand, when the two modest AGVs get
closer and try to make mutual concession of the path,
AGVs stimulate their individual mind by sending B the
signal to increase B[E]. B gets Excited when B[E]



reaches to B[T] and sends a signal to a. o sends A and B
the stimulations that decrease A[E] and B[E] by random
integers from 1 to A[T] and from 1 to B[T]. As a result,
A and B become Calm together and one of the AGVs
becomes arrogant.

In this way, as for A, the state of A changes (Excited
< Calm) by the action result (path interference or
mutual concessions). This change corresponds to mind
change. In addition, it can be said that the model (1) can
express two states of mind, arrogant and modest.

When many AGVs get closer, AGVs evade path
interference by repeating the mind change.

| a<o0 J

Fig.5 Basic model of AGVs’ mind

Input | Output (Arrogant)

Other AGV gets closer Go to the destination

!

Path interference
Add 1 to A[E]

Output (Modest)

Make way for other

AGY
]

Mutual concessions
Add 1 to B[E]

Fig.6 Work of model (1)

| Path interference |

Model (1)

.

Fig.7 Model (2)

| Mutual concessions |

Fig.8 Model (3)
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| Path interference | | Path interference |

| Mutual concessions | | Mutual concessions |

Fig.9 Model (4) Fig.10 Model (5)

| Path interference |

B>0
A[T] > D[T]
B [T]> E[T]

©-&

Fig.12 Condition and
formulas of the models

| Mutual concessions |

Fig.11 Model (6)

4. More complicated models

To express various personalities of AGVs, it is
necessary to increase the number of internal elements of
the model of mind (1). We will present 5 more
complicated models of mind (model (2)-(6)).

Fig.7 shows the model (2). Inside this model, there
are a few model (1) and the state of mind is decided by
majority decisions.

Fig.8 shows the model (3). It is the model that adds
C and P between B and a of model (1). B takes random
positive integers from 1 to C(T). The process that A gets
Excited is similar to model (1). We will explain the
process that A gets calm. When B gets Excited, C is
stimulated. When C gets Excited, o is stimulated. As a
result, a changes all states of A, B and C from Excited
to Calm. It can be said that model (2) is harder to
change mind than model (1).

Fig.9, 10 and 11 show the model (4), (5) and (6)
respectively. These models are those who add D and E
to the model (1).

In case of model (4), when path interference occurs,
A[E] and D[E] increase. Because when A[T] > D[T], D
becomes Excited faster than A and D sends A the signal
to increase A[E]. Therefore, it can be said that the model
(4) is easy to become modest because A is easier to get
Excited than model (1).
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Table 1. The simulation results

Item Model €] 2) 3) 4) ) (6) Random
Volume of Production | 256.6 256.1 253.6 257.9 258.3 2579 143.3
Average Efficiency 25.79 25.7 25.44 25.84 25.92 25.92 14.79
Path Interference 1108 1113 1116 851 1110 891 11985

In model (5), when AGVs try to make mutual
concession of the path, E gives B simulations. Because
of it, the model (5) is easy to become arrogant. That
means A is easier to get Calm than model (1).

Model (6) has the characteristics of both models (4)
and (5).

Let’s pay attention to the numerical values of A[T]
and D[T]. The smaller they are, the more easily A gets
Excited. That is the mind easily becomes modest. On
the other hand, the larger they are, the more difficult
mind becomes modest. Similarly, let’s pay attention to
numerical values of B[T], C[T] and E[T]. The smaller
they are, the more easily A gets Calm. That is the mind
easily becomes arrogant.

Various characters can be expressed by combining
the above-mentioned features. For instance, when a
certain model of mind has small values for A[T] and
B[T], this model expresses the mind that are easy to
change mind.

Fig.12 shows the condition and formulas of the
models.

IV. SIMULATION RESULTS

In this paper, we applied all of mind models (model
(1)-(6)) that we have presented to AGVs in AD-FMS

which is built on a computer and carried out simulations.

In addition, to compare the various conditions of the
models, the simulation with the condition that randomly
changes mind states were also carried out.

Table 1 shows the simulations results (the volume of
production, average efficiency of machining centers,
and the number of path interference).The results of
model (2)-(6) are compared with that of model (1).

The results shown in table.1 reveal that the state of a
mind changes randomly, the volume of production and
average efficiency of machining centers fell remarkably,
and the number of path interference increased 10 times
than that of model (1). Therefore, it can be said that
moving control with a mind change is effective.

Both the volume of production and the average
efficiency of machining centers of model (4)-(6) were
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slightly better than that of model (1). The models can
reduce time spent for evading path interference because
these models are easy to change their states. Moreover,
number of path interference of model (4) and (6) could
be reduced 20% more than that of model (1).

V. CONCLUSIONS

In this paper, we proposed the various mind models
of AGVs that can flexibly evade unexpected path
interference situations not using the pre-decided control
rules. Comparing the proposed mind model with the
basic mind model, we could obtain the better result that

reduced the number of path interference by 23.2%.
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Abstract

In this paper, energy tophallaxis, distributed au-
tonomous energy management methodology inspired
by social insects and bat behaviour, and its advantage
is shown by a series of computer simulations to ad-
dress the survivability of organized agents group under
dynamics environment with uncertainty. Uncertainty
of organizational agent’s behaviour is represented by
2 Lévy distributions. By controlling energy donation
behaviour based on these distributions carefully, the
survivability of a larger group that traditional works
cannot analyze is examined. As a result, a only small
friendship over organization makes the group’s surviv-
ability improved dramatically.

1 INTRODUCTION

This paper proposes a basic methodology for re-
source assingnment problem in a multiple agents sys-
tem with uncertainty. There is a lot of papers which
discuss resource assingnment problem under condi-
tions of complete infomation. Meanwhile, growing in
popularity of Internet and robotic technology on our
daily life has been accompanied by a marked difficulty
of its efficient management. For example, let us think
about the energy management of many mobile robots.
Usually, their batties are charged by being plugged in.
When the number of plug is restricted or there is not
enough time to be charged, how should we manage
them? It is not easy question because of uncertainty.
Of course, the group of robots are desiged carefully for
some specific tasks but their behaviour is not 100%
known beforehand. Especially, it seems to be very dif-
ficult to predict their energy consumption when they
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engage in jobs to interact directly with human. As we
know, human changes its mind frequently. However,
even if there is this innate difficulty, it is undeniable
fact that some methodology that can design resource
allocation under such uncertainty is required.

We have focused attention on trophallaxis.
Trophallaxis is mouth-to-mouth food sharing among
ants[1], bats[5], and other some social animals. Basi-
cally, traditional energy management of robots have
been based on nest like “central sharing”, that is diffi-
cult to share their energy by congestion. On the other
hand, this new energy sharing strategy, energy trophal-
laxis, can provide more flexible energy flow so that
they can survive longer and stable[3][2].

In this paper, we discuss the survivability of a arger
group with trophallaxis type energy sharing. When
the colony is small, the hypothesis that each agent
can transfer its energy to any member directory is rea-
sonable, because the travel cost for reaching a recipi-
ent is negligible. Therefore, when the feeding success
rate, the probability of getting energy from the en-
vironment, is independent, the larger the colony, the
easier it is for its members to survive [3][6].

However, in general, it is difficult to assume this
condition when the colony is large because some agent
pairs must pay considerable travel costs. We show
that this difference is sufficiently critical to result in
members in larger colonies having a shorter life. By
simulation, we show that an increase in the colony size
makes it difficult for agents in a common organization
to survive. Despite this counterproductive scale effect,
we show that trophallaxis is still a good strategy for a
large colony to achieve high survivability, by the law
of large numbers. The scale effect can be solved by
small world trait, which is normally found in ordinary



Figure 1: An example of high correlation between be-
haviour in the workspace and the organization.

relationships with friends.

This paper is composed as follows. In the next
section, we propose our approach for handling large
colony sizes. Two static networks are introduced: or-
ganization network and friend network. In our frame-
work, agents meet others statistically. We suppose
that all agents belong to the same organization, and
an agent meets others according to a rendezvous prob-
ability, based on the topological distance of the orga-
nization network. When a pair of agents meet, the
richer decides whether it donates energy to the poorer
according to a permission probability, based on the
topological distance of the relationships with friends
in the friend network. Using these two probability
distributions and networks, we can examine a variety
of organizational structures.

In section 3, we briefly explain the trophallaxis
model. We proposed an extension of the vampire bat
energy model [6]. This model is useful because it is
simpler than those of other related works [2][3].

In section 4, using simple computer simulation, the
emerging properties are discussed.

2 THE ORGANIZATIONAL STRUC-
TURE

2.1 Organizational network

This paper examines a large colony. In this case,
the travel cost for some agent pairs is not negligible,
so we assume that energy transfer is conducted when
a pair of agents happen to meet. When the agents
rendezvous, one decides whether to donate energy to
the other.

We suppose that the rendezvous frequency depends
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Figure 2: Networks used as organizational structures
:(a) Complete Graph, (b) Regular Graph, (c)Beta
Graph, (d) Random Graph

on the relationship of the agent pair on the organiza-
tion of their colony. Obviously, the frequency of ren-
dezvous is also determined by behaviour, however, in
this paper, we are not interested in particular prac-
tical robot behaviour and tasks. Therefore, we in-
troduce colony organization, rather than some con-
crete behaviour to approximate the frequency of ren-
dezvous. When a colony is well organized, the orga-
nizational structure seems to provide a strong correla-
tion between the working area of the members and the
topological relationship of the organization, as shown
in Fig.1. This figure shows a robot system that the de-
signer wants to realize. The agents on each floor must
work cooperatively, so these agents will have strong
relationships. Obviously, these agents will meet fre-
quently, therefore, the designer will assign the appro-
priate number of robots to build an effective robotic
system. When a well-organized structure is provided,
it is reasonable that the frequency of rendezvous can
be estimated from the topological distance of the or-
ganization structure.

We assume that this each rendezvous takes place
following by a probabilistic function based on their
relative distances within the organizational structure.
The organizational structure is represented by a graph
with undirected links. Each node represents an agent.
We suppose that the distance is the shortest link dis-
tance in the network. Also, the network is static, and
there are no changes during trials. For example, if
an agent is completely exhausted, the corresponding
agent’s node is not alive. However, this void node
does not change the shortest distance calculation for



frequency

Figure 3: Shortest distance distribution of the net-
works adopted in this paper.

other agents. Note that two different networks are
introduced - one for the rendezvous and the other is
for permission probability of donating. However, both
networks use the same notation and distance calcu-
lation method. Later, we describe the details of the
network for judging whether to donate. The organi-
zation network S gives its adjacency matrix A of C.
Now, when a colony C = {i € {1,---,n}} is given, if
there is a link between agent ¢ and j, the element a;;
of A is 1, otherwise it is 0.

The distance between a pair of agents is calculated
as the shortest distance of A. Let the distance of agent
i and j be d(i,7)(= d(j,i)). The shortest distance is
then deduced by the Dijkstra method.

This paper adopts a complete graph, a lattice graph
(a kind of regular graph), a random graph, and a
[B-graph[4], as shown in Fig.2. Figure 3 illustrates
the shortest distance distribution of these graphs for
n=200.

The complete graph corresponds to a small, well
organized structure. Each agent has links to all oth-
ers (Fig.2a), therefore, the distance from any agent to
any other member is 1, which is shortest. This sug-
gests that they all work together in a vicinity.The lat-
tice graph is introduced to represent organizations in
which the members interact well locally. As shown in
Fig.2b, each agent has L equal number of links to its
neighbours. When L=2, they connect as a ring. This
means that there is a less well marked global structure,
but there are strong relationships among neighbours.
Figure 3 shows the shortest distance distribution for
L=4. There are a constant number of agents located in
a range from very close to very far away. The random
graph represents an unorganized organization struc-
ture (Fig.2d). The distance distribution is similar to a
normal distribution. The S-graph [4] is generated by
applying the random rewiring procedure to the lattice
graph noted above. A link of the lattice graph, se-
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Figure 4: Rendezvous probability of «

lected by probability p, is removed and reconnected to
another node. This process is called random rewiring.
Even if this probabilistic procedure causes the net-
work to lose strong connectivity, there is no special
compensation algorithm. Obviously, the graph with
the random rewiring probability of p=0 is the original
lattice graph, and the graph with a random rewiring
probability of p=1 is same as the random graph. This
parameter changes the characteristics, in particular for
the graph with a probability of around p=0.1 is known,
as it has small world characteristics[4]. This property
means that the average distance is slowly increased as
log(n). In Fig.3, the S-graph is made from an L=4
regular graph, and p=0.1 is shown. The degree distri-
bution at L=4 is like that of the original lattice graph,
whereas the distance distribution is completely differ-
ent from the original.

2.2 Rendezvous probability based on the
organization network

Let the distance of agent ¢ and j in a given organi-
zation network be d, (%, j)(= d,(j,7)). Now we suppose
that the rendezvous probability is defined as the power
function fo of distance d, (i, j) as follows.

f(do('é,])) = m/do(iuj)ao (1)

In the remainder of this paper, m=0.5. «a, is a con-
trol parameter. This function has been well studied
in many areas, for example, the Lévy flight probabilis-
tic procedure. In Fig.4, the probability distributions
a, = {2.0,2.5,3.0}tare shown. If a, is small (,j2),
agents too far away still have a high probability of
meeting; when «, is large, for example, «,;3.0, agents
only meet their closer neighbours.



3 ENERGY SHARING MODEL AND
ITS EVALUATION

3.1 The Vampire Bat Energy Sharing
Model

This section explains the trophallaxis energy ex-
change procedure. When a pair of agents meet accord-
ing to the rendezvous probability in eq.1, they have a
chance to exchange energy. We adopt a model pro-
posed by [6] for this exchange procedure. This model
is simple and well-grounded because it simulates the
energy exchange procedure of the common vampire
bat, which is a famous example of for trophallaxis [5].

The essence of the model is that each agent tries
to get food once every 24 steps. The feeding success
probability is called the feederate. Now, if agent ¢
succeeds, its energy e; is fully increased.

(2)

Each agent consumes ecycle per step. If e; < 0, it is
dead. If e; < epneeq, agent ¢ requests donations from
richer agents - those who have more energy than epgye-
If a rich agent accepts the request, the recipient re-
ceives thave energy per donation. The exchange loss
during transfer is represented by ecfficiency. For ex-
ample, if ecfficiency=100, the energy which a donor
loses is the same as that obtained by the recipient;
if the recipient receives no energy, then ecy ficiency=0-
That is,

e;(t) = emaz-

(3)

Erecipient (t + 1) = C€recipient (t) + th(weeefficiency/loo-
(4)

ecycle:L

€donor (t + 1) = €donor (t) — thave-

These parameters are set as follows:
emax:607 eneed:24a ehave:287 ttransfer:37
€cf ficiency=80, feederate =0.7. These are re-
flected in the vampire bat. Under this parameter set,
a donor cannot be a recipient after single donation
because

(5)

€have — ttransfer > €need-

Therefore, this is called the stable condition.

3.2 Permission probability on the friend
network and donor selection

When an agent is starving (e < €peed), it makes
havelisti which is a set of donor candidates.

As mentioned previously, two networks are intro-
duced in this paper: the organization network, which
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controls the rendezvous probability, and the friend net-
work. The judgment as to whether an agent donates
energy when a pair of agents meet is determined by
the permission probability based on the distance be-
tween them in this network. The notation of the friend
network is same as for the organization network. Also,
the same network types are adopted.

Let the distance of agent 7 and j in the friend net-
work be d¢(4,5)(= ds(j,i)). Now we suppose that
the permission probability is also defined as the power
function f; of distance d;(7,7) as follows.

fdy (i, 5)) = m/dy (i, 5)°7 (6)

In the rest of this paper, m=0.5. ay is a control pa-
rameter. When a pair of agents meet, if one is starving
and the other has enough energy to satisfy the stable
condition (see eq.5), the richer one joins the recipient’s
havelist with the probability ff(ds(i,j)).

When there is more than one rich agent (e > epqpe)
in a recipient’s havelist, their order can cause another
problem. In this model, a donor is selected randomly.
The trophallaxis is executed repeatedly until there are
no starving agents or there are no rich agents in the
starving agent’s havelist.

3.3 Evaluation criteria:survivability

In this model, survivability is employed as the
evaluation criterion. Each simulation is executed for
10x365x24 steps, which corresponds to 10 years - a
sufficiently long span. The ratio of survivors to the
number of initial members is evaluated as the surviv-
ability.

4 COMPUTER SIMULATION

In this section, we show the characteristics of a large
size colony by employing colony size n, the rendezvous
probability of «,, based on the organization network,
and the permission probability of ayf, based on the
friend network.

4.1 Complete graph organization with
trophallaxis

First, we conduct a simulation to address the af-
fect of scale on trophallaxis. We use four some-
what small different sized colonies with trophallaxis
n = {15,20,25,35}, and a colony of size n=35 with-
out trophallaxis. All colonies with trophallaxis adopt
the complete graph as their organization and friend



survivability

0 500 1000 1500 2000 2500 3000 3500
days (step/24)

Figure 5: Survivability of a small colony.
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Figure 6: Size effect of lattice organization colony.

networks, so that a member can get energy from any
other member. Each colony is examined for at least
50 trials and the average survivability for each day is
shown in Fig.5.

The dotted line indicates the survivability of the
colony of 35 agents without trophallaxis. The x axis is
the time (day=step/24) and the y axis is the surviv-
ability. As you see, survivability drops quickly. There
was no trial in which at least one agent survived over
150 days.

The solid lines illustrate the results for the colonies
with trophallaxis. When n=15, the colony can survive
longer than the colony without trophallaxis but for no
trial among 20 trials did at least one agent survive
more than 1250 days. However, colonies larger than
30 agents can survive over 10 years.

This result can be understood as follows. In this
exchange model, each individual’s feeding success rate
is independent and this model assumes that the total
amount of food in the environment is unlimited. In
this case, the number of agents who get food converges
at n- feederate when n becomes infinite, by the law of
large numbers theorem. Consequently, the probability
of the occurrence of the “less food” state goes to zero.
Therefore, we can say that trophallaxis offers a great
advantage for survival if agents can exchange energy
with any other agent at any time.
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4.2 Lattice graph organizations with

trophallaxis

In the previous subsections, we conducted a set of
experiments to address the survivability of trophal-
laxis of ideal colony. In this successive subsections,
lattice networks with L=20 for a more practical large
colony are used mainly. In section 4.2.2, the organi-
zational structure adopts a lattice graph and a friend
network that is a S-graph network, based on the lattice
graph.

4.2.1 Lattice graph friend network with lat-
tice organization

When a pair of agents meet and one is able to donate
energy, first the donor candidate decides whether it
will donate, based on its permission probability ff(d)
(see eq.6.). The parameter oy controls the range of
the donation. When ay is smaller than a,, in eq.1,
the agent gives energy agents who it rarely meets. If
oy is larger than oy, however, it does not donate to
agents who it meets frequently. First, we conduct a
simulation to bring out the effect of the colony size, n.
We used 15 colonies by combining colonies of differ-
ent sizes, n = {25,50, 75,100,150} and three different
organization networks «, = {2.0,2.5,3.0}. The friend
network parameter oy of all of these is 2.5. Figure 6
shows the survivability. When the colony size is small
(n=25), they partially survive. Survivability improves
with an increase of n until some limit. After the limit,
it becomes worse, depending on «.

We think this result is very important because it
indicates that the colony size has an adverse affect on
survival. Even if the feeding success rate is indepen-
dent, the survivability becomes worse as the colony
size increases, when the organizational structure is a
lattice graph.

The reason could be that, in such an organization,
every agents has 20 links to their neighbours. There-
fore, a donor can give its energy to a recipient 10 units
away from it. Obviously, the speed of the diffusion of
energy in this case is faster than for a network with a
smaller number of links, for example L=2 or 3. Thus,
surplus energy moves away from its donor quickly.
Therefore, in the long term, its donation does not
make its neighbour and itself rich. When the colony
size is not too large, namely n=>50, as shown in Fig.6,
we suppose that the diffused energy comes back before
it vanishes due to exchange losses, €cficiency- because
it takes few exchanges to make a circuit of the orga-
nization. Therefore, survivability is improved. When
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Figure 7: g-graph friend network over a dense lattice
organization (c,=2.0).
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Figure 8: (-graph friend network over a sparse lattice
organization (a,=2.5).

the colony is too large, the scale effect is lost. More
work is needed to clarify this issue.

4.2.2 (-graph friend network over a lattice or-
ganization

The last section showed that trophallaxis does not
work well in a large lattice graph organizational struc-
ture. We suggested the reason is the quick diffusion of
energy. In this section, we conduct a simulation ad-
dressing this trend. In generally speaking, a (B-graph
with a small rewiring probability has high clustering
coefficient. This means that there are many small tri-
angles in the organization. Therefore, it is reason-
able to ask whether this helps retain surplus energy.
Figures 7 and 8 show the survivability of a (G-graph
friend network with L=20 over lattice graph organiza-
tion network with L=20, n=100, and «, = {2.0,2.5}.
In both graphs, the x axis is the rewiring probability.
The effect is impressive. Of all these situations,
the colony with a small rewiring probability, p=0.125,
can survive more consistently than that of one with a
rewiring probability of p=0.0. Although more work
is require to clarify the details of this mechanism,
this high survivability ensures that we can say that
the rewiring procedure can produce successful trophal-
laxis.
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5 CONCLUSION

In this paper, the survivability of large colonies with
trophallaxis energy transfer is examined by introduc-
ing two networks: an organization, and a friend net-
work. In a large colony, the travel cost for some agent
pairs is not negligible, so that energy transfer is con-
ducted when a pair of agents happen to meet. The
probability of a rendezvous is determined by the or-
ganization network. After a pair of agents meet, one
decides whether to donate energy, based on its permis-
sion probability, which is defined by the friend net-
work. By this simplified approach, we can examine
the characteristics of survivability for a large colony
with trophallaxis, for example, the scale effects and
unfavourable issues.

Several computer simulations produced the follow-
ing observations: 1) In general, if the colony is small,
survivability improves with an increase of members.
However, even if their feeding success rate is inde-
pendent, their survivability becomes worse with an in-
crease in colony size when their organization structure
is a lattice graph; and, 2) it is possible to deal with this
unfavourable characteristic using the random rewiring
procedure of f-graph, which yields a small world phe-
nomenon.
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I. INTRODUCTION

Recent advances in robotics and artificial life make
now possible to develop a growing number of real-
world applications in various fields. However, these
applications require a new generation of open software
architecture that combines such technologies with
lightweight design and portability for onboard and
online applications. This paper proposes a new
evolutionary nano-agent control architecture designed
for intelligent artificial creatures. This software
environment takes advantages of our past experiences in
distributed artificial intelligence with the Knowledge-
based Operating System (KOS) [1], multi-expert
applications such as the Electronic Copilote project for
combat aircrafts [2], and the more recent Evolutionary
Virtual Agent (EVA) applications [3].

In the first part of the paper, we introduce the nano-
agent bio-inspired architecture and its programming
language called nanoScheme. The second part describes
an application developed using this software
environment: an online self-animated character that can
interact using natural language and emotional
expressions. This virtual character is based on a
“schizophrenic” model in which the character has
multiple distinct personalities, each with its own pattern
of perceiving and interacting with the user. The
qualitative efficiency of this prototype is then compared
with the ALICE conversational engine [4]. The paper
concludes by outlining future developments and some
possible applications.
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Il. ARCHITECTURE OVERVIEW

1. Nano-agent architecture

We propose a multi-agent bio-inspired architecture
that does not try to simulate a specific organism but
rather integrates several artificial life features in order to
implement machine life and intelligence. A typical
application consists one or more nano-agents, and
possibly up to a large number if necessary as in natural
swarms. Nano-agents can run on a standalone machine
or can be distributed on a network of computers
depending on the application requirements. We call
them “nano” because of their small size and resource
requirement compared to most existing software
environments. In the current implementation, the core
technology is implemented in Java and its weight is less
than 25 Kilo-bytes. Most applications require a small set
of knowledge-base and behavioral scripts text files, thus
resulting in lightweight applications that are well-suited
for web-based, mobile phone, robots and embedded
environments.

2. The nanoScheme language

The behavior of each nano-agent is programmed
using a user-friendly language, called nanoScheme,
based on the Scheme programming language. It
includes a reduced set of primitive functions which is a
subset of the R4RS specification [5]. This subset is
given in table 1. Most of the missing features of the
Scheme specification could be added by programming
them directly in nanoScheme. This provides the



application developer a high-level interactive language
which is embedded in each nano-agent.

Table 1. The nanoScheme core primitives
+-*[/=<><=>=
cos sin acos asin log expt round
number? integer? even? string? symbol?
string=?eqv? pair? null? procedure?
string->number number->string
string->symbol symbol->string
substring string-length string-append
cons car cdr set-car! set-cdr!
quote eval apply load
define lambda set! begin if

3. Artificial life primitives

The nanoScheme language includes also a reduced
set of bio-inspired primitive functions. They have been
designed in the same spirit of Tom Ray’s Tierran
assembly language [6]. That is, the production of
synthetic organisms based on a computer metaphor of
organic life in which CPU time is the “energy" resource
and memory is the “material” resource. These functions
are the following in the current implementation :

Table 2. Bio-inspired functions in nanoScheme

reproduce: create a new nano-agent.

terminate: kill the current nano-agent.

diffuse: diffuse a message to other nano-agents in the
local environment.

rule: define a new behavior rule consisting of
condition and action expressions, and a priority.
engine: make an inference loop on the current
behavior rule base.

crossover: genetic programming crossover operator.
mutate: genetic programming mutate operator and
random code generator.

random: return a random real number.

time: return the current real time.

stress: return a “stress” value based on the current
available memory and computing resources.

plugin: dynamically load a new package of dedicated
primitive functions.

message: hook invoked when the nano-agent
receives a message.

lifepulse: hook for implementing periodic behaviors.
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Since all code, behavior rules, and messages are
basically S-expressions (i.e. lisp expressions), the use of
genetic programming seems natural in this environment
[7]. Also, the remote execution of code on distant nano-
agents is a natural feature by simply sending messages
containing S-expressions. These expressions are then
evaluated by all nano-agents. This approach enables an
easy implementation of distributed algorithms on nano-
agents.

4. Natural language interaction

Each nano-agent can be specialized to a given task
by dynamically loading an appropriate dedicated
package using the plugin primitive function. A typical
example is the natural language package providing the
developer natural language processing features [8] such
as categories extraction, template expressions, etc.
These functions allow the design of efficient behavior
rules for implementing natural language interactions
with the user. Table 3 gives a simple example of such a
rule that handles the way to answer to most kinds of
“bye” expressions.

Table 3. Example of a behavior rule

(rule "example" 2

; condition part

‘(or (find? *categories* "BYE")
(find? *user-input* "see you"))

; action part

'(begin
(show HAPPY 0.5)
(random-template "BYE")))

I11. THE EXPERIMENT

1. The experimental prototype

We describe an experiment that illustrates the use of
the nano-agent architecture: an online self-animated
character that interacts using natural language and
emotional expressions. This experiment uses multiple
nano-agents for the natural language processing part,
plus an animated 3D character agent, a text-to-speech
agent and a “chat” agent for interactions with the user.
Figure 1 shows the graphical interface.

2. The “schizophrenic” character model

The virtual character is based on a “schizophrenic”
model in which the character has multiple distinct
identities or personalities, each with its own pattern of



perceiving and interacting with the user. Note that a
more accurate psychological term is Dissociative
Identity Disorder rather than schizophrenia [9]. Each
personality is implemented as one or more nano-agents
that reacts to the user’s inputs by computing an answer
using their behavior rules and diffusing messages
containing answers. Then, a dedicated nano-agent
“reconnects” the identities of the disparate alters into a
single functioning identity by selecting the “thought”
with the highest evaluation. In this prototype we used a
straightforward priority-based scoring approach.

The different personalities are based on stereotypes
used in story telling for creating believable characters
[10]. There are four basic personalities:

e The Protagonist is essentially the principal
driver of the effort to achieve the goal.

e The Antagonist is the personality which is
opposed to the Protagonist's end goal and tries
to undermine his success.

e The Logic personality is calm, perhaps even
cold. He makes decisions and takes actions
wholly on the basis of logic.

e The Emotion personality is reactive, seemingly
uncontrolled, disorganized, mainly driven by
feelings and moods.

As in story telling, additional secondary personalities
could be added to complete the character such as an
Obstacle personality which tries to block the ways or a
Sidekick which is a faithful supporter of any of the other
personalities. In our experiment, we have only
implemented the four main personalities. The emotion
one is based on both the previous emotional model of
Eva [3] and the ALMA hierarchical model [11].

3. Memory and web mining

They are two additional groups of nano-agents that
implement memory and web mining functionalities. The
memory group is responsible for storing and retrieving
information when needed. It stores all interactions with
the user in log files and an indexer periodically parses
these log files and extracts keywords. A dedicated
plugin package adds to nanoScheme a small set of
functions for retrieving information in the memory [12].
When the character has no information on a specific
question, the web mining group tries to find a pertinent
answer by searching information on the web [12].
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Hello, my name is Eva.
You can ask me questions in natural
language about artificial creatures.

How are you Eva ?

Fig.1. The virtual character interface.

IV. RESULTS AND DISCUSSION

In this section, we discuss a typical interaction
experiment with Alice [4] and Eva on the same simple
interaction scenario. We obtained the following result
with Alice:

(1) User: hi
Alice: Hello there.
(2) User: how are you today?
Alice: My logic and cognitive functions are normal.
(3) User: what is your name?
Alice: My name is ALICE.
(4) User: how old are you?
Alice: | am the product of over five years' research.
(5) User: Can you help me?
Alice: What kind of help would you like?
(6) User: What are clinical trials?
Alice: Have you tried a web search?
(7) User: Thank you.
Alice: you are quite welcome.
(8) User: bye
Alice: Sayonara.

We can note the quality of answers in the classical
introductory and concluding discussion phase. However,
even if its knowledge base includes a lot of general
culture information, Alice was not able to answer to the



very specific question about clinical trials and suggest
the user to try a web search.

We obtained the following result with the multiple
personalities of Eva :

(1) User: hi
Eva: Hello.
(2) User: how are you today?
Eva: Not too bad for a virtual creature.
(3) User: what is your name?
Eva: You may call me Eva.
(4) User: how old are you?
Eva : Just an advice: never ask such a question to a
woman.
(5) User: Can you help me?
Eva: | will do my best. What do you want?
(6) User: What are clinical trials? [...]
Eva: Researchers use interventional clinical trials to
test hypotheses about the effect of a particular
intervention upon a pathological disease condition.
(7) User: Thank you.
Eva: You’re welcome.
(8) User: bye
Eva: Goodbye.

As for Alice, the Eva introductory and concluding
phases are good. In (1), (3), (5), (7) and (8) the
Protagonist personality answers have been selected,
while in (2) and (4), the answers were from the Emotion
personality. The question (6) has been processed by the
web mining nano-agents through a search using
Wikipedia. The answer in this specific case is very
pertinent. However, for a more ambiguous question, the
answer is not so convincing [12]. Another problem is
that, in most cases, the user must wait for few seconds
between his questions and the answer (shown by [...] in
the interaction). This delay is due to the time required to
access Internet, make the search query and compute the
answer. This could be solved by enabling the
schizophrenic model to continue interactions with the
user while searching on the web. Another evident critic
is that the interaction case reported here is too short and
simple to let all the personalities express themselves in
the flow of conversation.

V. CONCLUSION

Eva is a long term open architecture project for
designing artificial creatures [13]. Future works include
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(1) a deeper study of the schizophrenic model for
creating rich believable characters, (2) enabling
interactions not only with the user but between the
multiple personalities, (3) adding much more
personalities to create a swarm. Another direction is to
develop more robust web mining and memory
functionalities using evolutionary programming and
swarm algorithms. Our goal is to reduce the amount of
programming required by learning information from the
flow of conversation and from the web rather than
coding a large amount of predefined knowledge.

The Eva bio-inspired architecture has obvious
applications for designing intelligent agents for
commercial web sites and marketing studies. However,
its lightweight nano-agent architecture enables a wider
spectrum of applications. We like to imagine virtual
assistants on mobile phones, assistants for lone aged
and/or sick people, for learning foreign languages,
virtual characters in video games and, of course, for
robotic and embedded applications.
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Abstract

Reflectometry is a kind of cable fault diagnosis.
There are various kinds of reflectometries such as time
domain reflectometry(TDR), frequency domain reflec-
tometry(FDR), and joint time-frequency domain re-
flectometry(TFDR). In this paper, we propose a new
fault location estimation method using residual of AR
coefficient estimation. Proposed fault distance estima-
tion method models the reference signal as a simple
second order AR coefficient, and estimates reference
signal and reflected signal via robust weighted least
square(RWLS) estimator. Using residual of estima-
tion, proposed fault distance estimator estimates the
fault location of the cable. The performance of the
proposed method is verified by simulations and exper-
iments.

1 Introduction

Defected cable may cause fatal disaster. In order
to prevent disaster, fault detection method is needed.
There are many kinds of cable fault diagnosis. The
reflectomery that stems from sonar and radar system
is one of the cable fault diagnosis. There are vari-
ous reflectometries, such as TDR, FDR, and TFDR.
Each reflectometry has different analysis method and
characteristics[1]. However, main idea of reflectometry
is the same. At the fault location of cable, transmit-
ted reference signal is reflected due to the impedance
miss matching. Fault location is estimated based on
the time delay between the reference signal and the
reflected signal.

The Gaussian enveloped linear chirp signal is
adopted as a reference signal on the TFDR method.
In the TFDR, the joint time-frequency energy distri-
bution of the reference signal and reflected signals is
computed. And the time-frequency cross correlation
is computed using the joint time-frequency distribu-
tion. The time delay information is obtained from the
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time-frequency cross correlation[1]. Accurate fault dis-
tance estimation in the TFDR is possible due to the
time-frequency cross correlation function. However,
the computational burden is a fatal obstruct to do
the real-time implementation. From the view point
of the estimator for the time delay between the refer-
ence signal and the reflected signal, cable fault diagno-
sis is interpreted as a signal modeling and estimation
problem. In time of arrival estimation problem, the re-
flected signal is modeled as an attenuated and time de-
layed version of the reference signal, and use the least
square(LS) estimator to estimate the time delay[4]. In
this paper, we introduce another approach to time de-
lay estimation. Reference signal is modeled with sec-
ond order AR coefficients for minimizing the compu-
tational burden. The RWLSJ2] estimator is designed
to estimate the AR coefficients. When the reference
signal or the reflected signal is detected, residual has
peak amplitude that is due to the conversions rate of
the RWLS estimator. Using this phenomenon, we are
able to estimate the time delay.

2 AR Modeling for Chirp Signal

The reflected signal in reflectometry is assumed as
an attenuated and time delayed version of the refer-
ence signal. If reference signal is modeled via AR coef-
ficient, the reflected signal also satisfies the AR model-
ing coefficients because the reflected signal is a replica
of the reference signal. In this paper, the reference
signal is a linear chirp signal that has linearly increas-
ing frequency. The linear chirp signal is represented
as follows,

Sk :Mej(%ﬁ(Tsk)2+wo(Ts]f)—%)

(1)

= Meos(G BTk +wo(Tok) = )
+ jsin(G BT + wo(Tk) — D),
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Figure 1: AR coefficient estimation : 100.08m

where M is the amplitude of linear chirp signal, 3 is
frequency sweep rate, T is sampling interval and wq
is start frequency. For notational convenience, 6 is
defined as follows:

O = (B(TL(k))? + wo(T, (k)

, )

0
2

Using the 0y, sp_1 and si_o are given by,

Sp—1 = MJcos(0k—-1) + jsin(Ox_1)]. (3)
sk—2 = M[cos(0k—2) + jsin(0—2)]. (4)
For deriving the AR coefficients equation, sy is rewrit-
ten by,
Sk + Sk—2

=2Mcos(—FT2(k — 1) — woTs)
1
 cos(3 BT2){cos(B1) + jsin(B4-1))
o1 .
+ jsin(G AT2){eos(05 1) + jsin(0k-1))]
=2co0s(—BT?(k — 1) — woTy)
x (cos(5AT2) + jsin(GAT) ) sics (5)
2" °° 20
For notational convenience, Ay is defined as follows:
Ay = —fT2(k = 1) — woT. (6)
Equation(5) is can be rearranged by,

s = 2cos(Ag)

x (cos(3AT2) + jsin(3HT2)) )sis — s

(7)
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Complex signal s; can be represented by the real and
imaginary terms. So we represent the complex signal
sy as follows:

(8)

where ay is real part of s and by is imaginary part
of s;. We assume that cos(%ﬂTf) ~ 1 without loss of
generality. Real part of complex signal sy, is only used.
Therefore, signal can be modeled as follows:

sy = ag + jbi,

9)

A = 2COS(Ak)a}€,1 — Ak—2

3 Robust Weighted Least Square Esti-
mator

In this section, the RWLS is used to estimate the
coefficients of the AR model. Transient equation can
be defined as follows,

Tp1 = Fraog + wy, (10)
where 3, = 2cos(Ay), Fy, is transient matrix, and wy, is
zero mean white Gaussian noise. We define stochastic
signal a before defining the measurement equation.
The measured signal contains not only noise uncor-
rupted signal ax but also noise signal. In order to
represent the noise corrupted measurement signal, we
denote as,

ax = ag + U,

(11)
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where aj is noise corrupted measured signal and vy
is zero mean white Gaussian noise. Equation(9) is
rewritten as follows:

ay + ap—2 = 2cos(Ag)(ak—1 — Uk—1) + (U + Ug—2)
(12

and then the measurement equation can be defined as
follows,
yi = [Hy — AHg|zk + vy, (13)

where

A _
Vi = Uk + Ug—2,
AHy 2 5.

Yk = ak + ag_o,

Hy 2 g,
Measurement matrix Hj, is measured from sensor. We
can only obtain measurement matrix Hj, that contains
uncertainty. The RWLS estimator successfully elimi-
nates the scale factor error and the bias error that is
due to the stochastic uncertainty in the measurement

matrix[3]. State-space equation can be obtained as
follows:

Tpy1 = Frrp + wi,
yr = [Hy — AHglzg + vp.
It is assumed that the stochastic uncertainty AHj is

stationary, and AHj and vy are mutually uncorrelated
in the RWLS.

E[AH] - AHy) 2 Ry,
E[AHk ~Uk] = 0,
E[AHk -wk] £ 0.

(14)
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The equations of RWLS are written as follows,

Puk = NPrjy + Hi Hy = Ria, - (15)
Trie = (I 4 P Ric) & -1 (16)
+ P HE (ye — Hidgpro1), (17)
Prtik = FePrnFy (18)
Trg1)k = FrZr)p- (19)

where A is the forgetting factor and Py is the
Gramian matrix. The existence condition of RWLS
is given by,

e = (HEOTAMHY — (@) TRFOF > 0 (20)
where A* is the weighting matrix. The AR coefficient,
2c0s(Ayg), is estimated by the RWLS estimator.

4 Fault Distance Estimation via Resid-
ual

In this section, the fault distance estimation
method via residual of the RWLS is presented. Not
only the RWLS but also all estimator takes some time
to converges at the true state. This is due to the
convergence rate of estimator. If state is suddenly
changed, residual is increased steeply. As the esti-
mated state converges to the true state, residual is
also decreased. We use this characteristics of esti-
mator that residual is increased at the wide variation
point of state to estimate the fault distance. In fault



distance estimation, state is suddenly changed at the
boundaries of the reference and the reflected signals.
Residual has peak values at the boundaries of the ref-
erence and the reflected signals. Using the peak points
of residual, fault distance is estimated. Residual can
be defined as follows:

Tk =Yk — Uk (21)
= (&k + dk_g) — [f{k — AHk]xk.

5 Simulation Results

For the simulation, we use the linear chirp signal. In
simulation, frequency range is 13 ~ 19.7MHz, time du-
ration is 340nsec, amplitude of the linear chirp signal is
6V,p, sampling rate is 200Msps and the length of cable
is 100.08m. Velocity of propagation and noise stan-
dard deviation that are extracted from experiments
are 2.502 x 108m/s, 0.013 respectively. Measured sig-
nal, true AR coefficients, and AR coefficient estima-
tion are shown in Fig.1. In Fig.1, upper graph rep-
resents the measured signal. The first signal is the
reference signal and the other signals are the reflected
signals. Below graph represents the true AR coeffi-
cient by dotted line and estimation result by solid line.
In Fig.1, true AR coefficient steeply changes at the
boundaries of the reference and reflected signals. AR
coefficient is properly estimated by the RWLS. How-
ever at the boundaries of the reference and reflected
signal, estimation result does not follow the true AR
coefficient. At the boundaries of the reference and re-
flected signals, residual will be steeply increased. This
fact is shown in Fig.2. In Fig.2, below graph repre-
sents the residual. Peak locations of residual is coinci-
dent with the boundaries of the reference and reflected
signals. The fault distance is computed by peak loca-
tions. In this simulation, estimated fault distance is
100.08m.

6 Experimental Results

In this section, the proposed fault distance estima-
tor is compared with the conventional TFDR. Cable is
10C-HFBT 100m. Experimental set consists of arbi-
trary waveform generator(NI-PXI 5422), digital stor-
age oscillator(NI-PXI 5124) and connector. Arbitrary
waveform generater generates the Gaussian enveloped
linear chirp signal that has the same time duration
and frequency range of the linear chirp signal used in
simulation. However, the Gaussian envelope is chirp
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signal. This reference signal flows with the conductor
of cable via connector. The reference signal is reflected
at the end of the cable that is open fault. Reflected
signal is measured by digital storage oscilloscope.

In the same noisy environment, fault distance es-
timation is performed. The experimental results of
TFDR and the proposed method are shown in Fig.3
and Fig.4. The fault distance of TFDR is 100.07m
and the proposed method gives the fault distance as
100.08m. From these results, proposed estimator of-
fers reliable estimation results. The Proposed fault
distance estimator reduces the computational burden
of TFDR because the proposed estimator uses the
RWLS and residual instead of cross correlation and
joint time-frequency energy distribution. Therefore
the proposed fault distance estimator is suitable to
real-time implementation.
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Abstract: In this paper, an observer-based fuzzy controller is proposed for the nonlinear networked control systems
(NCSs) with packet drop. Using Takagi-Sugeno (T-S) fuzzy model, the nonlinear NCS is represented by a fuzzy system,
and the observer-based controller is design in the fuzzy form. The stochastic stability condition of the closed-loop
system is obtained by Lyapunov functional. Its sufficient condition is represented to the linear matrix inequality (LMI)
form and the observer and control gains are obtained by LMI. An example is given to demonstrate the verification

discussed throughout the paper.

Keywords: nonlinear networked control system, stochastic stability, fuzzy observer-based control, packet drop, linear
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1. INTRODUCTION

During the recent years, due to increasing of the
ubiquitous computing, the importance of the networked
control system (NCS) is grown and many people have
concerned about stability and stabilization of system.
The NCS offers many advantages in the economy and
efficiency, and has applications in wireless networked
system, internet-based control, automation technology,
communication technique and so on. However, it has
some problem such as packet drop, time delay, and
sampling. To solve these problems, many papers have
been published[1-8].

The packet drop is one of the main problems in NCS.
It needs a stochastic approach to solve the packet drop
problem. Thus, traditional deterministic stabilization
method is not useful in packet drop problem. Moreover,
if NCS includes the nonlinearity, uncertainty, time delay,
and so on, it is more difficult to obtain the stability
condition.

In a few number of research concerned stability
problem of NCS[4-8]. Wang[6] studied the robust
control method for NCS with packet drop. Hu[7]
developed the optimization problem of packet dropping
margin. But they did not considered the nonlinearity
problem in NCS. Zhang[8] designed the fuzzy
controller for nonlinear systen with packet drop. This
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paper used the state feedback method, which needs the
information of all states, but it is impossible in NCS.

In this paper, we aim to solve the problem of
stability of a fuzzy NCS with output packet drop, input
transmission failure and Gaussian noise. An observer-
based controller is proposed for the stochastic stability.
Using a Lyapunov functional, the sufficient condition
for stability is offered in the linear matrix inequality
(LMI) format. A numerical example is presented to
demonstrate the effectiveness of the proposed controller
and theorem.

1. PRELMINIRIES
Consider a fuzzy networked control system, in

which the ith IF-THEN rule is represented as follows:

Plant Rule i:
IF z, is I},--,and z, is T

THEN {Xk+l = Ax, +Bu, + Dx, &,
Yy = OtkCXk , (1 <i< r) (1)
where X, is state variable, u, is input, y, is

output, and ¢, is a scalar zero-mean Gaussian white
noise with E{of|=y". T, is a fuzzy set for
1<qg<p, r isthe number of fuzzy rules, A, B,
C, D, are nominal system matrices, is a

i ak



stochastic variable which determines the packet drop of
output part. This stochastic variable is a Bernoulli
process as the following probability:

Prob{e,
Prob{e,

1} =E{e =@
O} =1-E{q}=1-a

Using the center-average defuzzification, product
inference, and singleton fuzzifier, the T-S fuzzy system
(1) is inferred as follows:

X = ZQ(AiXk +Bu, + DX, @)
i1

Y. = a,CX,

(o))

2

where

and F; (z,) is the degree of the membership function.

Hence, we consider a observer-based fuzzy
controller for fuzzy networked control system in the
following form:

Controller Rule i:
IF z, is I},--,and z, is T,

X1 = AX, +Bu, + Ly, -V,),
THEN !y, = aCx,

u, = AKX, @<i<r)

@)
where X, is an estimation of state variable, L, and
K, are observer and controller gains, respectively. S,
is a stochastic variable which determines the
transmission failure of input part. This stochastic
variable is a Bernoulli process as the following
probability:

Prob{p, =1} =E{B =75
prob(f, =0} =1 F{A} <1 7

The input-output form of the controller is then

5(\k+1 = ZQ(Ais(\k +Bu, + Li(yk —)’/\k)
=

Y = aCx,
u, = Zalﬂk KiS(\k 4)
i=1
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Assumption 1. The stochastic variable of the output
packet drop o, , the stochastic variable of the input
transmission failure g, , and the Gaussian noise o,
are independent.

E {akﬂkwk} =E {ak } E {ﬂk}E {a)k}
Assumption 2. The output matrix C has full row
rank, i.e., there exists the inverse of CCT.
Consider the estimation error as follows

e =X, —X, (5)

Substituting (4) into (2) and (5), we obtain the
following closed-loop system:

r

{Xkﬂ} - 60, @y + Ay + 6iwk)|:)e(k:| (6)

i=1 i=1 k

where
o - A +BBK, -BBK,
" 0 A +aLc|
o = (B - P 0
« 0 (a, - |
{Bin —BiKJ} _ {Di o}
A = : D, =
' |-Lc o D O

The objective of this paper is to obtain the stability
condition of the closed-loop system (6). But system (6)
includes the stochastic variable, it is not impossible to
guarantee the traditional deterministic stable condition.
We solve this problem in next section.

I11. MAIN RESULTS

For the fuzzy networked control system with
stochastic variable, we need to define the notion of
stochastic stability.

Definition 1. The equilibrium point x, = 0 of the
closed-loop networked control system (6) is said to be
stochastically stable if, for each x>0, there is
6 = 6(u) > 0 such that

%] < & = x| < . ¥k 20



In order to derive the stability condition in the LMI
form, we need the following lemmas.

Lemma 1[9]. If there exist a Lyapunov functional
V(x,) and a nondecreasing convex function a(7),
such that a(0)=0 and a(p)>0 for >0,
satisfying the following three conditions:

1) V(0)=0

2) a(lx ) <Vx,)

3) E{V(X.)} -E{V(x)} <0
then the equilibrium point x, =0 of the fuzzy
networked control system (6) is stochastically stable.

Lemma 2[10]. For any real matrices X, Y; for
1<i<n,and S >0 with appropriate dimensions,
we have

i

< 2 2 hhy (X{SX, +Y/SY,)

where h(1<i<n) is defined as h >0 ,
Lemma 2[13]. Given constant symmetric matrices
N , O and L of appropriate dimensions, the
following inequalities
O >0, N+LOL=<O

are equivalent to the following inequality

T N1
N L <0 or o L <0
L -0t L N

The sufficient condition is provided for the
stochastic stability of the closed-loop system (6) in the
following theorem.

Theorem 1. If there exist some symmetric and
positive definite matrix Q, some matrices W,, N,,
such that the following LMIs are satisfied, then the
networked closed-loop system (6) is stochastically
stable.

_Q * * * * * *
0 —Q * * * * *
Q; _B\ BW, -Q = * * *
0 Y, 0 -Q = ® * | =<0

()
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_Q * * * * * *
0 -Q * * # * *
Qij + jS —Mj Q * * * *
0 Y, + ‘I’j 0 -Q = % *
Mj _Mj 0 0 -Q = *
—aN, 0 0O 0 0 -Q =
| 7D, 0] 0O 0 0 0 -2Q]
<0
8
and
CQ=MC 9)
for 1<i,j<r and i=j.
where
W =KQ, N =LM

a=\Ja-aa, B=Ja-Hp

Q; =AQ+ABW,, ¥ =AQ+aNC
W, =BW, +BW,, N, =NC+N,C

and * denotes the transposed element in symmetric
position. The observer gain and control gain are obtain

by the following equations:

Ki :VViQ&:
L =N, {cQcTccTy )"

Proof) It is omitted in this paper.

IV. SIMULATION

Consider a fuzzy system which is represented in the
following form:

2
X = ZQ(AiXk +Bu, + DX, @)
i1
Y. = a,CX,
where

X, = I:Xkl szjT )

Al_"o.s 0.6 A = 0.9 0.2
0.4 0.7] 0.3 0.8

Blz_é] Bzz[l(ﬂ, C=[1 0]

0.2 0 01 O
Dl = , D2 =
0 01 0 0.2

6 =exp[-2x3,], 6,=1-0,

We assume the stochastic variables as follows:
E {a)lf} =1
Prob{o:k = 1} =Pr ob{ﬁk = 1} =0.2
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Using LMIs (7) and (8), The observer gain and
control gain is obtained.

, =[-0.8657 -0.6188] ,
, =[-0.5657 -0.3087] ,

_[0.8399 _[0.7059
|0.6484 |’ ~10.3933

K
K
Time responses for each state are shown in Fig.1 and

Fig.2 with the initial condition x, =[1 1] .

12

0.8 ,‘
I

o.e—”‘

X

0.47'

0.2 |

-0.2 Il I I Il Il I L L L
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time
Fig.1. Time response of X,
12
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Fig.2. Time response of X,

V. CONCLUSION

In this paper, the observer-based fuzzy controller has
been proposed for the nonlinear networked control
systems with packet drop. The controller is designed in
the T-S fuzzy system form and sufficient conditions for
stochastic stabilization of the closed-loop system are
designed in the LMI format. The numerical example has
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been shown to prove the advantage of the developed
method.
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Abstract

This paper proposes a formation control method
for nonholonomic mobile robots in the presence of dis-
turbances. We use the kinematic model based on the
leader-following approach for the formation control of
multiple robots. However, unlike many researches con-
sidering only the kinematic model, we also consider the
dynamic model to obtain the torque input because it
is more realistic to use the torque as the input than the
velocity. Moreover, the sliding mode control method
is used to deal with disturbances acting on the mo-
bile robots. The system stability and the convergence
of tracking errors are proven using Lyapunov stability
theory.

1 Introduction

Over the past decade, the formation control of mul-
tiple robots has been studied by many researchers be-
cause of its usefulness in many applications, such as
automated transportation, spacecraft interferometry,
mitigation of natural and man-made disasters, surveil-
lance, mapping, and border patrol [1]. Various ap-
proaches have been proposed for the formation control
of multiple robots in the literature. These are roughly
categorized as behavior-based [2], virtual structure [3],
and leader-following [4].

In the leader-following approach, the referenced
robot, called a leader, tracks the predefined trajec-
tory, and the other robots, the followers, maintain the
desired distance and angle with respect to the leader.
This approach has been adopted by many researchers
because of the simplicity, scalability, and reliability.
Desai et al. [5] presented a feedback linearization
control method for the formation of multiple mobile
robots. Li et al. [6] proposed a kinematic model us-
ing Cartesian coordinates and applied a backstepping
technique to the formation control of multiple mobile
robots. Shao et al. [7] introduced a virtual robot
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to keep the relative position between the leader and
followers. However, these methods only consider the
kinematic model of mobile robots and do not consider
the disturbances acting on the robots. The control in-
put of the controller for the kinematic model is the ve-
locity, but it is more realistic that the input is a torque
[8]. In addition, in practice, we have to deal with un-
structured uncertainties, noise, and disturbances. To
solve these problems, Sanchez and Fierro [9] proposed
a sliding mode controller for the leader-following robot
formation. However, since the control law requires the
derivative of the absolute value, it has a drawback that
it is difficult to obtain the control input.

Motivated by these observations, we propose a slid-
ing mode formation control method based on the
leader-following approach.

2 Problem Statement

2.1 Kinematics and Dynamics of Mobile
Robots

We consider the two-wheeled mobile robot. The
posture of the mobile robot can be described by three
parameters (z,y,0) where x and y are position vari-
ables, 6 is a heading direction angle. It is assumed
that the driving wheels of the mobile robot purely roll
and do not slip. This nonholonomic constraint can be
expressed as & sinf — g cos = 0. Then, the kinematic
equation in Cartesian coordinates is derived as follows:

T cosf 0
j| = [sin0 0 m (1)
0 0 1

where v and w are the linear and angular velocities of
the mobile robot.

The dynamic equation of the mobile robot with
nonholonomic constraints can be described by Euler-



Lagrange formulation as

M(q)i+ V(g 4)i+ G(q) = Blg)r — AT(g)A  (2)

where ¢ € R" is generalized coordinates, 7 € R" is a
control input vector, A € R™ is a vector of constraint
forces, M(q) € R™*™ is a symmetric, positive definite
inertia matrix, V(q,¢) € R™*™ is the centripetal and
coriolis matrix, G(q) € R™ is the gravitational vector,
B(g) € R™*" is an input transformation matrix, and
A(q) € R™*™ is a matrix related with nonholonomic
constraints.

Using A(q)¢ = 0 and A(q).J(¢) = 0 obtained by the
nonholonomic constraints, an r-dimensional vector z
exists such that ¢ = J(¢)z where J(q) € R"*" consists
of linearly independent vectors in the null space of
A(q).

Substituting the equation ¢ = J(q)z into (2) yields

H(q)z+ F(q,2) =1 (3)

where H(q) = (J"(a)B(q)) 'J"(9)M(q)J(q)
and F(q,2) = (J7(a)B(a)""T"(a)(M(a)J(q) +
V(g,4)J(q))z. If the bounded disturbance 74 exists in
the mobile robot, the actual dynamic equation of the
mobile robot can be rewritten as

H@Qz+F(g,2)+1a=1 (4)

where 7q = H(q)f, f = [f1  faI" [fil < fmiri=1,2,
and 7 = [1; 7.]7 is a torque vector applied to the left
and right driving wheels.

Property 1 The matriz H(q) is bounded and invert-
ible.

2.2 Formation Model Based
Leader-Following Approach

on the

To design the sliding mode formation controller, we
use the leader-following model. For the follower, we
consider a virtual follower R}, which locates a distance
Dy from the center of the follower Ry, where Dy =
p?cos p?, p? is a desired distance, and ¢ is a desired
angle. The virtual follower Ry, is defined as follows [7]:

Th ::Z?f—l-DfCOSHf
Y = Yf —I—Df Sil’lef

On =0y (5)

where (zy,yy,60;) denotes the position and the orien-
tation of the follower. Then, on the basis of (1), the
derivative of (5) is calculated as

T cos By —Dysinfy v
Yn | = |sinby Dy cosfy [wf} (6)
O, 0 1 f
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where vy and wy are the linear and angular velocities
of the follower.

We also assume that there exists a virtual leader
R,,, which locates a distance D; from the center of the
leader R;, where D; = p?sing?. The virtual leader
R, is defined as follows:

Ty, =21+ Dy COS(GZ — g) =x;+ D;siné,
. ™

Yo = Y1 + Dy sin(0; — 5) =y, — Djcosf

0, = 0, (7)

where (z;,y;,6;) denotes the position and the orienta-
tion of the leader. The derivative of (7) can be ob-
tained as

Ty cos 0, D cos 6, v
Yo | = |sind, D, sin 0, [ l} (8)
0., 0 1 wi

where v; and w; are the linear and angular velocities
of the leader.

Assumption 1 The linear velocity v; of the leader is
not zero.

3 Main Results

The objective of the formation control problem is
to keep a relative pose (p?, o) between the leader and
the follower. For this, we use the virtual follower Ry,
and the virtual leader R,,. That is, our control objec-
tive is to steer the virtual follower R}, so as to track the
virtual leader R,. If the virtual follower can track the
virtual leader exactly, then the follower can maintain
the relative pose (p?, ¢?) with respect to its leader.

The tracking errors between Rj and R, are chosen
as
0.=6,—0, (9
To guarantee the convergence of (9), we define the
following variables as

Te =Th — Ty, Ye = Yh = Yu,

Sp = ée + k30,
(10)

Sg = Te + k1T, Sy:ye+k2y6a

where k; is a positive constant, ¢ = 1,2, 3.
Redefine (6) and (8) as follows:

Ml(ah,Df)Rh =2z
M2(0vyDl)Rv =2z

(11)
(12)
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Table 1: Initial positions for four mobile robots

[2(0), y(0), 6(0)]
Leader 0, 0, 0]

Follower 1 [0, -0.5, O]

Follower 2 [1, 0.5, 0]
where

B cosf, sindy 0
M1(6h7Df)_ |:—O[Sin9h O[COSG}L 1—O£Df:| ’
My(6y, D1) = [cosot% 513 0, —f)l} :

2= [vy wy]”

(13)

Here, k; is a positive constant. Based on (13), we
propose the sliding surface S as follows:

S ZMl(Qh,Df)
sz + (1 —aDy)sinbysg
X |8y — (1 —aDy)cos sy + tanh(yesg)se
QaSg
(14)
where S = [s1  sa]T.

By using the computed-torque method, we can
choose the torque control input as follows:

T=H(q)4 + F(q,2) + H(q)u (15)

where u = [u; up]”

(15) into (4), we have

is a control law. Substituting

P f=4+u (16)

In this paper, we propose the control law u as fol-
lows:

u=T(Rp,R,) — LS — Psgn(S) (17)

where L = diag[l;,ls] > 0, P = diag[p1,p2] > 0,
and sgn(S) = [sgn(s1),sgn(s2)]T. Y(Rp, R,) is rep-
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Figure 1: Trajectories of the leader and two followers
for the straight line path case.

resented as follows:

T<Rhva):
. *klxe“i’iv
My(0n, Dy) | —k2ye + 1
0. — asg + 0,
—k1e + Iy
+Mi(0n, Dy) | —kele + Gy
0, — csg — asy + 0,
. Ty Ty
_MQ(ngl) y'u _M2(9v7Dl) yv
b, 4,

%{Sin 0 tanh(yese)se}
4f_a(l —aDy)sg + acos by tanh(yesg)se}|
(18)

Theorem 1 Consider the dynamic model (4) of the
mobile robot with disturbances controlled by the pro-
posed control law (17). Under Property 1 and As-
sumption 1, the control law (17) stabilizes the sliding
surface S. Then, x¢, yYe, and B, converge to zero.

4 Simulation Results

In this section, we demonstrate the effectiveness
of the proposed controller. Design parameters for
the proposed controller are chosen as k1 = ko = 1,
kg = 0002, ll = 12 = 05, K1 = 001, and P1 = P2 = 1.
The external disturbances are chosen to be normally
distributed random noises with the upper bounds



Followerl
14 Follower2 |

. . . .
2 4 6 8 10
time(s)

(a)

50

Followerl
40 Follower2 -

error(degree)

. . . .
2 4 6 8 10
time(s)

(b)

Figure 2: Tracking errors (a) pg — p (b) @a — ¢

fm1 = fme = 0.5. To simulate the formation con-
trol, we assume that there exist three mobile robots.
The initial positions for three mobile robots are pre-
sented in Table I. The leader is moving on a straight
line with velocities [v;, wi]=[1 m/s, 0 rad/s]. The de-
sired relative poses of followers with respect to leader
are pfy =2 m, ¢! = 7/4 rad, and ¢ = —7/4 rad.
Figs. 1 and 2 show the trajectories of the leader and
followers and tracking errors, respectively.

5 Conclusions

In this paper, a new sliding mode formation con-
troller for nonholonomic wheeled mobile robots with
external disturbances has been proposed. The kine-
matic model based on the leader-following approach
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has been considered. The dynamic model has also
been considered to obtain the control law at the torque
level. The system stability and the convergence of
tracking errors have been proven using Lyapunov sta-
bility theory.

Acknowledgements

This work was supported in part by Yonsei Univer-
sity Institute of TMS Information Technology, a Brain
Korea 21 program.

References

[1] O.A. A. Orqueda, X. T. Zhang, and R. Fierro, “An
output feedback nonlinear decentralized controller
for unmanned vehicle coordination”, Int. J. Robust
Nonlinear Control, vol. 17, pp. 1106-1128, 2007.

[2] T.Balch, and R. C. Arkin, “Behavior-based forma-
tion control for multirobot teams”, IEEE Trans.
Robot. Automat., vol. 14, pp. 926-939, Dec. 1998.

[3] K. D. Do, and J. Pan, “Nonlinear formation con-
trol of unicycle-type mobile robots”, Robot. Auton.
Syst., vol. 55, pp. 191-204, 2007.

[4] J. P. Desai, J. Ostrowski, and V. Kumar, “Mod-
eling and control of formations of nonholonomic
mobile robots”, IEEE Trans. Robot. Automat., vol.
17, pp. 905-908, Dec. 2001.

[5] J. P. Desai, J. P. Ostrowski, and V. Kumar, “Con-
trolling formations of multiple mobile robots”, in
Proc. 1998 IEEFE Int. Conf. Robotics and Automa-
tion, Leuven, Belgium, May 1998, pp. 2864-2869.

[6] X. Li, J. Xiao, and Z. Cai, “Backstepping based
multiple mobile robots formation control”, in Proc.
IEEE Int. Conf. Intelligent Robots and Systems,
2005, pp. 887-892.

[7] J. Shao, G. Xie, and L. Wang, “Leader-following
formation control of multiple mobile vehicles”, IET
Control Theory Appl., vol. 1, pp. 545-552, 2007.

[8] T. Fukao, H. Nakagawa, and N. Adachi, “Adaptive
tracking control of a nonholonomic mobile robot”,
IEEE Trans. Robot. Automat., vol. 16, pp. 609-615,
Oct. 2000.

[9] J. Sanchez, and R. Fierro, “Sliding mode control
for robot formations”, in Proc. IEEE Int. Sympo-
sium on Intelligent Control, Houston, Texas, Oct.
2003, pp. 438-443.



The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

Grasping Control of Thumb-Index Finger Model:
Lyapunov Stability Approach
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Abstract

This paper is concerned with the dynamics and con-
trol of grasping and regulating motion generated by a
thumb index finger robot. Thumb index finger model
is the optimized model to manipulate an object with-
out joint redundancy. To manipulate an object, the
overall motion of the finger needs to be restricted by
the object states. Therefore, we derive the kinemat-
ics of model governed by the object states by using
four constraints which are based on the nonslipping
assumption between the rigid fingertips and the sur-
face of an object. Then, the control input is derived via
Lyapunov stability analysis including the dynamics of
the overall system. Further, we propose a solution of
the contact forces between the fingertips and an object
via physical analysis, which can not be solved mathe-
matically. Finally, computer simulations are presented
to verify the effectiveness of the proposed concept and
method.

1 Introduction

Since the beginning of robotics research, the fin-
gered hand robots have been designed to mimic hu-
man hand which has the capability of dexterous ma-
nipulations and elaborate operations. In the history of
development of the fingered hand robots, various hand
models with four or five fingers with two or three joints
were reported [1]-[3]. They are so far used only in the
open-loop control system which do not consider the re-
lationship between the fingers and an object, because
there is no way to estimate the forces between them.

In order to overcome the disadvantages of open-loop
control system, Arimoto et al. [4]-[5] suggested a pair
of robot fingers with hemispherical finger-ends using
sensory motor coordination. The basic theory of this
work is the passivity. The passivity means that the
energy variation of the overall system, which is com-
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posed of the fingers and an object is caused by the
torque generated from a joint motor. In this paper,
we employ the thumb-index model which is optimized
to manipulate an object such as shifting, rotating and
changing contact position without joint redundancy.
By the kinematic constraints of the posture of the ob-
ject, The overall joint angles are dependent. Adding
the dynamics of the finger model based on this proper-
ties, the control input can be calculated. The control
input, however, compared to previous approach which
is based on passivity, should accompany with calcu-
lating the contact force between the fingertips and an
object. We propose a contact forces based on physical
insight, which are impossible to be calculated mathe-
matically. Using the kinematics and dynamics of the
overall system and the contact forces, the control input
is finally determined via Lyapunov stability analysis.

This paper is organized as follows. In Section II, a
set of dynamics and kinematics of the fingers and an
object is derived on the basis of Hamilton’s principle.
In Section III, the method for designing the control
input is proposed and the contact forces are derived
via physical analysis. Simulation results are presented
to verify the effectiveness of the proposed method in
Section IV.

2 Dynamics and Kinematics of Thumb
Index Model

2.1 Dynamics

For the sake of physical simplicity, we assume that
a 3-joint dual finger robot shown in Fig. 1 moves on
a horizontal plane to ignore the gravitational force.
Further, we only deal with a solid rectangular object
with hard spherical fingertips.

Applying Hamilton’s principle to the following
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Figure 1: Thumb index finger robot system

equation,

t1

{6(K +Q+ R) +u1dq1 + uz0ga} dt =0

to

we can obtain the dynamics of the fingers and an ob-
ject described as follows:

.. . i —cos 6
Hid; + Tid; + (—1)"Jg,; { sin g } fi

N T Sil’le o T o .
{Joi l:c059:| Ti [1 1 1] }Al =u;, 1=1,2
(1)

Mz = (fl — fg) cos 6 — ()\1 + )\2) sin&,

Mij=—(f1 — f2)sinf — (A + A2) cosb, (2)

; l
10 = f1Y1 — foYo — 5()\1 —A2),

where I'y and I's stand for the coefficient of ¢; includ-
ing coriolis, centrifugal forces and differential functions
of inertia moment. M and I are the mass and the iner-
tia moment of an object, respectively. Further, f; and
A; stand for the normal and tangential contact forces,
which are exerted on an object for secure grasp and
dexterous movements, respectively.

2.2 Kinematics

The transformed equations from kinematic con-
straints are represented as follows:

l12 cos @12 + 111 cos P11

(3)

l
=-—xz+ (5 +71)cosf — Yy sind,
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li2sin @12 + 111 sin ¢qq
l
=y+ (5 +71)sinf + Y cos b,

prp = =Ny (5)
™

l23 COS a3 + lao COS oo + lo1 €OS oy

+0

l
:{L'+ (5 +T2)COS€+YVQSin6_L>
lo3 Sin o3 + log Sin g + loq sin ¢y
l
=y — (5 +79)sinf 4 Y; cos b,

_ Y2 —¥5(0)
T2

$23 -0, (8)

where,

i1 = qi1,
Pi2 = Qi2 + Qi3,

Gz = qi1 + Q2 + i3, 1=1,2.

Numerically, we can find a solution of q; and q2
by solving a set of nonlinear equations as from (3) to
(8). However, we need the differential forms to derive
the control input of the overall dynamic system. The
differential form of the kinematics of the fingers can
be derived as follow:

Ai®; = Bii + C;®; + D;

i=1,2, (9)

where,

;= [pn dio ¢i3]T,

A = {111 oS @11

l12 cos ¢p12 — 11 cosl
M )
l11 sin ¢11

li2sin 19 — 71 8iné

l;1cos a1 lagcosaa  l23COS P23
Ay = |la1singay  laasingay  lazsingas |,
0 0 T2
B, — 0 1 (L—i—rl)cosﬁ—YlsinH cosf O
1= (5+71)sind —Yycosf sinf 0]’
0 1 —(%+T2) cosf —Yosinf 0 cosf
By=|-1 0 (§+r)sinf—Yycosf 0 —sinf
0 0 —T2 0 1

l12sin 12012

C = l11 sin @14 ¢.511 1
—l12 cos P12¢12 ’

B —l11 cos P11 P11



[ l21 sin ¢21¢521 l22 sin ¢22¢32 l23 sin ¢23¢23
Co = | =l cos ¢21021  —la2COS Paagpan  —l23 COS Pa3ha3
I 0 0 0
—2Y; sin 00 — 62 ((% +r;) sinf + Y; cos 0)
D; = 2Y; cos 00 + 62 ((% + ri) cos  + (—1)Y; sin 0)
0

3 Design of Control Input
3.1 Control Input

The control input should consist of the states of an
object because the objective of control is to manipulate
an object using the dynamics of fingers.

Substituting (9) into (1), we can obtain

H,T'A7'Biz + H/T A7 Y (CiTq; + D;) + Tidi+
(—1)"Jg;

= uy, 1=1,2. (10)
For regulating the posture and position of an object,
the states z should be guaranteed to converge to the

desired states zq.

Theorem 1 Assume that the control input is formu-
lated as follows:

u; =Tig; + (—1)"Jg; {_ o 9] Ji

sin 0
T |sinf T
=370 | cos g - (11 17 N
+ H, T A7

X |CiTd + Dy = BA(Py + )2+ Po(z — 2)}

(11)

where, P, = diag[Py, Py, Py, Py,, Py,|, and P, P,,
Py, Py,, Py, are strictly positive constant. Then, the

states z are guaranteed to converge to the desired states
Zq.

3.2 Contact Forces

We have designed the control input u; for i = 1,2.
However, the control input u; is imperfect to control
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the overall system because of the lack of information
about the normal and tangential contact forces such as
f1, f2, A1, and Ay. Before obtaining the contact forces,
defining of X should be preceded so as to obtain those
from (2). It is also necessary to define Y7 and Y.

We need to redefine the Lyapunov candidate func-
tion to define the state space of z.

Theorem 2 If the state equation of z is formulated
as follows:

Z2=—(P,+ 1)z — P,(z — zq), (12)

Then, these states are asymptotic stable.

Even though we have calculated (12) and we still
should find one more condition to get the contact
forces from (2), because (2) is not enough to obtain
the contact forces. We can find this condition from
the physical meaning of an object motion. To grasp
an object securely, the desired normal force f; should
be exerted continuously. Only the additional force
Af = M x (Zcos® — §sind) is added to accelerate
and decelerate an object.

With the condition in Table I and (12), finally we
can calculate the contact forces from (2) as follows:

1
f1 =fd+5{Af+Af89n(Af)}a (13)
1
fa=fat5{ - Af+Afsgn(Af)} (14)
e fa
A= Mx+ T(Yl - Y3), (15)
X = sk — 2, -y, (16)
where,
_ T
M (—YlJQFYz - sgn(Af)) cosf — L sin 6
M= | (Xgre 4 MoYasan(Af) ) sing — 4 cosd
| -4 -
4T
—%(% + %sgn(Af)) cosf — & sin 6
Ay = %(% + %sgn(Af)) sing — & cos 6
I 1 ]
Table 1: normal contact forces
Condition | £cosf —gjsinf >0 | Z£cosf — gsinh <0
Normal fi=fatAf fo=fa
Forces fi=fa fo=fa—Af
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Figure 2: Final posture

Substituting (13) to (16) into (11), The overall sys-
tem can be controlled by the control inputs xq, Y4
and f; as shown in Fig. 2.

4 SIMULATION RESULTS

We carry out computer simulations in Matlab.
From Fig. 2, we can confirm that the proposed control
system performs secure grasp and manipulation such
as shifting and changing the contact position simulta-
neously. From the result of Fig. 3, we can confirm
that the normal contact forces fi; and f5, which ac-
celerates and decelerates an object, respectively, are
induced in order and converge to the desired force fy
eventually within a second. We can also confirm that
the tangential contact forces A\; and Ao are induced to
shift an object toward y-axis direction and eventually
converge to zero. Thus, the simulation results recon-
firm the effectiveness of the proposed control method.

5 Conclusion

This paper dealt with a thumb-index finger robot
for grasping and regulating the posture and position of
an object. We derived and analyzed the dynamics of a
setup of the model with spherical fingertips pinching
a rigid object. In order to calculate the kinematics
of fingers, we used four geometric constraint based on
the assumption of nonslipping condition between the
fingertips and an object. To design the control input,
we proposed the contact forces for manipulating an
object, which were derived via physical insight. The
computer simulation results verified the effectiveness
of our proposed method.
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Abstract: We develop an intelligent diagnosis system which is based on fuzzy-classifier. The term of intelligent
diagnosis system (IDS) is a real-time fault monitoring system for transmission line. Based on the Time-Frequency
Domain Reflectometry (TFDR) algorithm, we implement the wire detecting system which shows the condition of the
wires. The concrete processes are represented as follows: 1) the reflected signals which are sent from the fault of wires
are obtained and saved in main server; 2) IDS classifies the fault type of the wires into damage and normal. For
classifying the fault type efficiently, we use the fuzzy-Bayesian classifier which is merged the IF-THEN rules with
Bayesian algorithms. Simulation results convincingly validate the effectiveness of our algorithms.

Keywords: Intelligent diagnosis system (IDS), fuzzy-Bayesian classifier, time-frequency domain reflectometry (TFDR).

I. INTRODUCTION

Detecting fault for transmission lines is very important
because the main origins of electric accidents are faults
of wires. In [1], the importance of aging electrical
wiring and associated faults in aircraft has been
highlighted. Generally, there become known to three
kinds of the fault detection algorithm — time domain
reflectometry (TDR), frequency domain reflectometry
(FDR) and time-frequency domain reflectometry
(TFDR). However, the resolution and accuracy of the
TDR and FDR are limited by the rise/fall time and
frequency sweep bandwidth, respectively.

In order to supplement the weak points of TDR and
FDR, Shin et. al. propose a new high-resolution
reflectometry technique that operates simultaneously in
both the time and frequency domains [1]. The TFDR
algorithms have shown better accuracy in fault
localization than the TDR in the same experimental
conditions. However, each fault detecting experiment
has performed respectively so that it is hard to recognize
the fault types of real-used wires. In other words, it is
necessary to group the each type of faults for electric
wires.

The conventional classifiers are needed for the
classification of the highly complex real data such as the
sensory data and the signal data. Among the many
classifiers, a fuzzy classifier which is to translate
domain expert’s knowledge in a linguistic form into
discriminant function is very popular because of its
usefulness [2-5]. However, fuzzy methods are
cumbersome to use in high dimensions problems. For
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solving that, some researchers attempted to merge the
fuzzy classifier and others, especially statistical ones,
and improve the capability of the pattern classification
problem [7], [9-11]. Among them, Bayesian decision
theory is a fundamental statistical technique. The main
idea of the Bayes classifier is to capture all information
about class membership available from the set of
conditional  probability densities. Reference [2]
introduces the new fuzzy rule-based classifier equipped
with a Bayes rule consequent which is known as fuzzy-
bayesian classifier.

Generally, the result of the detecting signals which
are sent from the faults of transmission lines is
represented as highly nonlinear appearance. For
classifying these complex signals, we propose an
intelligent diagnosis system (IDS) [8]. When unknown
faults are detected by TFDR algorithm, we are able to
recognize the kinds of faults through the IDS. For
classifying the faults efficiently, we use the fuzzy-
Bayesian classifier which is represented as IF-THEN
rule. Finally, to show the feasibility of the proposed
algorithm, computer simulations are provided.

This paper is organized as follows: Section 2 fuzzy-
Bayesian algorithms are developed. In Section 3, we
formulate the IDS. An example is shown in Section 4.
This paper concludes with Section 5

I1. Fuzzy-Bayesian Classifier

2. 1 Fuzzy Classifier

Generally, the fuzzy rule-based classifier is



A
I
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Fig. 1. The decision regions Ry and R, of the fuzzy classifier

2% (%) df (x) df (x)

Fig. 2. The decision regions Ry and R, of the Bayesian classifier
represented as following form:

Ri 1 If x;(t)is A;and...and X, (t) is A,
theclassisi,

)

where R; is the ith fuzzy rule, x;isthe jth feature
variable, and A is the fuzzy set. The output of (1) is
obtained as

p
D (x(®)y,
Y (x(1) =1 L———

p

D h(x()

i=1

O]

m
where  h(x(®) =H ag () o g, €0 . The
j=1

conjunction rule to transform the fuzzy sets into a
discriminant function is

Wi = fp, X X Up 3

where w; perform to divide the feature space R"
into the decision regions Ry, ..., R, . Therefore, the

fuzzy classifier is to assign a feature variable vector x
toclass C, if
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Fig. 2 shows the decision regions of the fuzzy classifier.

2.2 Bayesian Classifier
Using the prior probabilities P(x) and the
conditional densities P(x|C;) , especially, the

multivariate Gaussian model, the Bayesian classifier is
designed by the following discriminant functions [2]:

1 Te -1
1 ——(x=m;)" Zi T (x-m;)
di()=——7F—¢?

@) |5 2

P(Ci) ®)

where x is n-component column vector, m; is the
n -component mean vector, X;is the nxn covariance

matrix, C;, is the ith class, and |Z;| and £, are

its determinant and inverse, respectively. As shown in
Fig. 3, the Bayesian classifier is said to assign a feature
vector xtoclassC; , if

d,(0>d (), Vi %, el,. (6)

2.3 Fuzzy-Bayesian Classifier

Despite of the existence of good point of previous
researches, it is necessary to develop new algorithm. In
spite of the many advantages, the fuzzy classifier has
the following limitations: fuzzy methods are
cumbersome the use in high dimensions or on complex
problems or in problems with dozens of hundreds of
features. Also, Bayesian classifier has the following
drawbacks: it is drawback to determine and compute
P(x|C;) . Specifically, in the design of Bayesian
classifiers, particularly in the design of Gaussian normal
classifiers, a frequently made assumption about the
normal form of P(x|C;) governing of patterns is not

necessarily true for real data.

Motivated by above observation, we suggest a method
to identify the fuzzy classifier and to effectively reduce
the dimension of Bayesian classifier for implementing
the intelligent diagnosis system. The concrete
algorithms are represented as following three steps:

Step 1: Construct the initial fuzzy-Bayesian classifier by
using the MIMO fuzzy model.

Step 2: Through the fuzzy set analysis, prune the feature
variables.

Step 3: Finely tune the premise parameters for the
misclassified feature vectors.



I11. Intelligent Diagnosis System

IDS is the classification system which is based on the
fuzzy-Bayesian classifier. Generally, it is difficult to
classify the result of the detecting signals which are sent
from the faults of transmission lines. See the following
two TFDR results:

[

o 200 400 500 800 1000 1200

E

08

02| I

o 200 400 500 800 1000 1200

Fig. 3. TFDR result signal (normal)

o 200 400 500 800 1000 1200

E

08

02| I

|\ \ el P
o 200 400 500 800 1000 1200

Fig. 4. TFDR result signal (fault)

Figure 3 and 4 are represented as the TFDR result signal,
the one is normal condition and the other has the fault in
the transmission line. As you shown these two figures, it
is very difficult to classify the condition of the
transmission line. In order to solve this problem, we
propose the IDS which is based on the fuzzy-Bayesian
classifier.

V1. Simulation Result

The purpose of the intelligent diagnosis system is to
classify the condition of 220V transmission line. As
shown in Fig 3 and 4, the magnitude of the reflected
signal is very small so that it is too difficult to classify
the each condition.
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In this paper, we classify the condition of transmission
line. The simulation process is represented as follows:

Cable Type: VCTF 1.5
Input Signal: linearly modulated chirp signal with a
Gaussian envelope
Time Duration: 50ns
Frequency Bandwidth: 100 MHz (400MHz ~ 500MHz)
Frequency Sweep: Linearly increasing
(127 =100 MHZ/50ns)
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Fig. 7. The classification result



Figure 5 and 6 are the membership function of each
fuzzy rule and Figure 7 represents the classification
result of TFDR signal. A symbol ‘X’ means the normal
condition, ‘0’ means the connected with fan, ‘A’ means
the fault of transmission line.

V. Conclusion

We have proposed IDS which is based on the fuzzy-
Bayesian classifier for transmission. Based on the
TFDR algorithm, the wire detecting system shows the
condition of the cable and transmission line. We analyze
the reflected signal which is sent from the wire
detecting system and classify the fault type of the wires
by using intelligent diagnosis system. For classifying
the fault type efficiently, we use the fuzzy-Bayesian
classifier. The simulation results for the transmission
line (VCTF 1.5) are shown the excellence of the
proposed algorithm.
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Abstract: Conventional linear prediction algorithm with sinusoidal signal for the estimation of motor’s speed has a
limitation in the range of low speed. If an estimator can get additional information then its performance is able to be
improved. A sinusoidal signal has the natural property which is quadratic equation so called Pythagorean identity.
However, since the equation was nonlinear form, it needs change to a linear constrained condition. Adding it to the
measurement equation, it is possible to derive a linear state space equation which has more information without
additional sensor. The experimental results and the computer simulations show that the performance of the proposed
algorithm in this study is better than that of the conventional algorithm. It supports that the additional constrained

condition can improve the estimator’s performance.

Keywords: Linear Hall sensor, Linear estimator, Motor speed, Frequency estimation, Constrained condition.

I. INTRODUCTION

Angular velocity is a necessary information for
motor control. If a system is under the condition which
is a varying velocity or repeated running and stopping,

it is more important for motor control to get the velocity.

Motor’s angular velocity can be obtained by various
sensors like tachometer, latch type Hall sensor, linear
type Hall sensor, current sensor and shunt resistor [1].
Among these sensors, the shunt resistor has the best cost
advantage. However, since an estimator using the shunt
resistor can be derived from the motor parameters, it is
not suitable for the common device. One of the methods
not using the motor parameters is to use the linear Hall
sensor. Its output signal represents the motor’s rotation.
The signal is a continuous sinusoidal wave. Therefore,
an estimator using the linear Hall sensor can estimate
motor’s speed precisely. The linear Hall sensor’s output
is represented by a sinusoidal signal and an additive
noise in [2]. And using linear prediction, a linear state
space equation is derived. With this equation, one can
estimate motor’s speed and it shows good performance
as tachometer but not in the low speed range. The motor
can be operated at various velocities. And it is able to
repeat running and stopping. Therefore, the estimator
needs additional information to complement the error at
low speed.

The additional information like a constrained
condition can improve the accuracy of the estimator [3].

©ISAROB 2009

140

The sinusoidal signal has natural constrained condition.
When one has two sinusoidal waves which are delayed
90 degree in phase each other, the square of the sine
plus the square of the cosine is always 1 which is called
Pythagorean identity. With this quadratic constrained
condition, the estimator in [2] can enhance the accuracy
at low speed. To adopt this condition into the linear state
space equation, it needs the change from the quadratic
form to a linear form. The linear constrained condition
can be used like additional measurement information as
in [3].

In this paper, we set sinusoidal signal with additive
white noise to measurement data and estimate the
frequency of these data. To solve the low speed problem,
cos(er) is multiplied to the measurement data so that
state space equation has cos(w,) and sin(w,) in state
values. Since each state has 90 degree phase delay, these
two states must satisfy the Pythagorean identity. This
gives another information without additional sensor. To
change Pythagorean identity to a linear form constraint,
we use the past estimated value. The derived linear
constraint is added into the measurement equation of the
linear state space equation. The linear constraint is not
the same as the original constraint. It causes error in the
measurement matrix. Therefore, we use the Robust
Least Square (RLS) algorithm to compensate these
measurement  uncertainties [4]. To prove the
performance of the proposed algorithm, the motor



installed in a car window system is used and its rotation
is obtained from the linear Hall sensor. With the sensor
data, we estimated motor’s speed and compared the
results with those of [2]. The proposed algorithm shows
enhanced performance not only in the low speed range
but also the high range. When the motor was stopped,
the proposed algorithm estimated the speed with lower
error than [2]. We also simulated the proposed algorithm
under varying frequencies. The analysis by the mean of
estimation error and the root mean square error shows
that the additional constrained condition can improve
the performance of the estimation.

1. LINEAR STATE SPACE MODEL

The sinusoidal signal obtained from the linear Hall
sensor which has stationary DC offset can be
represented by linear prediction method [5].

d, = A cos(w,k)+V, 1)

d, +d,_, =2cos(w) {d,, Vi } +V +v,, (2)

where A _is amplitude of the Hall sensor, w, is angular
velocity and v, is white noise having the zero mean and
the variance of R . With multiplying cos(a) to (2),

one can derive the following equation contained sine
and cosine function.
(d, +d,_;)cos(a)
= 2cos(w,)cos(a) {d, ; -V, ,} 3)
+ (v, +V,_,)cos(a)
=2{d,_, -V, } {cos(w, +a)+sin(w,)sin(a)}
+ (v, +V,_,)cos(a)
(2) and (3) represent linear state space equation which
the measurement matrix has uncertainty,

Xisa = X + W 4)
Y, =(H, —AH, )X, +V,
where
[ cos(w,)
X, =| cos(w, +ar)
sin(w, )
y. - d +d,, }
‘ | (dy +d,_,)cos(a) (5)
g - [2d,, © 0
““1 0 2d,, 2d,,sin(e)
2v, 0 0
AH, =" _
0 2v, 2v,sin(a)

_ Vi Vi,

Y= {(vk +vk_2)cos(a)}
and w, is modeling error under the assumptions of
white and zero mean. (5) shows the state variable x,
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that has two sinusoid signals which are delayed 90
degree in phase each other.

111. QUADRATIC CONSTRAINED
CONDITION

The two state variables, cos(w,) and sin(w,), have
following constraint naturally in (5).
cos?(w, ) +sin?(w,) =1 (6)
(6) can be considered another measurement information
without additional sensor. However, since (6) is
quadratic form, it is not suitable for the linear state
equation. To change (6) to linear form, one can use a
past estimation result as follows:
1= {cos(vAvk_l) +é, }cos(wk)

()
+{sin(W, ;) + &, }sin(w,)

With (7), the quadratic constraint becomes another

measurement. With augmenting (7) to (4), (4) can be re-

written
X = X + W

. (®)
Yo =(H, —AH, )X +V,
where
d,+d,,
Yo, =| (d, +d,_;)cos(a)
1
2d,, 0 0
H,=| 0 2d,, 2d_sin(a)| (9)
cos(w, ,) O sin(W, ,)
[2v,, © 0
AH, =| 0 2y, 2v,sin(a)
_gckfl 0 _gskfl
[ vty
v, =| (v +V,,)cos(a)
0

The augmented equation (8) has also uncertainty in
measurement matrix. To obtain a compensated
estimation results from these uncertainties, we use the
RLS algorithm in [4].

IV. LINEAR FREQUENCY ESTIMATOR

The RLS algorithm in [4] can be summarized as
follows:
Measurement update:
Pk\7k1 = /,J‘Pki(l—l + H~;k Hak -W,
)’(\k\k = (I + Pk|ka))A(k|k-1 + Pk\kHlI (yak - Hak ik|k—1)
Time update:

(10)



=]

k+lk — F Pk|k FkT
)zk+1\k = Fk)’zk\k

where 4 is weight parameter which is able to adjust

along the system characteristic and W, is stochastic

property of the measurement uncertainty, AH, - The

(11)

stochastic property of AH_ can be represented by

definition in (8) as follows:
W, = E[AH] AH, |

4R + A 0 B, (12)
= 0 4R, 4R, sin(a)
B, 4R, sin(ar) 4R, sin?*(a)+C,
where
:
E SCH gCH — Ak Bk (13)
‘c"sk,1 ‘c“sk,1 Bk Ck
(13) is covariance of error which caused by

transforming quadratic equation (6) to linear constraint
(7). The error covariance matrix is also tuning
parameter like A.

V. EXPERIMENTAL RESULTS

To prove the performance of the proposed algorithm,
the motor installed in a car window system is used and
its rotation is obtained from the linear Hall sensor. With
the sensor data, we estimated motor’s speed and
compared the results with those of [2]. Since the
algorithm in [2] showed good performance as
tachometer, we did not compare with tachometer in
these experiments. Parameters of the estimator are as
follows:

1=0.95
R, =0.000049339[V °]
10° 0 0 (14)
P.=l 0 10° 0
0 0 10°

A B | [10" 0
C, D, 0 10™%

cos(a) =0.809, a= %[rad]

The linear Hall sensor output is represented in Fig. 1. At
the around 3000 step and the around 6000 step, there
was a speed change. The motor was stopped at around
7200 step. The estimated motor’s speed obtained from
the linear Hall sensor data was shown in Fig. 2. The
proposed algorithm had the lower error than [2] at both
the low and the high speed range. However, in stopped
condition, proposed algorithm showed bias error. The
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approximation of the linear constrained condition from
quadratic equation might cause these errors.

The computer simulation results along varying
frequencies were represented in Fig. 3 and Fig. 4. The
mean of the estimation error in Fig. 3 showed both two
algorithms increased bias error as frequency decreased.
Root means square of estimation error in Fig. 4 showed
also both two algorithms decrease performance as
frequency come down. However, in both two cases, the
proposed algorithm was better than [2]. Therefore, the
results supported that the additional constrained
condition can improve the estimator’s performance.

V1. CONCLUSION

To estimate motor’s speed from the sinusoidal signal
obtained by the linear Hall sensor, we established linear
state pace equation reflecting the constraint and used the
RLS algorithm to cope with the measurement
uncertainty. Since a conventional linear prediction
algorithm has a limitation of the range in the low speed,
we gave the additional information to estimator which is
quadratic equation so called Pythagorean identity that is
natural property in sinusoidal signal. However, since the
equation is a nonlinear form, we change it to a linear
constrained condition. Adding it to the measurement
equation, it is possible to derive another linear state
space equation which has more information without
additional sensor. The experimental results and the
computer simulations show that the performance of the
proposed algorithm is better than that of the
conventional algorithm. Moreover, it supports that the

additional constrained condition can improve the
estimator’s performance
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Abstract: Mental Image Directed Semantic Theory (MIDST) has defined the semantic content (i.e., concept) of a
spatiotemporal expression as a certain generalized mental image of its referents in the physical world and proposed a
method to model mental images as “loci in attribute spaces” formalized in the formal language Lpg. The most
remarkable feature of Lpg is its capability of formalizing spatiotemporal events based on a hypothesis of human
attention mechanism. This paper presents a systematic method for top-down control of robotic attention by Lqgy

representation with some computer simulation results.

Keywords Natural language, Multimedia understanding, Robotic sensation axd action.

[.INTRODUCTION

The authors have been working on integrated
multimedia understanding for intuitive human-robot
interaction, that is, interaction between non-expert or
ordinary people and home robots as shown in Fig.1 [1-
4]. In such a situation, natural language is the leading
information medium for their communication as well as
for the communication between ordinary people
because it can convey the exact intention of the sender
to the receiver due to its syntax and semantics common
to its users, which is not necessarily the case for another
medium such as gesture or so.

For such an intuitive human-robot interaction
intended here, it is essential to develop a systematically
computable knowledge representation language (KRL)
as well as representation-free technologies such as
neural networks for  processing  unstructured
sensory/motory data. This type of language is
indispensable to knowledge-based processing such as
understanding sensory events, planning appropriate
actions and knowledgeable communication with
ordinary people in natural language, and therefore it
needs to have at least a good capability of representing
spatiotemporal events that correspond to human/robotic
sensations and actions in the real world.

Most of conventional methods have provided robotic
systems with such quastnatural language expressions as
‘move(Velocity, Distance, Direction)’, ‘find(Object,
Shape, Color)’ and so on for human instruction or
suggestion, uniquely related to computer programs to
deploy sensors/ motors [e.g., 5, 6]. These expression
schemas, however, are too linguistic or coarse to
represent and compute sensory/motory events in such an
integrated way as intended here.

Mental Image Directed Semantic Theory (MIDST)
[1] has proposed a model of human attention-guided
perception yielding omnisensory images that inevitably
reflect certain movements of the focus of attention of
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the observer (FAO) scanning certain matters in the
world. More analytically, these omnisensory images are
associated with spatiotemporal changes (or constancies)
in certain attributes of the matters scanned by FAO and
modeled as temporally parameterized “loci in attribute
spaces”, so called, to be formulated in a formal
language, Ly (Mental-image Description Language).
This language is employed for predicate logic and has
already been implemented on several types of

computerized intelligent systems [1-4].

This paper presents a systematic method for top-
down control of robotic attention by L,y representation
with some computer simulation results.

Sense

}/ Proiem 98t
finding/solving in"',-\-] atura:i
in KRL Langfiiagé

Fig.1. Intuitive human-robot interaction

II.IMAGE, ATTENTION AND Lng

MIDST models omnisensory mental images as “Loci
in Attribute Spaces”. An attribute space corresponds
with a certain measuring instrument just like a
barometer, thermometer or so and the loci represent the
movements of its indicator.

For example, the moving gray triangular object
shown in Fig2-Left is assumed to be perceived as the
loci in the three attribute spaces, namely, those of
‘Location’, ‘Color’ and ‘Shape’ in the observer’s brain.
A general locus is to be articulated by “Atomic Locus”
as depicted in Fig.2-Right and formulated as (1).

L(x,y,p.9.2,2.k) )
The intuitive interpretation of (1) is given as follows.
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“Matter ‘X’ causes Attribute ‘a’ of Matter 'y’ to keep
(p=q) or change (p * q) its values temporally (g=Gt)
or spatially (g=Gs) over a time-interval, where the
values‘'p’ and ‘q’ arerelativetothe standard ‘k’.”
When g=G,, the locus indicates monotonic change or
constancy of the attribute in time domain and when
g=G,, that in space domain, respectively. The former is
called ‘temporal event’ and the latter, ‘spatial event’.
For example, the motion of the ‘bus’ represented by Sl
is a temporal event and the ranging or extension of the
‘road’ by & is a spatial event whose meanings or
concepts are formulated as (2) and (3), respectively,
where ‘A’ denotes the attribute ‘Physical Location’.
These two formulas are different only at the term ‘Event
Type’.
(S1) The bus runs from Tokyo to Osaka.
($xy,k)L(x,y,Tokyo,Osaka,A ;»,G..k)Ubus(y)
(S2) The road runs from Tokyo to Osaka.
($x,y,k)L(x,y,Tokyo,Osaka,A | 5,Gs.k)Uroad(y) (3)
The formal language L.y has employed ‘tempo-
logical connectives (TLCs) representing both logical
and temporal relations between loci. Articulated loci are
combined with tempo-logical conjunctions, where
‘SAND (Ug)’ and ‘CAND (U;)’ are most frequently
utilized, standing for ‘Simultaneous AND’ and
‘Consecutive AND’, conventionally symbolized as ‘P’
and ‘’, respectively. For example, the expression (4) is
the definition of the English verb concept ‘fetch’
depicted as Fig.3-Left. This implies such a temporal
event that ‘x’ goes for ‘y” and then comes back with it.

(I x,y)fetch(x,y)
« (Ixy)($pl,p2,KL(xx,pl,p2,A12,Gtk)-

(Lxxp2.pL.A12.GtKP L(x.y.p2.p.A12.Gtk))

2

Uxt yUpll p2 4
a
-~ -
'd “"-\ 9 1
II;_--""' BHAFE :
—~ (N - ) |
# :E’ -'! - — | 4] :
U |
Lo N B S -
gk . / Iy t Time

Fig.2. Mental image model (Left) and Atomic Locus in
Attribute Space (Right).

by

| 1| MRS

Spatial evest

Fig.3. Image of ‘fetch’(Left) and Event types (Right).
It has been often argued that human active sensing
processes may affect perception and in turn

conceptualization and recognition of the physical world.
The difference between temporal and spatial event
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concepts can be attributed to the relationship between
the Attribute Carrier (AC) and the Focus of the
Attention of the Observer (FAO). To be brief, the FAO
is fixed on the whole AC in a temporal event but runs
about on the AC in a spatial event. Consequently, as
shown in Fig.3-Left, the bus and the FAO move
together in the case of S1 while the FAO solely moves
along the road in the case of S2. That is, all loci in
attribute spaces correspond one to one with
movements or, more generally, temporal events of the
FAQ. This implies that L,y expression can suggest a
robot what and how should be attended to in its
environment. And this is why S3 and S4 can refer to the
same scene in spite of their appearances, where what
‘sinks’ or ‘rises’ is the FAO and whose conceptual
descriptions are given as (5) and (6), respectively,
where °‘A13’, and ¢’ refer to the attribute
‘Direction’ and its values upward’ and ‘downward’,
respectively. Such a fact is generalized as ¢ Postulate of
Reversibility of a Spatial Event (PRS) ’ that can be one
of the principal inference rules belonging to people’s
common-sense knowledge about geography. These
pairs of conceptual descriptions are called equivalent in
the PRS and the paired sentences are treated as
paraphrases each other.

Imaginarr Space Region

¢

Fig4. Spatial event ‘row’ and FAO movement.

(S3) The path sinksto the brook.

($X,Y£’,E,k1 akZ)L(Xayf‘p’ZaAlLGs’kl)P
L(X7Y5 b 7Al39GS9k2) Upath(Y)

Ubrook(z) Up? z ®)
(S4) The path rises fromthe brook.

($X7y9paz»kl 7k2)L(X’inspaA123G59k1)P

L(x.ys - ,A13,Gskz) Upath(y)

Ubrook(z) Up? z (6)

For another example of spatial event, Fig.4 concerns
the perception of the formation of multiple isolated
objects, where FAO runs along an imaginary object so
called ‘Imaginary Space Region (ISR)’. This spatial
event can be verbalized as S5 wing the preposition
‘between’ and formulated as (7) or (8), corresponding
also to such concepts as ‘row’, ‘line-up’, etc.

(S5) Y is between X and Z.

($X,y 7p7q7k1 7k2)(I-(XeY7XaY:A1 2 sGSakl )P
L(Xay9p P 5A| 3 9G89 k2)):(L(X,y:Y‘azaA 129C}S 9k1 )P
L(xy.4.9,A13,Gs.ko))UISR(y)Up=q ()
($X,y 7p 9k1 akz)(]-’(xayﬁzaYaA 1 29GS 9k1 ). .
L()(ay’Y7X:A 1 ZaGS 9k1 ))P L(xa}I7p P aA 13 7GS ’kZ)UISR(Y) (8)



At our best knowledge, there is no other theory or
method [e.g., 7, 8] that can provide spatiotemporal
expressions with semantic interpretation in such a
systematic way where both temporal and spatial events
are simply and adequately formulated by controlling the
term of Event Type of the atomic locus formula
reflecting FAO movement. Table 1 shows about 50
attributes extracted exclusively from English and
Japanese words of common use contained in certain
thesauri [9]. Most of them (i.e., A01-A45) correspond to
the sensory receptive fields in human brains. For
example, those marked with “*’ in this table can be
associated to the sense ‘sight’. Correspondingly, six
categories of standards shown in Table 2 have been
extracted that are necessary for representing relative
values of each attribute in Table 1. These tables imply
that ordinary people live their casual life, attending to
tens of attributes of the mattersin theworld to cognize
them in comparison with several kinds of standards.
That is, without any verbal hint, it is extremely
difficult for a robot to understand which part of its
environment is significant or not for people because
therearetoo many thingsto attend to asit is.

Tablel. List of attributes

Code

Attrihnte Pronertv! 1 (words/nhrases

*A01
*A02
*A03
*A04
*A05
*A06
*A07
*A08
*A09
*A10
*All
*Al2
*Al3
*Al4
*AlS
*Al6
*Al7
AlS8
A19
A20
A2l
A22
A23
A24
A25
A26
A27
A28
A29
A30
A3l
*A32
A33
A34

©ISAROB 2009

PI.ACE OF EXISTE NCE N1 (hannen
LENGTH [S1 (lona, shorten, close, away)
HEIGHT [S]1 (hiah, lower)

WIDTH [S1(widen, narrow)
THICKNESS [S]1 (thick, thin)

DEPTHI [S] (deep, shallow)

DEPTH2 [S1 (deep, concave)

DIAMETER [S] (across, in diameter)
AREA [S] (sguare meters, acre)
VOLUME [S] (litter, aallon)

SHAPE N1 (round, trianale)

PHYSICAL LOCATION [NT] (move, stay)
DIRECTION [N] (turn, wind, left)
ORIENTATION [NT] (orientate, command)
TRAJECTORY [N1 (ziazaa, circle)
VELOCITY [S] (fast, slow)

MILEAGE [S] (far, near)

STRENGTH OF EFFECT [S] (stronaq,
DIRECTION OF EFFECT [NT1 (pull, push)
DENSITY [S1 (dense, thin)
HARDNESS [S]1 (hard, soft)
ELASTICITY [S] (elastic, flexible)
TOUGHNESS [S] (fraaile, stiff)
TACTILE FEELING [S] (rouah, smooth)
HUMIDITY [S1 (wet, drv)
VISCOSITY [S1 (oily, waterv)
WEIGHT [S] (heawy, light)
TEMPERATURE [S]1 (hot, cold)
TASTE [N1 (sour, sweet, bitter)
ODOUR [N] (punaent, sweet)
SOUND [N1 (noisv, silent, loud)
COLOR [N] (red, white)
INTERNAL SENSATION [N]
TIME POINT [S] (0’ clock, elapse)

(tired,
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A35 DURATION [S] (hour, minute, long, short)
A36  NUMBER [S] (ten, quantity, number)

A37 ORDER [S] (first, last)

A38 FREQUENCY [S1 (sometimes, frequent)

A39 VITALITY [S] (alive, dead, vivid)

A40 SEX [S1(male, female)

A4l QUALITY N1 (make, destrov)

A42 NAME [V] (name, token)

A43 CONCEPTUAL CATEGORY V1 (mammal)
*A44  TOPOLOGY [VI(in, out, touch)

*A45  ANGULARITY [S] (sharp, dull, rectanale)
BO1 WORTH [N]1 (improve, praise, deny, alright)
B02 LOCATION OF INFORMATION [N] tell,
B03 EMOTION [N (like, hate)

B04 BELIEF VALUE [S] (believe, trust)

+S: scalar value, N: non-scalar value. *Attributes
concerning the sense of sight.

Table2. List of standards

Categories Remarks
Rigid Objective standards such as denoted by
Standard measuring UNits (meter, gram, etc.).
Speci The attribute value ordinary for a species.
pecies o L
A short train is ordinarily longer than a
Standard .
long pencil.
Proportional | ‘Oblong’ means tat the width is greater
Standard than the height at a physical object.
Individual | Much money for one person can be too little
Standard for another.

Purposive | One room large enough for a person’s
Standard sleeping must be too small for his jogging.
Declarative | The origin of an order such as ‘next’ must
Standard be declared explicitly just as ‘next to him’.

[I1.ATTENTION CONTROL BY Lmg

The description of an event in Ly is compared to a
movie film recorded through a floating camera because
it is necessarily grounded in FAO’s movement over the
event. That isto say in short, L ,y expression suggests a
robot what and how should be attended to in its
environment. Therefore, the robotic attention can be
controlled in a top-down way based on Ly expression.

For example, consider such a suggestion to a robot as
S6 whose semantic interpretation is given by (26),
where ‘avoid’ is defined as ‘keep Topology (A44)
Disjoint (=Dis)’. In this case, unless the robot is aware
of the existence of a certain box between the stool and
the desk, such semantic understanding as the underlined
part of (26) and such a semantic definition of the word
‘box’ as (27) are very helpful for it. The attributes A,
(Location), A3 (Direction), A3, (Color), A;; (Shape)
and the spatial event on Aj; in these Ly expressions
indicate that the robot has only to activate its vision
system in order to search for the box from the stool to
the desk during the pragmatic understanding. That is,
the robot can attempt to understand pragmatically the
words of objects and events in an integrated top-down
way.



(S6) Avoid the green box between the stool and the
desk.

($x1,%0,X3,%4,X5, %6,y 1,Y 2,0 K1 .K2.k3.ks)
L(6,%s,Dis,Dis,A 44,Gp. k4 )P L(Xe,%5,%2,%6,A 12,Gs,k1 )P
(LY 1 X4.X1 X0,A12.G5.K1 ) LY 1 .X4.%0.%3.A12.G5.K1 )P
L(yl X4 ,p,p,A 13 ,GS ,kz)P L(yz ,Xz,Green,Green,A32,Gt,k3)
US‘[OOI(X1 )UbOX(X2)UdeSk(X3 )UISR(M)UISR(XS)
Urobot(xs) (26)

(I x)box(x)« (I x)($y,k)L(y,x,Hexahedron,Hexahedron,
Aqq ,G,k)Ucontainer(x) 27

Figure 5 shows the simulated action of a virtual robot
to the command S7. The robot’s pragmatic
understanding of this command is given as (28), where,
‘Roboty’ refers to the virtual robot itself, ‘D.’ is the
direction from ‘Rectangle;’ to ‘Triangle;’ calculated
from their locations, and P, and P, are the current and
the goal locations of ‘Robot,’, respectively.

(S7) Go to between the rectangle and the triangle,

avoiding the pentagon.

I_(RObOt(),RObOt(),PC,Pg,A 1 Z,Gt,_)

P L(Robotg,ISR,,Disjoint,Disjoint,A 44,G;,_)

P (L(_,ISR,Rectangle |,Pg,A 15,G;,_)-

].(_,ISR] ,Pg,Triangle 1 ,A 1 2,GS ,_))
PL(Robotg,ISR;,D.,D¢,A3,Gs, )

P L(Robotg,ISR,,Pentagon;,Roboty,A 12,G;,_ ) (28)

The process flow for this simulation is roughly as
follows [1-4].

[STEP1] Syntactic interpretation: production of a
surface dependency structure (SDS) from S7.

[STEP2] Semantic understanding: production of a
generalized (conceptual) interpretation Ug based on the
SDSs and the semantic definitions of the words
included in S7.

[STEP3] Pragmatic understanding: production of
such a concrete interpretation as (28) by grounding the
variables of Ug onto the matters in the environment.

[STEP4] Behavioralization: production of the action
to S7 so as to satisfy the conditions indicated in (28) in
the top-down way controlled by the attributes involved.

The text understanding process above is completely
reversible except that multiple paraphrases can be
generated by tempological reasoning as shown in Fig.6
because event patterns are sharable among multiple
word concepts, where text-generation is also controlled
in a top-down way in use of attributes involved.

Fig. 5. Simulation in Matlab of the command ‘Go to

between the rectangle and the triangle, avoiding the
pentagon’.
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(Input)
With the long red stick Tom precedes Jim.
(Output)
Tom with the long red stick goes before Jim goes.
Jim goes after Tom goes with the long red stick.
Jim follows Tom with the long red stick.
Tom carries the long red stick before Jim goes.
The stick moves simultaneously when Tom goes.

Fig.2. Text paraphrasing by tempological reasoning.
V. CONCLUSION

Yokota,M. has analyzed a considerable number of
spatiotemporal event terms over various kinds of
English words such as prepositions, verbs, adverbs, etc.
categorized as ‘Dimensions’, ‘Form’ and ‘Motion’ in
the class ‘SPACE’ of the Roget’s thesaurus P], and
found that almost all the concepts of spatiotemporal
event terms can be defined in exclusive use of six kinds
of attributes for FAOs, namely, ‘Physical location
(A12)y, ‘Direction (A13)’, ‘Trajectory (A15)’, ‘Velocity
(A16), ‘Mileage (A17) and ‘Topology (A44)’. This
fact implies that L.y expression can control robotic
attention mechanism very efficiently in a top-down way
in the physical world.
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Abstract: Mental Image Directed Semantic Theory has proposed a formal language named ‘“Mental-image
Description Language, Lyy”. This language can provide intermediate knowledge representation and has already been
applied to the integrated multimedia understanding system IMAGES-M that can perform cross-media translation,
question-answering, etc. This paper describes a systematic method based on Ly for intelligent robots to find and solve

problems in their environments.

Keywords: Knowledge representation language, Problem finding, Problem solving.

[.INTRODUCTION

In recent years, there have been developed various
types of real or virtual robots as artificial partners.
However, they are to play their roles according to
programmed actions to stimuli and have not yet come to
perform as natural as ordinary people. In order to realize
such artificial partners, it is very important to develop a
systematically computable knowledge representation
language [1] as well as connectionismbased
technologies for unstructured data processing [2]. This
type of language is indispensable to knowledge-based
processing such as understanding sensory events,
planning appropriate actions and knowledgeable
communication even with ordinary people, and
therefore it needs to have at least agood capability of
representing spatiotemporal events that correspond to
humans’ or robots’ sensations and actions in the real
world. Most of conventional methods have provided
robotic systems with such quasinatural language
expressions as ‘move(Velocity, Distance, Direction)’,
‘find(Object, Shape, Color)’, etc. for human instruction
or suggestion, uniquely related to computer programs
for deploying sensors/motors as their semantics [e.g.,
3,4]. These expression schemas, however, are too
linguistic or coarse to represent and compute
sensory/motory events. This is also the case for Al
planning (“action planning”) which deals with the
development of representation languages for planning
problems and with the development of algorithms for
plan construction [5].

In order to solve this problem, Yokota, M. has
employed the formal language so called ‘Language for
Mental-image Description (L.y)’ proposed in his
original semantic theory ‘Mental Image Directed
Semantic Theory (MIDST)’ [e.g., 6]. L yy was originally
proposed for formalizing the natural semantics, that is,
the semantics specific to humans, but it is general
enough for the artificial semantics, that is, the semantics
specific to each artificial device such as robot. This
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language has already been implemented on several
types of computerized intelligent systems [e.g., 7] and
there is a feedback loop between them for their mutual
refinement, unlike other similar ones [e.g., 8].

This paper describes a systematic method based on
L,y for intelligent robots to find and solve problems in

their environments.

II. BRIEF DESCRIPTION OF Lmg

MIDST treats word meanings in association with
mental images, not limited to visual but omnisensory,
modeled as “Loci in Attribute Spaces”. An attribute
space corresponds with a certain measuring instrument
just like a barometer, a map measurer or so and the loci
represent the movements of its indicator. A general
locus is to be articulated by “Atomic Locus” and
formalized as the expression (1). This is a formula in
many-sorted first-order predicate logic, where “L” is a
predicate constant with five types of terms: “Matter”
(at ‘x’ and ‘y’), “Attribute Value” (at ‘p’ and °‘q’),

“Attribute” (at ‘a’), “Event Type” (at ‘g’) and
“Standard” (at k).
L(%.y:pq,2,8,K) M

This formula is called ‘Atomic Locus Formula’ and
its intuitive interpretation is given as follows, where
‘matter’ refers to ‘object’ or ‘event’.

“Matter ‘x’ causes Attribute‘a’ of Matter ‘y’ to keep
(p=q) or change(p* q) itsvaluestemporally (g=Gt) or
spatially (g =Gs) over a time-interval, wherethe values
‘p’ and ‘q’ arerelativetothe standard ‘k’.”

When g=Gt, the locus indicates monotonic change or
constancy of the attribute in time domain and when
g=Gs, that in space domain. The former is called a
temporal event and the latter, a spatial event.

For example, the motion of the ‘bus’ represented by
S1 is a temporal event and the ranging or extension of
the ‘road’ by S2 is a spatial event whose meanings or
concepts are formalized as (2) and (3), respectively,



where the attribute is “physical location ” denoted by
‘A12’.

(S1) The bus runs from Tokyo to Osaka.

(S2) The road runs from Tokyo to Osaka.

($x,y,k)L(x,y,Tokyo,Osaka,A12,Gt,k)Ubus(y) 2)

($x,y,k)L(x,y,Tokyo,0Osaka,A12,Gs,k)Uroad(y) (3)

In order to represent both logical and temporal
relations between loci, MIDST has employed ‘tempo-
logical’ connectives [9] such that are defined by (4),
where tj, ¢ and K refer to one of the temporal relations
indexed by ‘i’, locus, and an ordinary binary logical
connective such as the conjunction ‘U’, respectively.

c1Kica« (c1Kcp)Uti(cy, C2) C)

Table 1 shows the definition of t;, where the
conventional 13 types of temp oral relations between
two intervals are discriminated by the suffix [’(-6£ i
£6). For example, the expression (5) is the conceptual
description of the English verb “fetch”, depicted in
Fig.4, implying such a temporal event that ‘x’ goes for
‘y> and then comes back with it, where P (=U,)’ and
“.(=U,)’ are instances of the tempo-logical connectives,
‘SAND’ and ‘CAND’, standing for “Simultaneous
AND” and “Consecutive AND”, respectively. In
general, a series of atomic locus formulas with such
connectives is called ‘Locus formula’.

(I x,y)fetch(x,y) (I x,y)($p1,p2,k)L(x,x,p1,p2,A12,Gt,
k) (L(x.x.p2.p1.A12.Gt.K)P I (x.y.p2.p1.A12 .Gt.k))
Uxt yUp 1t p2 )

As indicated by the underline at (5), an event
‘fetch(x,y)’ is necessarily finished by an event
‘carry(x,y)’. This fact can be formulated as (6), where
‘Ey’ is the ‘implication (E)’ furnished with the
temporal relation “finished-by (t 4)’ (See Table 1).

(©)

fetch(x,y) E4 carry(xy)
Tablel. List of temporal relations’

Definition of t; Allen’s notation [10]
Tty to(Cy, Cy) equals(cy,C;)
Wtio=to to(Cy, €1) equals(Cy, €y)
ti(cy, C) meets(Cy, Cy)
ti=ty
t.1(Cy, C1) met-by(Cy, C1)
tl ]:t21 tz(cl, Cz) starts(cl, Cz)
Ut 15<tp t2(Cy, Cy) started-by(C,, C;)
. t1>to) t3(cy, C) during(Cy, C;)
Ut 1<ty t3(Cy, C1) contains(C,, C;)
t1>tn) t4(Ci, Cy) finishes(Cy, C,)
Utlzztzz t_4(Cz, Cl) ﬁnished-by(cz, Cl)
ts(cy, C) before(cy, Cy)
t1o<ty
t.s(Cy, C1) after(c,, Cy)
1<t Uty 1<t te(Cy, C2) overlaps(Cy, C;)
Ut 1<tz t.¢(Cy, C1) overlapped-by(C,, C;)

"The durations of ¢, and C, are [t;;, t,] and [ta;, bl
respectively.
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B

Fig.4. Locusof ‘fetch’.

[1l. COMPUTATION ON Lmd

Our intelligent system IMAGES-M [7] working on
Ly is one kind of expert system equipped with five
kinds of user interfaces for multimedia communication,
that is, Sensor Data Processing Unit (SDPU), Speech
Processing Unit (SPU), Image Processing Unit (IPU),
Text Processing Unit (TPU), and Action Data
Processing Unit (ADPU) besides Inference Engine (IE)
and Knowledge Base (KB). Each processing unit in
collaboration with IE performs mutual conversion
between each type of information medium and locus
formulas.

The fundamental computations on Ly by IMAGES -
M are to detect semantic anomalies, ambiguities and
paraphrase relations. These are performed as inferential
operations on locus formulas at IE. Detection of
semantic anomalies is very important to avoid
succession of meaningless computations or actions. For
an extreme example, consider such a report from certain
sensors as (7) represented in Ly, where “..." and ‘A29’
stand for descriptive omission and the attribute ‘Taste’.
This locus formula can be translated into the English
sentence S3 by TPU, but it is semantically anomalous
because a ‘desk’ has ordinarily no taste.

($x,y,k)L(y,x,Sweet,Sweet,A29,Gt,k)Udesk(x)

(S3) The desk is sweet.

These kinds of semantic anomalies can be detected in
the following processes.
Firstly, assume the postulate (8) as the commonsense or
default knowledge of “desk”, stored in KB, where
‘A39’ is the attribute ‘vitality’. The special symbol ‘*’
represents ‘always’ as defined by (9), where ‘e(t1,t2)’ is
a simplified atomic locus formula standing for time
elapsing with an interval [t1,t2]. Furthermore, * * and */’
are anonymous variables employed for descriptive
simplicity and defined by (10) and (10°), respectively.

(I %) desk(x) « (1x)(..L*(_x,/,/,A29,Gt, )U...U

@)

L*(_x/,/,A39,Gt, YU ..) ®)
Xt (" t1L2)XPetl,2) )
X« ($u) X(w) (10)
X(/)x¢ ~($u) X(u) (107



Secondly, the postulates expressed by (11) and (12)
in KB are utilized. The formula (11) means that if one
of two loci exists every time interval, then they can
coexist. The formula (12) states that a matter has never
different values with a standard of an attribute at a
time.

XUY* EXPY (11)

L(x,y:p:9:2.8KP L(zy.18,2,gk) E. p=tUq=s  (12)

Lastly, IE detects the semantic anomaly of “sweet
desk” by using (8)-(12). That is, the formula (13) below
is finally deduced from (8)-(12), which violates the
postulate (8), that is, “ Sweet* /.

L(_x,Sweet,Sweet,A29,Gt, PL(zx,,,A29,Gt, ) (13)

These processes above are also employed for
dissolving syntactic ambiguities in people’s utterances
such as S4. IE rejects ‘sweet desk’ and eventually
adopts ‘sweet coffee’ as a plausible interpretation.

(S4) Bring me the coffee on the desk, which is very
sweet.

If multiple plausible interpretations of a text or
another type of information are represented in different
locus formulas, it is semantically ambiguous. In such a
case, IMAGES-M will ask for further information in
order for disambiguation.

Furthermore, if two different representations are
interpreted into the same locus formula, they are
paraphrases of each other. The detection of paraphrase
relations is very wuseful for deleting redundant
information, for cross-media translation, etc. [11].

V. PROBLEM FINDING & SOLVING

Problems can be classified roughly
categories as follows [11].
(CP) Creation Problem:
House building, food cooking, etc.
(MP) Maintenance Problem:
Fire extinguishing, room cleaning, etc.
An MP is relatively simple one that a robot can find
and solve autonomously while a CP is relatively

into two

difficult one that is given to the robot, possibly, by
humans and to be solved in cooperation with them.

A robot must determine its task to solve a problem in
the world. The robot needs to interpolate some transit
event X7 between the two eents, namely, ‘Current
Event (Xc)’ and ‘Goal Event (Xg)’ as shown in (14).

Xc X1 X6 (14)

According to this formalization, a problem Xp is
defined as X7+ Xg and a task for the robot is defined as
its realization.

The events in he world are described as loci in
certain attribute spaces and a problem is to be detected
by the unit of atomic locus. For example, employing
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such a postulate as (15) implying ‘Continuity in
attribute values’, the event Xin (16) is inferred as (17).

L(Xa}]aplapzaa;gak)' L(Zayap3ap4aaag7k)'é'p3:p2 (15)
(16)

L(z’,y,p2,p3,a,g,k) 17

Consider a verbal command such as S5 uttered by a
human. Its interpretation is given by (18) as the goal
event Xg concerning the attribute of ‘Height (A03)’. If
the current event Xcis given by (19), then (20) with the
transit event Xt underlined can be inferred as the
problem corresponding to S5.

Lx,y,pl,p2,a,g,k) X- L(z,y,p3,p4,3,2,k)

(S5) Keep ‘balloon C7’ flying 56 meters high.
1(z,C7,q,q,A03,Gt.k)Uballoon(C7)USmEqE6m  (18)

L(x,C7,p,p,A03,Gt,k)Uballoon(C7) (19)
71.C7.p.q.A03.Gt.k)- 1(zC7,q,q,A03,Gt.k)U
balloon(C7) U 5SmEq£6m (20)

For this problem, the DIRN is to execute a task
deploying a certain height sensor and actors ‘z1’ and ‘Z’.
The selection of ‘z’ is a task in case of MP described
below while the actor ‘z1’ is selected as follows:

If 6m-p<0 then z1 is a sinker, otherwise
if 5m-p>0 then z1 is a raiser, otherwise
BmEpPE6mM and no actor is deployed as z1.

The goal event Xg for an MP is that for another CP
such as S5 given possibly by humans and solved by the
robot in advance. That is, the task in this case is to
autonomously restore the goal event Xg created in
advance to the current event Xc as shown in (21), where
the transit event Xy is the reversal of such X-7 that has
been already detected as ‘abnormal’ by the DIRN.

For example, if Xg is given by (18) in advance, Xt is
also represented as the underlined part of (20) while X-7
as (22). Therefore the task here is quite the same that
was described in the previous section.

Xg+ Xor X Xp- Xg Q1)

1(z1,C7,q,p,A03,Gt,k)Uballoon(C7) (22)

At present, IMAGES-M, installed on a personal
computer, can deploy SONY AIBOs, dog-shaped robots,
as actors and gather information about the physical
world through their microphones, cameras and tactile
sensors. Communications between IMAGES-M and
humans are performed though the keyboard, mouse,
microphone and multicolor TV monitor of the personal
computer.

Consider such a verbal command as S6 uttered to the
robot, SONY AIBO, named ‘John’.

(S6) John, walk forward and wave your left hand.

Firstly, late in the process of cross-media translation



from text to AIBO’s action, this command is to be
interpreted into (23) with the attribute ‘shape (Al1l)’ and
the values ‘Walkf1’ and so on at the standard of ‘AIBO’,
reading that John makes himself walk forward and wave
his left hand. Each action in AIBOs is defined as an

ordered set of shapes (i.e., time-sequenced snapshots of
the action) corresponding uniquely with the positions of
their actuators determined by the rotations of the joints.

For example, the actions ‘walking forward (Walkf)’ and
‘waving left hand Wavelh)’ are defined as (24) and

(25), respectively.

L(John,John,Walkf-1,Walkf-m,A11,Gt,AIBO) V]
L(John,John,Wavelh-1,Wavelh-n,A11,Gt,AIBO) (23)

Walkf={Walkf-1,Walkf-2,...,Walkf-m} (4)

Wavelh={Wavelh-1,Wavelh-2,...,Wavelh-n} 25)

Secondly, an AIBO cannot perform the two events
(i.e., actions) simultaneously and therefore the transit
event between them is to be inferred as the underlined
part of (26) which is the goal event here.

L(John,John,Walkf-1,Walkf-m,A11,Gt,AIBO)-
L(John.John, Walkf-m.Wavelh-1.A11.Gt.AIBO)-
L(John,John,Wavelh-1,Wavelh-n,A11,Gt,AIBO) (26)

Thirdly, (27) is to be inferred, where the transit event,
underlined, is interpolated between the current event
and the goal event Xg (=(26)).

L({John,John,p1,p2,A11,Gt,AIBO)
- L(John.John,p2. Walkf-1.,A11.Gt, AIBO)- X5 (27)

Finally, (26) is interpreted into a series of the joint
angles in the AIBO. Figure 9 shows AIBO’s standing
up and turning right that cannot be done simultaneously.

Fig.9. AIBO behaving in accordanceto the command
‘Stand up and turn right.’

V. CONCLUSION

This paper described about a novel method of
problem finding and solving based on the formal
language L,g where a problem is defined as the
combination of a goal event Xg and a transit event Xt
between the current event Xc and the goal event. The
task sharing and assignment among sensors and actors
are executed based on the information of a problem
described as locus formulas in L.y. The most useful
keys to task assignment are the attributes involved.
About 50 kinds of attributes have been found in
association with natural languages [6]. Furthermore,
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most of computations on Ly are simply for unifying (or
identifying) atomic locus formulas and for evaluating
arithmetic expressions such as ‘p=Q’, and therefore we
believe that our formalismcan reduce the computational
complexities of the others [e.g., 12,13] when applied to
the same kinds of problems described here.

Our future work will include establishment of
learning facilities for automatic acquisition of word
concepts from sensory data and human-robot interaction
by natural language under real environments.
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Abstract: This paper discusses success rates in a multi-modal command language for home robot users. In the
command language, one specifies action types and action parameter values to direct robots in multiple modes such as
speech, touch and gesture. Success rates of commands in the language can be estimated by user evaluation in several
ways. This paper presents some user evaluation methods and results from recent studies on command success rates. The
results show that the language enables users without much training to command home robots at success rates of as high
as 88-100%. It is also shown that multi-modal commands combining speech and button press actions included fewer
words and were significantly more successful than single-modal spoken commands.

Keywords: Home robot, multi-modal, command language, success rate, human-robot interaction

I. INTRODUCTION

In recent years, home robots for various purposes
have been developed, some of which are already in the
market. It is predicted that in near future they find their
places to help people in homes in many ways achieving
various tasks with or without their users at home. There
is no doubt that such multi-purpose home robots should
be easily directed by a wide range of untrained non-
experts.

The authors proposed to design and use an artificial
command language for home robot users, in order to
enable non-experts to direct home robots without much
training [1,2]. RUNA [2], a multi-modal command
language for home robot users is designed to be learned
and used by a wide range of users without effort. This
language allows users to direct robots in multiple modes
such as speech, touch and gesture. It is so carefully
designed that one can realize a command interpreter
which can interpret multi-modal command without
much computational cost for speech and language
understanding or gesture detection.

The authors have developed some real and simulated
robots that can be directed in RUNA and conducted user
studies. Some of the studies showed that novice users
who had never directed robots were able to give valid
commands in RUNA [2, 3]. However, some users had
communication problems and were confused during
commanding a robot in RUNA. Some commands given
by them were too early and ignored; some were
misrecognized due to speech recognition errors and the
robot responded with “I don’t understand!” or “I cannot
do that!” Success rates of those users were low
especially in the beginning. However, even those users
might be able to improve their success rates in a short
period of time with some training if the communication
problems can be removed or reduced.
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Based on the above discussion, the user evaluation
systems were modified in order to reduce all sorts of
communication problems including speech recognition
errors and improve overall command success rates. This
paper presents some user evaluation methods to
estimate command success rates and results from recent
studies on command success rates. The results show that
the language enables users without much training to
command home robots at success rates of as high as 88-
100%. It is also shown that multi-modal commands
combining speech and button press actions included
fewer words and were significantly more successful
than single-modal spoken commands.

II. MULTIMODAL COMMANDS

In RUNA, users specify an action type and action
parameter values for each action command. For instance,
to command a robot to turn, one should convey an
action type, turn, and action parameter values (direction,
angle, and speed). In the language, there are 24 action
classes; each action type belongs to one of the action
classes and has its own parameters. Table 1 shows some
of the action classes of RUNA and parameters required.

In the command language, one can direct a robot in
a spoken command, verbally specifying an action type
and parameters: e. g. “Turn left by 45 degrees very
slowly!” Parameter values can be left out: e. g. just
saying “Turn left!” or “Turn slowly!” because each
action parameter has a default value and this value will
be set if not specified. Therefore, users need not
mention every parameter and can reduce speech
recognition errors.

The multi-modal language also allows users to give
a parameter value using a gesture, pressing a button, or
touching the robot they are commanding. For example,
they can touch the robot’s left shoulder for a short while
and then say “Turn quickly!” to make the robot turn left
(direction) by about 10 degrees (angle).


mailto:mdm07001@bene.fit.ac.jp

The authors are interested in how quickly users can
learn the command language, how well they can
command robots, and the success rate of their multi-
modal commands.

Table 1 Action classes, types, and parameters
Class Type
3 look ,turnto, lookAround

Parameters

speed, target

4 turn speed, directionlrni, angle

5 sidestep speed, directionlrni, distance
6 move speed, directionni, distance
7 handshake, highfive speed, handde

8 punch speed, handed, directionni

9 kich speed, footde, directionni

III. COMMAND SUCCESS RATES

To command robots in RUNA, users should have a
clear purpose in mind. They should decide what action
type and action parameter values to specify before
giving a command to a robot. The command is
successful if and only if the robot executes it correctly.
Note that user intention is not observable although it is
possible to guess action types and parameter values in
spoken commands, gestures, touches, button press
actions, etc. One should also note that novice users may
not have some of action parameters clearly in mind.

Multi-modal commands must be valid to be
correctly interpreted by robots. More specifically,
spoken commands must be grammatical, and gestures,
touches on robots, and button press actions must be
presented to robots so that action types and action
parameter values should be precisely recognized.
Therefore, novice users must learn the multi-modal
language to be successful in directing robots.

Users will make errors and give invalid commands,
which cause a lower success rate, even after learning the
language. This means that in order to realize a higher
success rate with little learning effort, the command
language should be carefully designed.

Even valid and reasonable commands can fail, since
robots cannot always execute them as users give. First,
robots may fail to understand spoken commands due to
speech recognition problems or noises. Secondly, non-
verbal messages can be misunderstood or ignored due to
gesture recognition errors etc. Thirdly, robots may fail
to execute even correctly recognized commands for
physical reasons; they may fail to pick up a glass or
stumble taking three steps forward.

False alarms by speech recognizers and gesture
detectors can confuse users, making it harder for them
to learn the language, and result in lower success rates.
False non-verbal events can set a wrong parameter
value. For example, a false alarm of a gesture to
indicate “a very low speed” will cause an unwanted
very slow action.

As stated above, the command is successful if and
only if the robot executes it correctly. Thus, a success
rate is determined by the number of successful
commands in a set of multi-modal commands. However,
as user intention is not observable, one must watch a
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user giving a command and guess what action type and
parameter values were in mind. The problem, however,
is that the user might have made a slip of the tongue or
an error in non-verbal parameter specifications.
Therefore, asking what a user intended and asking users
to give particular commands are essential to discuss
success rates in user evaluation.

IV. MULTI-MODAL LANGUAGE

The multi-modal language, RUNA, comprises a set
of grammar rules and a lexicon for spoken commands
and communication cues, and a set of non-verbal events
detected using various sensors on robots and buttons on
computers, mobile phones, controllers, etc. The spoken
language enables users to command home robots in
Japanese utterances, completely specifying an action to
be executed. Commands in the spoken language can be
modified by non-verbal events.

In RUNA, there are two types of commands, action
commands and modifier commands. An action
command consists of an action #ype such as walk, turn,
pickup, and lowertemp (for lowering the temperature
setting) and action parameters such as speed, direction,
angle, object and temperature. Table 2 shows examples
of action types and commands in RUNA.

Table 2 Examples of action commands

Type Command English Utterance
walk walk s 3steps Take 3 steps slowly!
turn turn_f | 30deg Turn 30°left quickly!
move move_m_r_2steps Move 2 steps right!
look look [ 1 Look left quickly!

The action types of RUNA are categorized into 24
classes based on the way action parameters are specified
in Japanese (Table 1). In other words, actions of
different classes are commanded with different
modifiers.

There are more than 300 generative rules for the
latest full version of RUNA (Table 3). These rules allow
Japanese speakers to command robots actions in a
natural way by speech alone. In RUNA, a spoken action
command is an imperative utterance including a verb to
determine the action type and other words to specify
action parameters. For instance, a spoken command,
“Yukkuri 2 metoru aruke! (Walk 2m slowly!)”, indicates
an action type walk and distance 2m (Fig. 1). The third
rule in Table 3 generates an action command of class 2
(AC2) which has speed and distance (SD) as parameters.
The word category PE is for noise, silence or hesitation
voice allowed between parameters. This category was
introduced lately to solve some problems and would
help speech recognition and command interpretation.

There are more than 250 words, categorized into
about 100 groups identified by non-terminal symbols
(Table 4). Because the language is simple, well-defined
and based on the Japanese language, Japanese speakers
would not need long training to learn it. Note that in
user test sessions, a reduced set of grammar rules and
words can be employed to improve success rate.



In RUNA, non-verbal events modify the meaning of
spoken commands. They convey information about
parameters of action commands. For instance, users can
use keypad buttons to give action parameters values
instead of mentioning them. This will reduce average
number of words in a command and speech recognition
errors. If a non-verbal event has been arrived within a
short period of time, a spoken command will be
modified (see Table 5 for examples of mappings of
button event parameters to action parameters).

S

I
ACTION
|

AC2

/\

p2 AT2

SPEED DISTANCE

PE
SPEEDW

PE
AT _WALK

NUMBER LUNIT

DIGIT

|spisiyukkuri | |num7272 | |lu7m7m ||at7wa1k7aruke |

Fig. 1 An example parse tree for a spoken command

Table 3 Grammar rules of RUNA

Description

Rule

S — ACTION

S — MODIFIER

ACTION — SD AC2
AC2 — AT2

P2 — SPEED

P2 — DISTANCE SPEED
P2 — SPEED DISTANCE
SPEED — SPEEDW PE
DIST — NUMBER LUNIT PE
MODIFIER — REPEAT

Action command

modifier command

class 2 command

Action type (class 2)

speed (parameter)

distance + speed

speed + distance

one word for speed

number + length unit

Repeat last action

Table 4 Part of RUNA’s lexicon

Non-terminal Terminal Pronunciation
AT_WALK at_walk_hokou hoko:
REPEAT md_repeat_moikkai moiiqgkai
SPEED sp_fast_isoide isoide
LUNIT lu cm cm seNchi
DIR LR dir_left hidari hidari
AUNIT au_degree do do
PEND mk_pe_q q (pau§e) .
mk pe a: a: (hesitation)
NI joshi_ni ni ni

Table 5 Button event and action parameters

action type duration count Key
move distance distance speed / direction
turn angle angle speed / direction
walk distance distance Speed
look - - speed/direction
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V. METHODS

There are several ways to estimate command
success rates of novice and trained users. One can teach
users exactly how to give commands and then let them
give the same commands. For spoken commands, one
can show them a printed list of utterances presenting
every word. Users can be tested given some general
instructions and a set of actions, with a type and
parameters for each, to be commanded in RUNA or a
set of goals to be achieved by commanding a robot in
the language.

The authors have developed a command recognition
system on top of a multi-agent architecture [4] which
interprets multi-modal commands in RUNA, integrating
a grammar-based speech recognition engine [5], a
gesture detector using the OpenCV library for computer
vision (http://www.intel.com), a button press event
detector, a tactile event detector, and a command
interpreter which utilizes an action database [2, 3].
Recently, a speech synthesizer was added to the system
to repeat valid spoken commands to help untrained
users. This system has been applied to some test beds to
direct real small humanoids and simulated robots on
Webots5 simulator (http://www.cyberbotics.com) [6].

Each of 14 novice users, mostly high school students
who visited Fukuoka Institute of Technology, gave 25
spoken commands to a small humanoid robot on a table
in a noisy environment with many people (Test A).
Each verbal command was displayed on a computer
screen and the users were given an opportunity of
practice before giving each command. We videotaped
the users and logged all the system events including
non-verbal events, speech recognition results and
command interpretations. These users were tested using
a reduced grammar with 148 rules and 133 words.

Another 14 novice users of a wider range who
visited one of the authors’ offices were given a three-
page note which explains how to operate robots in
RUNA (Test B). After a five minute practice of giving
commands in the language, they were asked to remotely
operate a humanoid in a simulated environment on
Webots5 through a microphone and a keypad to explore
a room monitoring images from the camera until they
can answer three questions about the room: “Is there a
note on the refrigerator?”, “Is one of the drawers near
the sink open?” and “Is there anything on the floor in
front of the sink?” We recorded time to complete the
task, multi-modal commands given by the users, and all
the system events. We also video-recorded the users
while they were giving commands to the simulated
robot. The users were tested with a smaller grammar
including 110 rules and 92 words.

VI. RESULTS

Some results of the former test (Test A) are shown in
Table 6: each user’s success rate of spoken commands
on the screen (SR), speech recognition rate (RR), and
word error rate (WER). Some of the commands were
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misrecognized by the speech recognizer but successful
without errors in action types and parameter values for
some reasons. There were one ungrammatical command
(0.29%) and two grammatical commands which were
slightly different from the command displayed on the
screen (0.57%).

Table 6 Success rates of listed spoken commands

User SR(%)  RR(%) WER(%)
AL-AS 100 100 0
AG,AT 96.0 96.0 2.5

A8 96.0 92.0 37
A9 96.0 92.0 4.9
AL0 96.0 88.0 37
AILAI2 920 92.0 4.9
Al3 92.0 88.0 6.2
Al4 92.0 84.0 6.2

Table 7 Success rates when achieving a goal

user  SRA(%) RR(%) WER(%) SRM(%)

B1-B5 100 100 0 100
B6 100 97.2 1.7 100
B7 96.9 96.9 38 100
BS 954 954 22 97.5
B9 944 944 42 100
B10 93.7 93.7 6.9 94.7
Bll 91.9 91.9 6.1 -
BI2 90.7 88.9 1.1 100
BI3 90.5 90.5 72 100
Bl4 88.0 88.0 14.8 75.0

Table 7 summarizes the results of the latter test (Test
B): each user’s success rate of valid commands (SRA),
speech recognition rate (RR), word error rate (WER),
and success rate of valid multi-modal commands
comprising speech and button press actions (SRM). The
first five users in Table 7 succeeded in every command
they gave with no speech recognition errors although
there were a few false alarms per user. For several users,
the success rate of multi-modal commands was higher
than that of single-modal spoken commands. User B11
gave only spoken commands and user B14 was more
successful in giving spoken commands. The users gave
17 to 79 (38.9 on average) valid commands in RUNA
and it took about five to thirteen minutes for them to
complete their task. FEight of them gave one or two
invalid (ungrammatical) commands, which were 2% of
all the user commands.

On average, 98.1 % of multi-modal commands and
91.3 % of single-modal spoken commands were
successful. The difference is proved to be statistically
significant (p=0.0012). The average success rate of the
14 users was 95.1%. The average command length of
the multi-modal commands was 1.14 words which was
significantly shorter than 2.28 words for the spoken
commands.

VII. DISCUSSION AND SUMMARY

The facts that in the both user tests more than 95
percent of commands were successful and that there
were little invalid commands imply that the users
learned how to command robots in RUNA in a very
short period of time. In Test B, multi-modal commands
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were more successful, presumably because multi-modal
commands included fewer spoken words and numerical
phrases such as “25 cm” or “45 degrees.” The user were
more successful, even in a noisier place, than the users
described in the authors’ previous work (78%) [3],
partly because of the repetitions of spoken commands
using the speech synthesizer, short practice, and the new
grammar rules for hesitations and pauses. The users
learned the language, how to effectively use the
microphone, and how loud they should speak very
quickly thanks to the speech feedback. In fact, there
were much less frequent communication problems in
Test B than in user in earlier studies [2, 3]. Using
grammars for speech recognition for a specific purpose,
the word error rates in most of the users’ commands
were as low as 0-8%.

The wusers in Test B commanded the robot
spontaneously without words on paper or the screen
which might have slightly lowered their success rates
although the grammar was a smaller one. Another
hypothesis implied by the data is that young users can
adapt to the system more quickly than older users
including B11 and B14.

In summary, the results of two user tests show that
the language enables users without much training to
command home robots at high success rates. It is also
shown by the results that multi-modal commands
combining speech and button press actions included
fewer words and were significantly more successful
than single-modal spoken commands.
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Abstract: This paper describes a multi-modal command interface with remote home robots based on a simple
interaction model using a multi-modal command language and an animated humanoid communicator for multi-
modal reactions. The interface can be realized using a mobile phone or a portable computer, and allows one to give
multi-modal commands to a remote home robot through a microphone and buttons looking at pictures from home
and the animated humanoid on the screen. It is designed to enable users unfamiliar with computers or robots to check
rooms and operate appliances away from home. A test bed for user evaluation has been implemented on PCs based
on a multi-agent platform, a speech recognition engine, and a robot simulator.

Keywords: Home robot, multi-modal interface, command language, animated humanoid, human-robot interaction

I. INTRODUCTION

In recent years, home robots for various purposes
have been developed, some of which are already in the
market. It is predicted that in near future they find their
places to work as a new kind of interface with home
appliances and achieve various tasks with or without
their users at home. There are many kinds of potential
tasks for those robots while their users are away from
home. It would be desirable if tasks and commands
could be given to them by remote users via a mobile
phone or a small portable computer.

Some remote command interfaces with remote home
robots have been recently developed. Typical examples
of robots controlled by such an interface are Banryu and
Roborior from Tmsuk (http://www.tmsuk.co.jp/), which
can be operated pressing buttons on mobile phones.
However, it is difficult to build a usable interface using
only a small number of buttons. Another example is
BlogAlpha developed by Toshiba [1] which allows
users to type and send natural language commands and
queries using a web browser. However, it is not
appropriate for operating robots in real time and does
not suit users unfamiliar with computers. Besides, such
conventional interfaces have disadvantages on small
mobile devices in general.

Voice-activated interfaces with robots [2, 3] have
some advantages for our purpose. Even users with little
training will be able to give spoken commands without
trouble. However, speech recognition errors and
background noises deteriorate command success rates
and usability.

For the above reasons, the authors propose a new
kind of input method combining spoken commands and
button press actions, based on a multi-modal command
language [4] in order for users to be able to intuitively
operate robots without frequent errors in command
recognition after a very short period of training.
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Obviously, it is very difficult to operate a remote
robot in real time if one cannot see the robot or its
surroundings at all. Pictures from on-site cameras would
help to give the robot tasks and see what is happening.
Therefore, the proposed interface displays pictures from
a camera on the operated robot on its screen. In addition,
an animated humanoid robot appears on the screen and
makes gestures to report what the real robot is doing.

The following part of this paper describes an
overview of the multi-modal interface, an interaction
model, the multi-modal command language, and the
animated communicator designed for smooth and
desirable multi-modal interaction.

II. MULTIMODAL INTERFACE

The multi-modal interface proposed in this paper
can be realized using a mobile phone with a screen and
a head set or a small portable computer. Fig. 1 illustrates
a typical example of the interface, which displays
pictures from a camera on a remote home robot and an
animated humanoid “communicator” which speaks and
makes gestures to communicate with users.

Using this multi-modal interface, one can command
a home robot through a microphone and twelve buttons
monitoring the screen and listening to the communicator.
This interface is based on an interaction model
described in the next section in order for users to
command robots without confusion or communication

problems.
= real camera image
' ‘ from home
[ humanoid
a ‘ communicator

Fig. 1 Multi-modal interface using a mobile phone
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III. INTERACTION MODEL

1. Interaction states

Fig. 2 depicts the proposed interaction model for
remote operation of home robots. This simple model has
four interaction states, S1, S2, S3, and S4. In S1, the
interface waits for a cue from a user without listening
for a command. It listens for a new command in S2. If a
valid command arrives, a transition to S3 will occur and
the command will be interpreted. If executable, the
command will be executed in S4. Otherwise, a
transition back to S1 will occur.

n/r
s/t

n/r
s/t

n/a

Fig. 2 Interaction model

2. User and system events

The interface is driven by user events and events
generated by the interface itself. For instance, the
transition from S1 to S2 in Fig. 2 is triggered by a non-
verbal user event (n) or a speech event (s) from a user. A
system event is either a possible action event (p), an
impossible action event (i), a time out event (t), or a
completion event (c).

3. Transition signals

In the interaction model, the system sends out
transition signals whenever a state transition occurs.
Transition signals include acceptance signals (a),
rejection signals (r), finish signals (f), and empty signals
(e). For example, in S3, a possible action event (p) will
trigger a transition to S4 and an acceptance signal (a)
sent to the user (hence, p/a, see the arrow from S3 to S4
in Fig. 2).

4. Multi-modal commands and communication ¢

ues
In the model, users give their robots multi-modal
commands and communication cues through a

microphone and buttons, generating speech and non-
verbal events. Here, a multi-modal command is a series
of non-verbal events followed by a speech event arising
in S2 of the model. A cue is any user event generated in
S1, S3, or S4. Therefore, users can give communication
cues only when the system is not listening, in which
case user events are recognized as communication cues
rather than components of a multi-modal command.

IV. MULTI-MODAL LANGUAGE

The multi-modal language, RUNA, comprises a set
of grammar rules and a lexicon for spoken commands
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and communication cues, and a set of non-verbal events
detected using buttons on a mobile phone, a keypad etc.
The spoken language enables users to command home
robots in Japanese utterances, completely specifying an
action to be executed. Commands in the spoken
language can be modified by non-verbal events. Speech
and non-verbal events are also used as communication
cues as described in the previous section. When the
robot is unaware of the user, any button event can cue
the robot to listen for a command.

In the version of RUNA for the remote interface,
there are two types of commands, action commands and
modifier commands. An action command consists of an
action type such as walk, turn, report, and lowertemp
(for lowering the temperature setting) and action
parameters such as speed, direction, angle, object and
temperature. Table 1 shows examples of action types
and commands in RUNA.

The action types of RUNA are categorized into 24
classes based on the way action parameters are specified
in Japanese. In other words, actions of different classes
are commanded with different modifiers.

There are more than 300 generative rules for the
latest full version of RUNA (Table 2). These rules allow
Japanese speakers to command robots actions in a
natural way by speech alone and to give communication
cues. In RUNA, a spoken action command is an
imperative utterance including a verb to determine the
action type and other words to specify action parameters.
For instance, a spoken command, “Yukkuri 2 metoru
aruke! (Walk 2m slowly!)”, indicates an action type
walk and distance 2m (Fig. 3). The third rule in Table 3
generates an action command of class 2 (AC2) which
has speed and distance (SD) as parameters. The word
category PE is for noise, silence or hesitation voice

allowed between parameters. This helps speech
recognition and command interpretation.
i
ACTION
|
AC2
P2 AT2
SPEED DISTANCE
PE  NUMBER LUNIT  PE
SPHEDW | AT_WALK
DIGIT -

|sp_s_yukkuri | |num_2_2 | |lu_m_m ||at_walk_aruke |

Fig. 3 An example parse tree for a spoken command

There are more than 250 words, categorized into
about 100 groups identified by non-terminal symbols
(Table 3). Because the language is simple, well-defined
and based on the Japanese language, Japanese speakers
would not need long training to learn it. Note that in



user test sessions, a reduced set of grammar rules and
words can be employed to improve speech recognition
performance.

Table 1 Examples of action commands

Type Command English Utterance
walk walk_s_3steps Take 3 steps slowly!
turn turn_f | 30deg Turn 30°left quickly!
move move_m_r_2steps Move 2 steps right!
look look f1 Look left quickly!
raisetem, raisetemp_room_2de, Raise the temperature of
' P ' P %€ the room by 2 degrees!
Set the air-conditioner
settemp settemp_aircon_22deg  temperature around 22
degrees!
. Report the status of the air-
query query_aircon_all conditioner!
Table 2 Grammar rules of RUNA
Rule Description
S — ACTION action command

S — MODIFIER modifier command
ACTION — SD AC2

AC2 — AT2

class 2 command

action type (class 2)

P2 — SPEED speed (parameter)

P2 — DISTANCE SPEED
P2 — SPEED DISTANCE
SPEED — SPEEDW PE

distance + speed

speed + distance

one word for speed

DIST — NUMBER LUNIT PE number + length unit

MODIFIER — REPEAT repeat last action

Table 3 Part of RUNA’s lexicon

Non-terminal Terminal Pronunciation
AT WALK at walk hokou hoko:
REPEAT md_repeat_moikkai moiiqkai
SPEED sp_fast isoide isoide
LUNIT lu cm_cm seNchi
DIR LR dir_left_hidari hidari
TUNIT tu_degree do do
AIRCON dev_aircon_eakon eakoN
AUNIT au_degree do do
PEND mk_pe_q q (pause)
mk pe a: a:  (hesitation)
NI joshi_ni_ni ni

In RUNA, non-verbal events modify the meaning of
spoken commands. They convey information about
parameters of action commands. Table 4 shows
examples of non-verbal events. For the remote interface,
users can use keypad buttons to specify action
parameters values instead of mentioning them. This
reduces average number of words in a command and
speech recognition errors. One can command a robot
saying “Turn!” and pressing a button simultaneously
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instead of saying “Turn 33 degrees left slowly!”
Furthermore, multi-modal commands are often more
natural than spoken commands: e. g. pointing a glass
and saying “Pick this up!” or saying “Lower the
temperature!” pressing a button.

If a button event has been arrived within a short
period of time, a spoken command will be modified as
shown in Table 4. The twelve buttons are assigned to
specific parameter values (Fig. 4). For example, the
direction and speed of a turning action command are
determined by the key pressed most recently by the user.
If the key has been pressed once, the turning angle will
be determined based on the duration of the key press
event. If the key has been pressed more than once, a
fixed angle value will be employed. Likewise, if a key
has been pressed twice before a spoken command
“Raise the room temperature!” the preset temperature
will be two degrees higher.

Finally, the repeat button and query button allow
users to command robots without speaking. The empty
button helps to send a cue without specifying action
parameters.

Table 4 Button event and action parameters

action type duration count key
sidestep distance distance speed / direction
walk etc.
turn etc. angle angle speed / direction
look etc. - - speed/target
raisetemp
settemp - temperature -
<« 1 —
. Fast
left up right
«— — -
oderate
left right
o I (B sl
ow
left down | right
empty | query | repeat Cue

Fig. 4 Key assignment for action parameters

V. HUMANOID COMMUNICATOR

The animated humanoid communicator of the
remote interface  (hereinafter referred to as
communicator) displays the current communication
state of the interface changing his pose and sends out
transition signals speaking and using gestures. When the
system is not listening for a command, i.e. when it is in
S3, the communicator looks the other way; he looks
straight when the system is listening in S2 (Fig. 5).
When the home robot is executing the action (S4), the
communicator imitates the home robot’s motion.

The communicator uses gestures to provide
transition signals (Fig. 6) so that users give commands
at the right moment. He repeats spoken commands like
a parrot when he understands them (in S2 of Fig. 2). If
the command is an executable one, the communicator



nods and says okay. He bows and says “I cannot do that!”
if the command cannot be executed. Table 5 lists spoken
messages and gestures on state transitions in Fig. 2.

Table 5 Gestures and spoken messages

transition gesture Message

S2 — S3 - (repeat spoken command)
S2 — Sl shrug “I don’t understand!”

S3 — S4 nod Okay!”

S4 — S1 salute “I completed!”

S4 — 82 straighten up “I stopped the action!”

S1 — Sl glimpse “You cannot command
S3 —S3 shake hand now!”

S4 — S4 Cross arms “I cannot stop now!”

S3 — Sl bow “I cannot do that!”

i

Fig. 7 Simulated home environment on Webots5

VI. USER EVALUATION

1. Test bed

The remote interface has been implemented on top
of the Open Agent Architecture (OAA) [5]. Speech
events are detected by Julian, a grammar based version
of a speech recognition engine [6], using a recognition
grammar for RUNA. A command interpreter identifies
the action type and parameter values mentioned in a
spoken command; it determines unspecified parameter
values using non-verbal events and default parameter
values. Description of the multi-modal command
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interpreter in more detail can be found in some of the
authors’ previous papers [4, 7].

The communicator was built on Webots5.8.0 robot
simulator (http://www.cyberbotics.com) and a free
speech synthesizer. A simulated humanoid robot capable
of execute actions in RUNA and a home environment
were also created on the same robot simulator for user
evaluation using a simulated home (Fig.7).

2. Methods

The remote interface can be evaluated in several
ways. In user evaluation, potential users will be asked to
achieve various tasks such as navigating the home robot,
looking into rooms, operating home appliances and
checking their status. Also, they will be asked to give
one command at once from a command list for testing.
It is planned that the simulated home robot system will
be tested with more than 50 users.

VII. CONCLUSION

A multi-modal interface with remote home robots
was presented. A test bed for user evaluation has been
implemented based on a multi-agent architecture, a
speech recognition engine, and a robot simulator. Future
work includes full user evaluation using the test bed and
implementation on portable devices.
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Abstract. We have already proposed a new concept of ‘universal multimedia access’ intended to narrow the
digital divide by providing appropriate multimedia expressions according to users’ (mental and physical)
abilities, computer facilities and network environments. In this paper, we redefine switching functions for our
new concept of universal design based multimedia access and discuss its user interface to support the users
in accordance with their abilities, computer facilities and network environments.

Keywords: Multimedia system, User interface, Digital divide.

I. INTRODUCTION

Recently, immense multimedia information has
come to be exchanged on the Internet, where 3DCG,
video, image, sound, and text are involved in various
circumstances with terminal devices, networks and
users different in their competences and performances.
This fact may easily lead to ‘digital divide’ so called
unless any special support is given to the weaker.

The universal design concept is proposed to support
handicapped people in their social activities [1]. In the
computer science field, the universal web [2] has been
proposed to evolve this concept. However, this does not
support to switch the contents, media and its quality of
service (QoS) function to work the devices and network
environments in their full performances. On the other
hand, many studies about the QoS function proposed to
optimize the video quality to give priority on users’
requests [3]. These studies focused on performances of
devices and network environments but neither users’
abilities nor contents. Of course, there were also several
studies on ‘universal multimedia access (UMA)’ but
they could not narrow the digital divide because they
concerned ‘content switching’ only [4].

Considering this fact, we have already proposed a
new concept of UMA and its switching functions [5]
intended to narrow the digital divide by providing
appropriate multimedia expressions according to users’
(mental and physical) abilities, computer facilities and
network environments. In this paper, we redefine these
switching functions and propose a concept of user
adaptive interface for UMA.
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II. UNIVERSAL MULTIMEDIA ACCESS

The digital divide is caused by the differences in
users’ personal competences, computer facilities and
network environments with such detailed items as
follows.

(1) Personal competence: sight ability, hearing
ability, handling ability, language ability, computer skill
and culture,

(2) Computer facility: processing power, resolution,
color quality, sound quality and battery life,

(3) Network environment: bandwidth availability,
specification and transfer mode.

Therefore, multimedia information is necessarily
accompanied by switching user interface, media and
QoS parameters reflecting these differences. Here, we
present a new approach to UMA for handicapped
people to work their devices and network environments
in full performances. Our purpose is exclusively to
develop a new mechanism for switching appropriately
user interfaces, media and QoS parameters based on
such a concept as shown in Fig.1.

III. SWITCHING FUNCTIONS

UMA is to selectively provide three kinds of
switching function, namely, user interface switching
(UIS), media switching (MS) and QoS switching (Q
S). Fig.2 shows these switching functions working
as follows:

(SF1) UIS: switch to wuser interface s (Ul
appropriate for wusers’ competences and display
devices,

(SF2) MS: switch to media appropriate for users’
competences, performances of terminal devices and
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networks,
(SF3) QS: control media qualities appropriate for User
users’ competences and terminal devices.

These functions are applied in the ascending order

(from SF1 to SF3) at beginning to play multimedia

Computer

information or in the descending order at playing. ‘ E '
Home \t:-_ ebook PC Didital TV Viobile phone
I _ Universal Multimedia Access
1. User Interface Switching jrotioringlll —s { Media switching } o Qesconrol |
UIS sets up the following items using Table 1 and Highmosd  Mighipeod| Highwmpesd:  Lawspoid it

Table 2. Network '0

(U1) Writing style appropriate for language ability,

(U2) UI type and annotation option appropriate for
computer skill, s

(U3) Media size, font size, number of media and -

number of characters appropriate for display device size. Fig 1. Uni 0 fimedi
.. . ig.1. Universal multimedia access
Additionally, I/O function is reflected by the users’ & v 4

disability.
2. Media Switching o P"”"" Young persen Child
4
MS switches to appropriate media accordmg to their For dnk,n.nl TV  For ullulnr phone  For notebook PC
priorities after determining usable media types and QoS iml::gce ﬁ"‘ CRCTTe
parameters by logical multiplication of Tab.1 and Tab.2. switching - :
Numbers and types of media are selected by UIS and R S
‘ == :
such priority as shown in Table.3. Media and its quality 2 2
oo . . Video Audio Image
are limited by performances both of terminal devices Media
and networks. When MS could not continue to play switching I lage
media by overload of CPU or network, MS is switched - P .
. . i N ==
to UIS for reducing this load. S 2 V S
Higher priority: rate Higher priority: size
QoS P
. . control [~
3. QoS Switching Lt L

QS controls media size and media rate with QoS . . ;
. Fig. 2. Switching functions
parameters to measure performances both of terminal

devices and networks. The QoS parameter ‘Size’ means . . . .
Table 1. Users’ abilities vs. multimedia expressions

as follows:
. L. . Parameter Powerful Normal Poor Nothing
(S1) Video — Put priority on the frame size Language
. .. . . ability |Expression of media| Advanced text | Simple text | Audiovisual| Nothing
(S2) Audio — Put priority on the sampling resolution Text 5 5 x
and stereo sound Image o o o X
.. . . Audi o e} fe) o
(S3) Image - Put priority on the size of image e
Media Video o e} [e) X
(S4) Text — Enlarge the character sight Rate o o x x
ability | QoS Size [®) [®) (e} o)
3 5 . Text O O [¢] e}
The QoS parameter ‘Rate’ means as follows: mage 5 5 S o
(R1) Video — Put priority on the frame rate Audio o o) x X
(R2) Audio — Put priority on the sampling rate Media| Video © © ° o
: Rate @] [e] e} X
E : EI. Hearing
(R3) Image - Put priority on the display timing ability | Qos | Sie 5 5 % %
(R4) Text — Take priority over any other medias Computer|  Userinterface Interactive page | Hypertext | On demand |Broadcast
skill Annotation Nothing Nothing | Abailable | Always
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Table 2. Performances of terminal devices vs. multi
media expressions

Parameter

High

Middle

Low

Nothing

Processing
power

Media

Text

O

O

X

Image

Audio

Video

QoS

Rate

Size

Display
size

Media

Text

Image

Audio

Video

QoS

Rate

Size

Sound
quolity

Media

Text

Image

Audio

Video

QoS

Rate

Size

Battery
life

Media

Text

Image

Audio

Video

QoS

Rate

Size

oc|o|O|O|O|O|JO|O|O|O|O|OJO|O|O|O|C|O]C|O|O|C|O

oclo|O|jO|O|O|JO|O|O|O|O|O|JO|O|O|O|C|O]C|O|O|OC|O

XXX |X[O]|O|O[O|O[X]|O|O]|O|O|[X|O|X|[O]O|OC|X|X|[O|O

XXX [X[X[X]O|O|O[X[O]|O]O|O |[X|O|[X|[X]|X|X|X[X][X

Table 3. Network bandwidth vs. multimedia expression

Nallowband Broadband
Text 1 4
Image 2 3
Audio 3 2
Video Nothing 1

When QS could not keep the quality by overload of
CPU or network, QoS control is switched to MS for
reducing this load.

IV. USER INTERFACE

Ul consists of a template, layout and media
expression with such detailed items as follows.

(1) Template includes type of UI and annotation

(2) Layout has media size, number of media, font
size, number of characters,

(3) Expression uses writing style.

1. Template for User Interface

Template works to select a primitive Ul and
annotation option with computer skill. Computer skill is
classified by following levels.

Level 1: start up application software,
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Level 2: select to play media,

Level 3: display a Web page to input URL,

Level 4: find a desired Web page with search engine.

Ul is different at each level because of different
computer skill. Examples are shown in Fig.3. Broadcast
Ul is selected for level 1 not to operate as much as
possible and to play media according to time schedule.
The user could get information just like TV because it is
not necessary to operate application software
fundamentally. But the user could only get information
according to the time schedule. On-demand UI is
selected for level 2 to play selectable media. The user
could play media only to click a desired media. But it
takes user a much time to select from a lot of media.
Hypertext Ul is selected for level 3 to get information
like a general Web page. The user could get information
to input URL or click media with hyper link. But the
user needs to understand these operations and gets
addresses for desired information previously. Interactive
page UI is selected for level 4 to support a search
function and customize function. The user could search
by keywords and customize both display region and

visibility options to use customize functions.

2. Layout of Media

A layout is used to put media on Ul and specified
display position, display size and number of media for
resolution of terminal device and each media. Typical
resolution of terminal devices is shown in Fig.4 and
available number of media is shown from Tab.4 to
Tab.6. Using these relations, a layout is specified to
display position after display size and number of media
for resolution of terminal device and each media.

& RN

B RS 4

family sca

dolphin

monorail lown 2 fower

On-demand Ul
word ( :l

Racertty,
excharged on the Hemet where JDCGwdeo,
rage,

rastimedia informaton
onte hermet wheme  30CG, wdeo,

and tex am involved in various.

1devices, notwork s and usors dfiosort in heir

m,mﬂdmpﬁhwn mn
Hypertext Ul
Fig. 3. Typical examples of user interface

| 18

torminal devices. and sers difieront in thelr compelences

Interactive page Ul
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Table 4. Number of characters for specification of resolution

8pt(11x11) 10.5pt(14x14) 12pt(16x16) 16pt(22x22) 18pt(24x24)
Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total
Width | Height | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Number of
Standard [pixel] | [pixel] haracters] haracters] ters] haracters] haracters]
QVGA 320 240 29 21 609 22 17 374 20 15 300 14 10 140 13 10 130
VGA 640 480 58 43 2494 45 34| 1530) 40) 30 1200} 29 21 609 26 20 520
SVGA 800 600 72 54 3888 57 42 2394] 50 37 1850} 36 27 972 33 25 825
XGA 1024 768 93 69 6417 73 54 3942] 64 48] 3072 46 34 1564 42 32 1344
SXGA 1280 1024 116 93 10788 91 73 6643 80, 64 5120) 58, 46, 2668 53 42 2226
UXGA 1600 1200 145 109 15805 114 85 9690 100 75 7500) 72 54 3888 66 50 3300
QXGA 2048 1536 186 139 25854 146 109 15914 128 96| 12288 93 69| 6417, 85 64 5440
WQXGA 2560 1600 232 145 33640 182 114 20748 160 100 16000 116] 72 8352 106 66 6996
Table 5. Number of images for specification of resolution
Image for cellular phone Image for cellular phone Image for 80 mega pixel digital still camera | Image for 300 mega pixel digital still camera|Image for 800 mega pixel digital still cameral
(96x120) (320x240) (1024x768) (2048x1536) (3264x2448)
Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total
Width | Height | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Number of
Standard [pixel] | [pixel] images] images] images] images] images] images] images] images] images] images] images] images] images] images] images]
QVGA 320 240 3 2] 6] 1 1 1 0) 0) 0] 0) 0) 0) 0 0 0)
VGA 640 480 6 4| 24 2 2 4 0 0 0] 0) 0) 0) 0 0 0)
SVGA 800 600 8| 5/ 40} 2| 2| 4] 0) 0) 0) 0) 0) 0) 0 0 0)
XGA 1024 768 10, 6| 60) 3 3 9| 1 1 1 0| 0| 0f 0 0 0]
SXGA 1280 1024 13 8 104 4| 4| 16| 1 1 1 0| 0] 0] 0 0 0]
UXGA 1600 1200 16 10 160 5 5 25 1 1 1 0| 0| 0] 0 0 0
QXGA 2048 1536 21 12 252| 6| 6) 36) 2 2 4 1 1 1 0 0 0)
WQXGA 2560 1600 26 13 338 8] 6) 48 2| 2] 4 1 1 1 0 0 0)
Table 6. Number of videos for specification of resolution
QCIF (176x144. CIF(352x288) DV (720x480) 720p (1280x720) 1080i(1920x1080)
Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total Horizontality | Verticality Total
Width | Height | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Numberof | [Number of
Standard [pixel] | [pixel] videos] video] video] videos] video] video] videos] video] video] videos] video] video] videos] video] video]
QVGA 320 240 1 1 1 0) 0) 0] 0) 0) 0] 0) 0) 0) 0 0 0)
VGA 640 480 3 3 9| 1 1 1 0| 1 0f 0] 0] 0] 0 0 0]
SVGA 800 600 4| 4| 16} 2 2 4 1 1 1 0 0 0) 0 0 0
XGA 1024 768 5 5 25 2 2 4 1 1 1 0| 1 0f 0 0 0
SXGA 1280 1024 7 7 49| 3 3 9| 1 2| 2| 1 1 1 0 0 0
UXGA 1600 1200 9 8 72 4| 4| 16| 2| 2| 4] 1 1 1 0 1 0)
QXGA 2048 1536 11 10, 110} 5 5 25 2| 3 6f 1 2| 2| 1 1 1
WQXGA 2560 1600 14| 11 154] 7 S| 35| 3 3 9) 2| 2| 4 1 1 1
for universal design based multimedia access and
discussed its wuser interface. UMA applies th e
switching functions  to multimedia information
according to users’ (mental and physical) abilities,
o Ciiiujas phone computer facilities and network environments.
Bl P Especially, UIS employs functions to select a
Desktop P template, set up for layout and expressions.
& Currently, we are implementing a framework for
v our proposed concept. In the future, we will define
i " rules and transport protocols for each switching
e 800 150 P0R0 1350 VSO0 1250 3008 2380 2500 £330 A 0 S5 Y50 A function and propose a multimedia markup language
Horizontal resolution[pixel] for UMA.
Fig.4. Resolution of terminal device
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Abstract: Finding an appropriate reference of kinetic characteristic is a major problem of an impedance-controlled
power-assist robot. In this paper, autonomous adjustment of damping (viscosity) based on subjective operational feeling
of an operator is discussed. For autonomous adjustment, reinforcement learning is utilized. For adaptation of the robot
to a positioning task including multi goal positions, a method for inference of the goal position is developed.
Experimental results show that the method developed in this paper is capable of adjusting viscosity of the robot so that
dissipation of kinetic energy of the robot assists positioning of an operator at the goal position.

Keywords: Control, Damping, Reinforcement Learning, Power-assist, Positioning, Operational feeling

I. INTRODUCTION

When a power-assist robot is controlled by the
impedance control, a major problem is how to find a
reference of mechanical impedance appropriate for
assistance of an operator. Many studies prefer variable
impedance control where control parameters (desired
mass, viscous coefficient and/or stiffness) are variable
(for example [1]), and operational force and even
stiffness of the operator’s arm was used as reference
signals for adjustment of the control parameters [2][3].

In contrast with those studies, Yamada et al.
proposed a scheme for adjustment of control parameters
named “Field Impedance Equalizer (FIE)” [4]. The
study assumed a repetitive power-assisted positioning
task, and the proposed scheme aimed at tune up of the
parameters in interaction between an operator and a
power-assist robot. Experimental results showed that the
viscous coefficient could be adjusted so that an operator

obtained a good subjective operational feeling of a robot.

However, autonomous adjustment of the coefficient has
not been well studied. Therefore, the authors have
proposed a method of autonomous adjustment of the
viscous coefficient based on FIE [5].

The previous study assumes that the operational
distance of a positioning task is constant. However,
many tasks existing in factories (an assembly task of
different
positions between operations, and the goal position is

automobiles, for example) include goal

often determined by a worker in real time. To extend the
previous studies to the case where the operational
distance is different between operations and the distance
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is determined in real time, this paper proposes EFDA
(Enhanced Field Damping Adjuster).

II. FIE AND PARAMETER ADJUSTMENT

handle operator

7

positioning target

initial position
Fig. 1 A 1-DOF power-assist robot

The study in this paper considers a repetitive
positioning task with a 1-DOF power-assist robot, as
shown in Fig. 1. One task includes repetition of
operations from the initial position to the goal position.
An operation is one-way; after the robot is positioned at
the goal position, return of the robot to the initial
position is automatic.

If the goal position is fixed throughout the task, the
operating distance is fixed. In this case, the distance can
be divided into several sections with constant lengths.
The previous study by Yamada et al. [4] defined each of
the sections as a “field”. Impedance parameters of mass,
viscous coefficient and stiffness were defined dependent
on the field, and tuned (equalized) based on operational
feeling of the robot. This is the framework of FIE.

Based on FIE, the authors proposed a method of
autonomous adjustment. The method adjusted the
viscous coefficient, and reinforcement learning was
applied for autonomous adjustment. In the method, the



state and the action of the agent was defined as the field
number and the value of the viscous coefficient,
respectively. The action value functions Q(i, dl-) of all
the fields were updated by Q-learning, here i and d;
denote the field number and the value of the viscous
coefficient at the field i (the field with the number 7).

Operational
force

Operational force at (N+1)-th operation

S Operational force at N-th operation

»
¥~ Operational distance

' feldi .

Fig. 2 Profiles (operational force)

If the reward r; is calculated based on evaluation of
operational feeling, Q(i,d,;) reflects the evaluation
through learning, here r; is the reward when the robot
passes the field i. In the previous study [5], the
evaluation was measured by the degree of convergence
between the profiles at the field i obtained in the N-th
and (N+1)-th operations. Here, the profile means the
plot of the operational force or the velocity of the robot
where the operational distance of the robot is assigned
to the horizontal axis, as explained in Fig. 2. The degree
of convergence at the field i was calculated by the area
formed by the plots and the boundary lines of the field i,
and a smaller area provided a larger reward at the field i
of (N+1)-th operation. This evaluation was based on the
assumption that the profile was convergent when a good
operational feeling is obtained, and the assumption was
based on an experimental observation in the study by
Yamada et al. [4]

III. EXTENTION TO EFDA

Operational feeling from the initial position through
a goal position is determined by a sequence of viscous
coefficients from the first field (the field where the
initial position locates) through the goal field (the field
where the goal position locates). If we consider
extension of the previous study described in the
previous section to the case where the number of goal
positions which can be selected by an operator is n
(n>1), n sequences of viscous coefficients are required
and should be learned. In addition, if selection of a goal
position is made by an operator in real time, a function
of inferring the goal position is necessary, because the
goal position cannot be told to the robot in advance
before an operation.
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To the above problems, the study in this paper
considers the extension of the previous study, referred to
as EFDA.

1. Sequence of viscous coefficient
When the goal field is the field j, the sequence of
viscous coefficients is defined as
Dy =ldji,dyin s dy), &)
where i=1,---,j denotes the field number and
j=2,---,J. The field J denotes the field where the
farthest goal position from the initial position locates. d;

denotes the viscous coefficient chosen by an agent at the
field i when the goal field is the field ;.

2. Inference of the goal field

Accurate inference of the goal position is a difficult
problem in general. However, adjustment of viscous
coefficients is “field-dependent” in the study in this
paper. Therefore, the adjustment can be performed if the
goal field is inferred. Although several types of
algorithms (using Hidden Markov Model, for example)
can be considered for inference, this paper considers a
simple method.

At the initial stage, an operator is asked to perform
one operations of positioning to each of all the fields
used in a positioning task. By the operations, an initial
profile of velocity is obtained for each field, and the
robot memorizes the profiles.

In each operation of positioning, the profile of the
velocity for the current operation is updated with the
measured velocity when the robot enters a new field.
The entrance also cues comparison between the updated
profile and the profiles memorized in the robot.
Integrations of absolute errors between the profiles are
calculated, and the field of which profile in the robot
gives the smallest value of integration is treated as the
goal field at the timing of the entrance. The comparison
is repeated until the robot is stopped at the goal field.

After each operation, the profile in the robot is
updated. If the robot is stopped at the field £, the profile
of the goal field & is replaced with the profile obtained
in the current operation. This replacement is important
because it is thought that the profile varies according to
improvement of skill and fatigue of an operator.

3. Choice of viscous coefficient
If the inferred goal field is the field j when the robot
enters the field 7, the agent chooses dj; in D; for control



of operational feeling. Furthermore, if the inferred goal
field in the next field is the field j’, the agent changes
choice of the sequence to D, and select d; ).

4. Update of the action value function

We assume that the goal field of an operation is the
field %, and the inferred goal fields from the fields 1
through £ includes an inference error at the field i. If the
incorrect inference is the field k’, the selection of the
oy diny
.-+, di}. In this case, the action value function of not
0(i, d,;) but O(i,d,,;) isupdated for the field i.

This update is natural in the context of the theory of

viscous coefficients for this operation is {d,

reinforcement learning. However, the authors think that
an inference error affects learning process. In the above
example, if the inferred goal field is correct in the field i
at the next operation to the goal field %, d;; which is not
learned in the previous operation to the goal field & is
selected for the field i. This is a problem needed to be
discussed. In this paper, the result of experimental
investigation is reported in the next section.

IV. EXPERIMENT

1. Setup

Experimental investigation was carried out with the
experimental setup as shown in Fig. 1 and some
operators. The length of a field was 0.1[m] and seven
fields (the fields 1 through 7) were prepared. The task
included six goal positions located in the range of 0.2 to
0.7[m] from the initial position at the interval of 0.1[m].
In each of operation, one of goal positions was
randomly indicated to the operator by a positioning

target. Here, the target position was not told to the robot.

The desired mass and stiffness of the robot were
fixed to 10[kg] and O[N/m], respectively. The desired
viscous coefficients prepared for choice by the agent
were nine values, ranging from 10 to 50[Ns/m] at the
interval of 5[Ns/m]. Adjustment was not applied to the
field 1 (including the initial position) and the viscous
coefficient of the field (namely, dy, d3;, -+, d71) was
fixed to 10[Ns/m], which was the minimum value of the
choice. The value was determined based on a well-
known result of power-assist devices that a smaller
viscous coefficient is preferable in the initial position of
an operation.

2. Task
An operator was asked to position the robot at the
goal position indicated by the target. After each
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operation, the operator was also asked to judge whether
a preferable operational feeling was obtained or not. If
the operator thought that the operational feeling was
preferable, adjustment of viscous coefficients to the goal
position was finished, and the goal position was
excluded from the indication after the next operation.

The operation and the judgment described above
were repeated until operational feelings to all the goal
positions became preferable for the operator.

3. Results

Table 1 shows the viscous coefficients obtained by
one of operators after adjustment. Note again that the
field 1 was not included in adjustment. From Table 1,
two observations are made. The first is that the values of
viscous coefficients around the goal field are larger than
those at the field 1. This observation suggests that
dissipation of kinetic energy by larger viscosity around
the goal field assists positioning of the operator, and the
observation is similar to that reported in other studies of
power-assist devices. The second observation is that the
sequences of viscous coefficients are categorized into
two groups: the sequences to the fields 2 and 3, and
those to the fields 4 through 7. In the former group, the
value of viscous coefficient at the field 2 is 35[Ns/m],
whereas its values are 10 and 15[Ns/m] in the latter

group.

Table 1 Viscous coefficients after adjustment

goal field

field| 1 |2 |3 |4 |5]|6]|7
2 1035 - | - | -] -] -
3 103525 - | - | - | -
4 1010 (20 [ 35| - | - | -
5 10|10 (20 [ 25]20| - | -
6 10 | 1520 25]20|25]| -
7 10 | 15| 15|20 | 25|25 25

For further consideration of the second observation,
correct rates of inference are shown in Table 2. It is
observed that high correct rates are marked around the
goal field, whereas moderate rates are observed in the
field far from the goal field. Especially, the rates at the
field 2 when the goal fields are the fields 4 through 7
are in the range of 20.0 to 66.7[%]. This indicates that
inaccuracy of inference at the field 2 induces random
choice of viscous coefficient, and dy,, ds,, dgs; and dy,
are equally learned to some extent.



Table 2 Correct rates of inference [%]

goal field

field | 1 2 3 4 5 6 7
2 | 75.0| 100 - - - - -
3 150.0]66.7| 100 - - - -
4 1267 |66.7|80.0| 933 - - -
5 120.0|20.0|80.0]| 100 | 100 | - -
6 11.1 | 22.2 | 444 | 55.6 | 77.8 | 100 | -
7 1222|556 |77.8]|556|77.8]| 100 | 100

The above consideration suggests that inaccuracy of
inference has an influence on learning process. The
authors think that the inaccuracy can be taken into
account for improved design of the agent, and the
design is one of future work.

4. Evaluation of operational feeling

For further study of EFDA in future, the authors
attempted to evaluate operational feeling from a
viewpoint of energy. The index for evaluation was
J =E,/E,, where E; denotes the energy which an
operator exerts on the robot in one operation, and E,
denotes the energy dissipated by the operator in the
operation. The energy is calculated by integration of the
product of operational force and velocity throughout the
operation. Here, the velocity is always positive because
one-way operation is assumed in this paper. Therefore,
E, and E, are obtained by the integrations where the
operational force is positive and negative, respectively.

0.10
0.09L ——0.2
--=-- 0.3
0.08} ae 04
0.07} —— 0.5
—, 0.06} —x= 8673
——
B 0.05) :
©
£0.04; 4
0.03}
0.02}
0.01}
0 S
0 10 15

number of operations
Fig. 3 Transitions of the index J

Figure 3 shows the transitions of J, where the values

of jx0.1 denote the goal position located in the field ;.

The horizontal axis denotes the number of operations to
each goal position. The plots shows that J for all the
goal positions become small values (under 5x107°) at
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finish of adjustment. However, the plots also indicate
that process to finish of adjustment is different between
the positions. These observations suggest possibility of
measuring preference to operational feeling by energy.
However, necessity of another index is also suggested
for evaluation of the adjustment process.

V. CONCLUSION

This paper discussed autonomous adjustment of
viscosity of a power-assisted positioning task from a
viewpoint of operational feeling. Under the assumption
that an operator selected one of multi goal positions in
real time for an operation, EFDA (Enhanced Field
Damping Adjuster) was proposed for realization of
preferable operational feelings to all the goal positions,
and a function of inferring a goal position and an
adjuster using reinforcement learning were developed.

Experimental results showed that adjustment of
viscosity was processed so that dissipation of kinetic
energy of the robot assisted positioning at the goal
position, and also that inaccurate inference of goal
positions affected learning process. Considering an
improved design of the agent is one of future work.

The study in this paper was supported by Grant-in-
Aid for Young Scientists (B) 17760216, and was a part
of High-tech Research Center
Technological Institute, 2003-2007).
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Abstract

Support Vector Machine (abbr. SVM) is known as
one of the most influential and powerful tools for solv-
ing classification and regression problems. But original
SVM does not have online learning technique. There-
fore, online learning techniques of SVM were intro-
duced by many researchers. In this paper, we pro-
pose unsupervised online learning method using self
organized map for SVM. Furthermore, the proposed
method has the technique of reconstruction of SVM.
We compare it performance with the original SVM, su-
pervised learning method of SVM, neural network, and
also test our propose method on surface electromyo-
gram recognition problems.
keywords:Surface-Electromyogram, Support Vector
Machine, Self-Organizing Map, Pattern Classification
Problem

1 Introduction

Surface electromygram signals (abbr. s-EMG) are
detected over the skin surface and are generated by the
electrical activity of the muscle fibers during contrac-
tion [1]. The load of s-EMG that rests upon the user
for non-erosion is less than that of other biological sig-
nals. Therefore the application that uses s-EMG is ac-
tively developed. s-EMG recognition of using the con-
ventional neural network is a method which learns the
relation between s-EMG patterns and is reproduced
using a neural network. In the recognition system,
there are some problems that the s-EMG changes by
the muscle wasting. In general, the muscle wasting
will cause a decrease in the frequency of s-EMG and
the tension. This is assumed to be the one due to
the decrease at the muscle fiber conduction velocity
[2]. Therefore, an additional learning function that
corresponds to the muscle wasting is necessary for the
s-EMG application. Support Vector Machine is known
as one of the most influential and powerful tools for
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solving classification and regression problems [3]. But
original SVM does not have online learning technique.
Therefore, online learning techniques of SVM were
proposed by many researchers [4] [5] [6].

In this paper, we propose unsupervised online learn-
ing method using self organized map (abbr. SOM)
[7] for SVM. Furthermore, the proposed method has
the technique of restructuring of SVM. Our proposed
method has the advantage of small required memory
size and small computational complexity. We test our
proposed method to the s-EMG recognition problems.

2 Proposed Method

In this section, we introduce SVM and propose un-
supervised learning method for SVM based on SOM.

2.1 Introduction of SVM

In this subsection, we summarize support vector
machines for two-class problems. Assume the training
sample S = ((x;,¥;), ..., (X4, ¥;)) consisting of vectors
X; € R with ¢ = 1,..., N, and each vector x; belongs
to either of the two classes. Thus it is given a label
y; € {—1,1}. The pair of (w,b) defines a separating
hyper-plane of equation as follows:

(W, X) +b=0 (1)

However, Eq.(1) can possibly separate any part of the
feature space, therefore one needs to establish an opti-
mal separating hyper-plane (abbr. OSH) that divides
S leaving all. The points of the same class are accumu-
lated on the same side while maximizing the margin
which is the distance of the closest point of S. The
closest vector x; is called support vector (abbr. SV)
and the OSH w', b’ can be determined by solving an
optimization problem. We explain how to select can-
didates for SV. The solution of this optimization prob-
lem is given by the saddle point of the Lagrangian.



%(w, w)

yi((w-x;) +b) > 1

Maximize margin

Subject to

to solve the case of nonlinear decision surfaces, the
OSH is carried out by nonlinearly transforming a set
of original feature vectors x; into a high-dimensional
feature space by mapping @ : x; — z; and then per-
forming the linear separation. However, it requires an
enormous computation of inner products (®(x)-®(x;))
in the high-dimensional feature space. Therefore, us-
ing a Kernel function which satisfies the Mercer’s the-
orem given in Eq.(2) significantly reduces the calcula-
tions to solve the nonlinear problems. In this paper,
we used the Gaussian kernel given in Eq.(3) as the
kernel function. The SVM decision function g(x) and
output of SVM are as given in Eq.(4) and Eq.(5).

(@) - B(x)) = K(x,%,) @)
Kex) = exp Xl )
9(x) = i_vgwif((x, xi)+b (@)
O = sign(g(x)) (5)

2.2 Unsupervised Learning Method

The SOM algorithm was introduced by Kohonen
[7]. SOM is a kind of artificial neural network that
is trained using unsupervised learning. In the basic
version, only one map winner at a time is activated
corresponding to each input. And, the vector corre-
sponding to the map vector who is called a reference
vector was adjusted by learning rule. This model and
its variants have been very successful in several real
application areas. In this paper, the training vector
is used as learned object instead of the reference vec-
tor. When SVM maps input data to a nonlinear space,
training vectors have very important action. However,
the changing input data cannot be correctly mapped
using SVM with the training vector at the beginning.
The recognition mistake happens when the recognition
data changes in the time series like the muscle wasting
of s-EMG. To solve this problem, the training vectors
are adjusted sequentially according to the SOM algo-
rithm. The possibility of not satisfying the solution
of the condition of the margin maximization that is
the feature of SVM is caused by updating SOM algo-
rithm. Therefore, this problem is solved by retraining
SVM based on changing SV. Moreover, the number of
training vectors must be limited for real problems of

©ISAROB 2009

The Fourteenth International Symposium on Artificial Life and Robotics 2009 (AROB 14th *09),
B-Con Plaza, Beppu, Oita, Japan, February 5 - 7, 2009

-
1
|x w X ”x

1 LI
other = arg min

win = arg giSnN”xm -x|

1IN
@ ®)
RCOEE PR 9 N o ©
x e o X Xy —Xu) @ °
“lx ¥ ) x / °
— x -
O. / B o \ other ° o oo °
" =] o
win m . xwm m .
o 4, =[x, X, | =
o (]
m B ° m B ]
(-] (-]
X X4
© @

® denotes+1 B denotes-1 O E"I’“‘d“‘ 9

Figure 1: The flow of proposed method using SOM

memory size. Then, we proposed unsupervised online
learning method using SOM for SVM and restructure
technique.

Let the input space be denoted by x;, € R. The
training vectors are included in kernel function, x;
with ¢ = 1,..., N, belongs to either of the two classes.
Thus it is given a label y; € {—1,1}. Each training
vector has the same dimension of input space. To find
the best match of the input vector x;,, with the train-
ing vectors x;, the euclidean distance between x;,, and
each x; is computed (Fig.1.a). Then the x;, with the
smallest distance is selected as

win = arg ér%ignN [|%in — x| (6)

The particular processing element that satisfies this
condition is called the winning training vector Xin,
for the input vector x;,. d,, is the euclidean distance
between x;, and X.;,. Next, find the best match of
the X, with the training vectors x;, the euclidean
distance X, and each x; is computed (Fig.1.b).
However, x; should be a different class from x,;,. The
x; which becomes the smallest distance is selected.
This selected training vector is called X,tper, and d, is
the euclidean distance between X, and x;. If d, is
condition of rule of Eq.(7), Xyin is updated according
to the learning rule of Eq.(8) (Fig.1.c and Fig.1.d).

dy < (¢ xd, (7)

XZSZ = th)ulgn + 77(Xm - Xz)lgn) (8)
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Figure 2: The technique of restructuring of SVM

Parameter ( is allowable parameter. Parameter 7 is
update parameter. In this paper, we used parameter
¢ =0.7, and n = 0.1. If SV changed after the update,
SVM is restructured with the updated training vectors
(Fig.2).

3 Computer Simulations

In this section, the system configuration for recog-
nition experiments of forearm motions using s-EMG is
explained. Next, the result of computer simulations is
described.

3.1 Experimental Condition

The construction of proposed s-EMG pattern recog-
nition system is shown in Fig.3. The system consists
of an input part, a feature extraction part and pat-
tern classification and learning part. S-EMG of each
movement pattern is measured with electrode sensors,
and the feature quantity is extracted from the s-EMG.
The feature quantity is given to the recognition ma-
chine as an input and each movement pattern that gen-
erates s-EMG is presumed. The feature quantity uses
minimum-maximum (abbr. min-max) values and inte-
gration values [8]. Paper [8] showed that technique of
min-max values and integration values are more easy
and superior than FFT processing. The sampling fre-
quency of the measurement data is 1 KHz. And the
band is from 0 KHz to 500 KHz.
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Figure 3: Structure of the EMG recognition system
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Figure 4: Image figure of forearm motion

3.2 Experiments of Forearm Muscles

We experimented on the effectiveness of the pro-
posed method by the ss-EMG recognition problem that
the feature quantity changes by the muscle wasting.
We compared proposed method performance with the
original SVM, MLP, supervised learning method [9]
and other unsupervised learning method. Supervised
learning method of paper [9] is a method of adjusting
threshold b of SVM (Eq.(4)) by online additional learn-
ing. This technique was effective to s-EMG recognition
problem. In this paper, SOM only method (without
part of restructured technique) and every time restruc-
tured SVM (SOM with restructured technique when
training vectors were updated) are used as additional
unsupervised learning method to compare the effec-
tiveness of proposed method. The experimental sub-
ject is healthy man (S.K). The subjects sit on a chair.
The recognition experiment of the 6 motions pattern
is conducted by using s-EMG obtained from four sen-
sors set in the arm of the right hand (Fig.4). Moreover,
the input given to the identification machine is eight
inputs. The experiments are conducted for three days.

The experiment method, first acquires the training
data from s-EMG concerning the movement of fore-
arm. Next, SVM and MLP learn the relation between
s-EMG and motion from the training data. And, each
motion is identified 20 times. Next, the subject trains
few minutes with watching the recognition result on
the display. Afterwards, additional supervised learn-
ing data is obtained from each motion. The experi-



ment repeats the measurement nine times.

3.3 Experimental Result

We performed with each method and the simulation
results are Fig.5. Proposed method is better than orig-
inal SVM. And, proposed method had better perfor-
mance in unsupervised learning method, because the
recognition calculation of the proposal method is fast.
The 3 days average of muscle wasting experiment re-
sults MLP was 86.7%, original SVM was 85.7%, super-
vised learning method was 89.2%, every time restruc-
tured using SOM was 90.4%, SOM only 89.5%, and
proposed method was 90.1%. We compared proposed
method with total restructuring frequencies, proposed
method was 16, every time restructured method was
601. We approached t-test (significance level of 5%)
that changed parameter ¢ and 7. The t-test had a
similar tendency of the results of Fig.5. The simula-
tion results showed that the recognition rate of pro-
posed method has improved by unsupervised learning
method and original SVM.

4 Conclusion

In this paper, we proposed unsupervised learning
method using SOM for SVM corresponding to s-EMG
recognition problems. The experiment results showed
that the proposed method was effective to s-EMG
recognition problem.
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Abstract: An extraction of a specific curve in image has basic problems in intelligent image sensing. The generalized
Hough Transform method (GHT) is the representative method to extract arbitrary curves which are rotated and
enlarged or reduced. Many the improvement models were also proposed. However, for extraction of arbitrary curves, it
takes much processing time and needs much memory space. In addition, it is impossible to apply the GHT to curves
including branches. For an improvement of the problems, a new method to extract arbitrary curve using one-
dimensional histogram is proposed in this study. The method utilizes the Polytope method which is one of minimization
algorithms. For the extraction of curves, one-dimensional histogram is used. The histogram has two characteristics. (1)
The distribution of histogram changes if the parameters representing curve changes. (2) The best parameters are gotten,
if the value of most frequency of histogram becomes maximum. Therefore, by using the Polytope method, the best
parameters are searched so that the value of most frequency can be maximum. Unlike conventional method, the
memory space is very small, processing time is very short and curves including branches can be extracted. In addition,
this method is effective for an extraction of arbitrary curve with different aspect ratio.

Keywords: image processing, Polytope method, Generalized Hough Transform, one-dimensional histogram

proposed. The method is the extension of the method for

I. INTRODUCTION i . ] o i

line and circle extractions. This is a generalized model.

An autonomy robot needs to have an ability of space The basic algorithm is the same as those of line, circle

notation, because it moves and recognizes an object. and ellipse extractions. Unlike conventional method, the

Especially, a moving robot needs to recognize it fast. memory space is extremely small, and processing time

Thus the fast image processing has been studied [1]. An is greatly short. In addition, it is tough against noise and

extraction of straight line and circle is one of the basic curves including branches can be extracted. This

problems of image processing. The Hough Transform method can also extract arbitrary curve with different
method (HT) is the representative method [2][3][4]. It aspect ratio.

can extract line and circle which are rotated and

enlarged or reduced. For the extraction of arbitrary

curves, the generalized Hough Transform method II. EXTRACTION OF FIGURES USING ONE-

(GHT) is usually used [5]. It is an improved method of DIMENSIONAL HISTOGRAM

HT. However, for extraction of arbitrary curves, it takes A proposed method utilizes the Polytope method and
much processing time and needs much memory space. one-dimensional histogram. An application of the
For the improvement of the problems, many improved Polytope method to extract figures and a procedure of
models were proposed [6]. In spite of the improvement, extraction of figures using one-dimensional histogram
these still takes much processing time and needs much are mentioned as follows.

memory space. In addition, it is impossible to apply the

extraction of curves including branches. We had 1. Application of the Polytope method

roposed a method to extract line and circle using one- . . . . .
Prop £ In this study, one-dimensional histogram is

dimensional histogram and the Polytope method [7]. In generated from image. The histogram has two

comparison with HT, the method takes very small characteristics. (1) The distribution of histogram

memory space and the processing time is very short. In . .
Ty 5P P J vy changes if the parameters representing curve changes.

this study, a new method to extract arbitrary curve is .
uay, W x fy cu (2) The best parameters are gotten, if the value of most
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R

Search %gure c

0 dmax

(a) Search figure (b) One-dimensional
(initial value) histogram of (a)

R
p(xo, yo)

X d

(c) Search figure
(during search)

(d) One-dimensional
histogram of (c)

fmax

0 * AN d

(e) Search figure (f) One-dimensional
(search completion) histogram of (e)

Fig. 1. Outline of search for extraction of arbitrary figure.

frequency of histogram becomes maximum (see Sect.II-
2 for details). By using the Polytope method, the best
parameters are searched so that the value of most
frequency can be maximum.

The Polytope method is one of minimization
algorithms. Since it can get a minimum value no using
derived function different from the Newton’s method,
the concept can be used for search of histogram. In
addition, the program size is small. For more details, see
Ref. [8] and [9]. For the use, the “initial values” must be
set because this method is available for only a single-
peak function. If these are not suitable, the optimum
value may not be obtained.

2. Procedure to extract figure using one-dimensional
histogram

A procedure to extract figure using one-dimensional

histogram is mentioned here. A template figure (search

figure c) is prepared for extraction of arbitrary figure C

as shown in Fig. 1(a). To represent arbitrary figure as
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Fig. 2. Rotation angle and aspect ratio.

Fig. 3. Weight of voting W

N/

(b) Search figure of heart
symbol

(a) Image data used for extract-
ion experiment of heart symbol

Fig. 4. Experiment for extraction of heart symbol.

<5

(a) Image data used in extraction (b) Search figure of arrow
experiment of arrow symbol symbol

Fig. 5. Experiment for extraction of arrow symbol.

parameters, gravity point p(xo, Vo), aspect ratio a(height
h / width w), and rotation angle ¢ are defined as shown
in Fig. 1(a) and Fig. 2 are defined. The arbitrary figure
defined by the above is called “search figure” c. Let the
distance between gravity point p(xp, o) of search
figure and a point on arbitrary figure C be R, let the
distance of search figure to the direction of a point on C
be r, and let R/r be the distance ratio d. The value of d is
calculated for all pixels on arbitrary figure C. Thus, one-
dimensional histogram about d is obtained as shown in
Fig. 1(b). It corresponds to the relationship between d
and frequency f.

If the parameters of search figure ¢ which are
represented by p(xo, )o), @ and 6 are much different
from those of arbitrary figure C, the deviation of
distance ratio d is large. As a result, the distribution of



,—Search figure ¢

@ Qrget figure C

(a) 0 times of evaluation

o~/

(b) 5 times of evaluation

(c) 40 times of evaluation (d) 188 times of evaluation

(search result)

Fig. 6. Search figure c agrees with those of target figure C
according as the number of times of the search increases
using Polytope method.

the histogram is gentle. In consequence, the value of
most frequency f is low as shown in Fig. 1(b). Here,
let the value of d at the position of most frequency fi.x
be dyax. According as the parameters of search figure ¢
approach those of arbitrary figure C, the deviation of d
becomes small. Then, the value of most frequency fiax
becomes high as shown in Fig. 1(d). If the parameters of
search figure ¢ agree with those of arbitrary figure C as
shown in Fig. 1(f), the value of most frequency fuax 1S
the highest. At the case, the width w in Fig. 2(b) of
arbitrary figure C is obtained as dp., and the height A
corresponds t0 @ x dpax.

In this way, the arbitrary figure C is gotten, if the
value of most frequency fi.x of histogram becomes
maximum. We define the following evaluation function
E to evaluate the histogram.

fmax

E=1-
C,.xw

(M

where, C;. is the perimeter, which is obtained as
perimeter of search figure ¢;, X dp.x when the value of
Jfmax 1s the highest. Symbol W means a weight which is
used when d is voted to one-dimensional histogram. The
weight has a distribution. The example is shown in Fig.
3. Let a distance ratio d of a pixel on arbitrary figure C
be d,. First, the frequency at the position of d, is set to
be W. According as the distance ratio d is away from d,,,
the frequency is reduced one by one. The function E is
the lowest when the value of f;.x is the highest. By the
use of the Polytope method, p(xo, yo), a, and 0 of
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Tablel. Experimental result.

X y a 6
initial value 150 150 1.0 0
final value 400.0 | 350.0 1.43 81.0
correct value 400 350 1.5 90
N\ A

=

(a) Initial search of arrow symbol (b) Extraction of arrow symbol

Fig. 7.

Experiment result for extraction of arrow symbol.

arbitrary figure C are searched so that the function E is
the lowest.

III. EXPERIMENTAL EXTRACTION OF A
RBITRARY FIGURE

1. Experimental conditions

Image data in Fig. 4(a), which is used in this
experiment, includes a heart symbol. The search figure
is shown in Fig. 4(b). Another image which includes a
heart symbol and an arrow symbol is also prepared as
shown in Fig. 5(a). The search figure is shown in Fig.
5(b).

The image consists of 640 < 480 pixels. For the
experiments, we used a personal computer (Dell,
OptiPlex GX520, OS: Windows XP, CPU: Pentium4 -
3.2GHz). In the case of this experiment, the “initial
values” of p(xy, yo) are set to both 150, a and 6 are set
to 0 and O respectively. The scale factor of p(xo, yo)
are set to 200, a and 6 are set to 1 and 1 respectively for
the Polytope method.

2. Experimental results

An experimental result for Fig. 4(a) is shown in Fig.
6. Here, the target for extraction is called “target figure”
C. In Fig. 6, “search figure” ¢ is also drawn for
reference. The parameters of the search figure before
the search and it after the search are listed in Table 1. As
for extraction of a heart symbol, memory space is
3.2[KB] (for one-dimensional histogram, horizontal axis
d[=800Byte] Xvertical axis f{=4Byte]). In this study,
memory space is the same as 3.2[kB] for any image data.
The processing time of them are 0.9][s].



W

(a) Gravity points of arrow symbol and heart symbol

.
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(c) Extraction of heart symbol

@
(b) Extraction of arrow symbol
Fig.8.

Experimental result using improved method.

As understood from Fig. 6, the search figure ¢
agrees with target figure C according as the number of
times of the search increases. As a result, the heart
symbol is correctly extracted in this experiment. In
Table 1, the parameters of search figure ¢ (final value)
almost agree with those of target figure C (correct
value).

In contrast to Fig. 6, the extraction in Fig. 7 is not
This is attributed to
mentioned in Sect. II-1. The Polytope method is

correct. “initial values” as
available for only a single-peak function, so the
determination of initial values is important for use of
multi-peak function. If the values are not suitable, the
optimum value may not be obtained. For initial values,
it is desirable that the values of parameters of search

figure c are as near as those of target figure C possible.

IV. DISCUSSION

1. Initial values of parameters

As understood from the above results, the success of
figure extraction depends on “initial value”. If most
frequency fiax
becomes highest, a gravity point of p(xg, )y), target

of the one-dimensional histogram

figure C, rotation angle 6 and aspect ratio a are
estimated by proposed method. Therefore, we examine
the relationship between “initial value” of p(xo, o), 6,
and a, and most frequency fi... If p(xo, ¥o) of search
figure ¢ are much different from those of target figure C,
the value of fy,.x is not high even if 6 and a agree with
those of C. In contrast, if p(xy, o) of ¢ agrees with those
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of C, the value of f,,, is relatively high even if  and a
are quite different from those of C. Thus, if the “initial
value” of p(xo, yo) of ¢ is inappropriate, most frequency
fmax does not become high. That is to say, it falls into a
local minimum. Thus, the “initial value” of p(xo, yo) is
much correlated with most frequency fy,,x more than 6
and a.

The “initial value” of p(xp, o) is important
especially. The method to determine “initial value” of
Pp(x0, yo) is mentioned the followings.

2. How to determine initial value of gravity point of
search figure

The success of figure extraction may depend on
“Initial value” of gravity point p (xo, yo). For avoiding
the failure of extraction, we roughly estimate the gravity
candidate point p(xy, yo) of target figure C before the
practice of proposed method. The roughly estimated
point is regarded as initial value of gravity point p(xo,
Vo) in this study. The procedures are as follows.

1) Enlargement operation : The line which broke off
1s connected. After binarization, closed lines are
sometimes broke off by noise. The lines are
connected by “enlargement operation”.

2) Extraction of small regions : If a size of region is
more than threshold value #,, the region is removed.
Large sizes of noises are removed by “extraction of
small regions”.

3) Extraction of large regions : If a size of region is
less than threshold value #,, the region is removed.
Small sizes of noises are removed by “extraction of
large regions”.

4) Extraction of gravity point : From closed curves,

the gravities are extracted.

By the above procedures, some gravities are
extracted. We utilize the gravities as the “initial value”
of the search figure.

3. A method improved to extract arbitrary figure
using one-dimensional histogram

In this experiment, Fig. 5(a) is used as image data.
Fig. 4(b) and Fig. 5(b) are used as search figures to
detect the heart symbol and the arrow symbol,
respectively. The dots (@) in Fig. 8(a) show the
gravities extracted from Fig. 5(a) according as the above
procedures. The points are regarded as initial values of
p(xo, o). The other initial values are the same as those
of Sect. III-2. However, scale factor of p(xg, yo) is
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(b) Search figure

(c) Gravity points (d) Experimental result

Fig. 9. Example of other experiment (1).

5

(b) Search figure

(c) Gravity points (d) Experimental result

Fig. 10. Example of other experiment (2).

changed to 10, € and a are changed to 0.5, which are
smaller than those of Sect. III-2. This is because it is
easily estimated that the initial points are near the
correct gravity points as shown in Fig. 8(a), so large size
of scale factor does not need. The extraction is practiced
twice as for Fig. 5(a), because two gravities are
extracted in Fig. 8(a). After twice extractions, the
minimum value of evaluation function E is selected, and
the parameters are regarded as final values.

The results are shown in Figs. 8(b) and (c). In these
figures, the thick curves show the extracted figures. As
understood from these figures, the heart symbol and the
arrow symbol are correctly extracted in this experiment.
In spite of including branches, the symbols are correctly
extracted. As for extraction of gravities, the processing
time is 0.2[s]. As for extraction of symbol, it takes
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(a) Target image

{)

(b) Search figure (A)

C

(c) Search figure (B)

(e) Experimental result (A) (f) Experimental result (B)

Fig. 11. Experiment for extraction of opened curve

1.8[s] for the heart symbol, and 1.4[s] for the arrow
symbol.

Examples of other experiments are shown in Fig. 9,
Fig. 10 and Fig. 11. In Fig. 9(c), Fig.10 (c) and Fig.11
(b), the extracted gravities are shown as dots (@). In
case of the number of dots is 3, the extraction is
practiced three times. The search figures are shown in
Fig. 9(b), Fig. 10(b), Fig. 11(c) and Fig. 11(d). The
results are shown in Fig. 9(d), Fig. 10(d), Fig. 11(e) and
Fig. 11(f). In these figures, the thick curves show the
extracted curves. As understood from these figures, each
symbol is correctly extracted in this experiment.
Although target images include many noises, correct
symbols are extracted. Thus, the proposed method has
tough against noise. As for extraction of gravities,
processing time is 0.2[s] for Fig. 9(c), 0.2[s] for Fig.10
(c), and 0.2[s] for Fig.11(d), respectively. As for
extraction of symbol, it takes 4.3[s] for Fig. 9(d),
takes 4.7[s] for Fig. 10(d), takes 4.6[s] for Fig. 11(e),
and takes 5.5[s] for Fig. 11(%).
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[5] D.H. Ballard (1981), Generalizing the Hough

figure hole Transform to detect arbitrary shapes, Pattern
\ [— Recognition, Vol. 13, No. 2 : 111-122.

X [in i/ 2 [6] Akio Kimura, Takashi Watanabe (2001)

N7/ Generalized Hough Transform to be Extended as

an Affine-Invariant Detector Arbitrary Shapes,
IEICE, Vol. J84-D-II, No. 5 :789-798.

[7] Shota Nakashima, Seiichi Serikawa (2009),

(a) applicable figure (b)not applicable figure Artificial Life and Robotics vol.13, (accepted)

[8] Haruhiko Okumura (2006). An algorithm
encyclopedia using C. Gijutsu-Hyohron Co.:262
[9] W.H. Press, B. P. Flannery, S. A. Teulolsky, W. T.

Fig. 12. Extractive condition of gravity point for opened curve

4. Extraction of gravity point for oper}ed curve Vetterling (1987). Numerical Recipes-The Art of
The proposed method can be applied to the Scientific Computing. Cambridge University
extraction of opened curve as shown in shown Fig. 11. Press:289-293

It can not be, however, applied for all opened curves. It
has a limitation. As mentioned in Sect. 1V-2,
enlargement operation is used for the extraction of
gravity point. A gravity point is not extracted if a hall
does not exist within a curve. The example is shown in
Fig. 12. In Fig. 12(a), a hall exists after enlargement
operation, while it does not exist in Fig. 12(b). The
proposed method can not be applied for an opened
curve such as Fig. 12(b).

V. CONCLUDION

A new method to extract arbitrary curve using one-
dimensional histogram and the Polytope method are
proposed in this study. Unlike conventional method, the
memory space is very small, processing time is very
short, it is tough against noise and figures including
branches can be extracted. In addition, this method is
effective for an extraction of arbitrary figure with
different aspect ratio.

This research was partly supported by Grant-in-Aid
for Scientific Research(C), 19500478.
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Abstract

We propose an on-line machine learning approach
for object recognition, where new images are continu-
ously added and the recognition decision is made with-
out delay. Random forest (RF) classifier has been ex-
tensively used as a generative model for classification
and regression applications. We extend this technique
for the task of building incremental component-based
detector. First we employ object descriptor model
based on bag of covariance matrices, to represent an
object region then run our on-line RF learner to select
object descriptors and to learn an object classifier.
Experiments of the object recognition are provided
to verify the effectiveness of the proposed approach.
Results demonstrate that the propose model yields
in object recognition performance comparable to the
benchmark standard RF, AdaBoost, and SVM classi-
fiers.

1 Introduction

Object recognition is one of the core problems in
computer vision, and it turns out to be extremely
difficult for reproduce in artificial devices, simulated or
real. Specifically, an object recognition system must
be able to detect the presence or absence of an object,
under different illuminations, scales, pose, and under
differing amounts of background clutter. In addition,
the computational complexity is required to be kept
minimum, in order for those algorithms to be appli-
cable for real-life applications. Based on “strongly su-
pervised” approach and “weakly supervised” method
(without using any ground truth information or bound-
ing box during the training), considerable progress has
been made for detection of objects. Several studies
also have shown that supervised component-based ap-
proach is more robust to natural pose variations, than
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Figure 1: (i) Points sampled to calculate the LBP around
a point (z,y). (ii) Rectangles [A, B, C and D] are examples
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the traditional global holistic approach. However, su-
pervised learning is usually carried out batch on the
entire training set, often is not optimal in a dynamic
recognition tasks. In this paper we consider instead
how machine learning models for object recognition
categories, can be build ‘incrementally’ or ‘on-line’
so that new images are continuously added and the
recognition decision is made without delay. The pro-
cess consists of two stages. First we employ object
descriptor model based on bag of covariance matri-
ces, to represent an image window then run our on-
line random forest (RF) learning algorithm [3]. RF
technique has been extend in this paper for the task



of building incremental component-based detector, for
attacking the problem of recognizing generic object
categories, such as bikes, cars or persons purely from
object descriptors that combines histograms and ap-
pearance model.

1.1 Our Object Descriptor Approach

We have used bag of covariance matrices, to repre-
sent an object region. Let I be an input color image.
Let F' be the W x H X d dimensional feature image
extracted from I

FW,H,d(xvy) :(b([vxay) (1)

where the function ¢ can be any feature maps (such
as intensity, color, etc). For a given region R C F, let
{2k }1_1...,, be the d dimensional feature points inside
R. We represent the region R with the dx d covariance
matrix C'g of feature points.

S e ) ) )
k=1

Cr =

where p is the mean of the point. Fig. 1 (i) depicts
the points that must be sampled around a particular
point (x,y) in order to calculate the LBP at (z,y).
In our implementation, each sample point lies at a
distance of 2 pixels from (z,y), instead of the tra-
ditional 3 x 3 rectangular neighborhood, we sample
neighborhood circularly with two different radii (1 and
3). The resulting operators are denoted by LBPs
and LBFs 1453, where subscripts tell the number of
samples and the neighborhood radii. In Fig. 1 (ii),
different regions of an object may have different de-
scriptive power and hence, difference impact on the
learning and recognition. We follow [4] and represent
an object with five covariance matrices C;j—y...5 of the
feature computed inside the object region, as shown in
the second row of Fig.1. A bag of covariance which is
necessary a combination of Ohta color space histogram
(L =R+G+B/3,I,=R—B,I; = (2G—R—B)/2),
LBP and appearance model of different features of an
image window is presented in Fig.1 (iii). We use this
representation to automatically detect any target in
images. We then apply on-line RF learner to select
object descriptors and to learn an object classifier.

2 Machine Learning Approach

In the following we introduce the on-line random
forests learning algorithm [3] for object recognition
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based on Breiman’s random forest (RF) [1]. Details
discussion of Breiman’s random forest learning algo-
rithm is beyond the scope of this paper, however, in
order to simplify the further discussion, we will need
to define some fundamental terms:

Random Forests (RF) is a tree-based ensemble
prediction technique combining properties of an effi-
cient classifier and feature selection [1]. Briefly, it is
an ensemble of two sources of randomness to generate
base decision trees; bootstrap replication of instances
for each tree and sampling a random subset of features
at each node.

Decision tree. For the k-th tree, a random vec-
tor C is generated, independent of the past random
vectors C1,...,Ck_1, and a tree is grown using the
training set positive and negative image I and covari-
ance feature C}. The decision generated by a decision
tree corresponds to a covariance feature selected by
learning algorithm. Each tree casts a unit vote for a
single matrix from the bag of covariance matrices.

Base classifier. Given a set of M decision trees, a
base classifier selects exactly one decision tree classifier
from this set, resulting in a classifier h (I, Cy).

Forest Given a set of N base classifiers, a forest
is computed as ensemble of these tree-generated base
classifiers h (I,Cy), k =1,...,n. Finally, a forest de-
tector is computed as a majority vote.

2.1 On-line Learning Random forest (RF)

To obtain an on-line algorithm, each of the steps
described above must be on-line, where the current
classifier is updated whenever a new sample arrives.
In particular on-line RF works as follows: First, the
fixed set tree K is initialized. In contrast to off-line
random forests, where the root node always represents
the object class in on-line mode, for each training
sample, the tree adapts the decision at each interme-
diate node (nonterminal) from the response of the leaf
nodes, which characterized by a vector (w;,6;) with
|lw;]| = 1. Root node numbered as 1, the activation of
two child nodes 2i and 2i + 1 of node 7 is given as

Ug; = ui-f(w;l +6;) (3)

Uip1 = Ui~f(*w;—r +6;) (4)
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Figure 2: Examples from GRAZ02 dataset [2] for four different categories: bikes (1st pair), people (2nd pair), cars (3rd

pair), and background (4th pair).

where [ is the input image, u; represents the activation
of node 7, and f(.) is chosen as a sigmoidal function.
Consider a sigmoidal activation function f(.), the sum
of the activation of all leaf nodes is always unity pro-
vided that the root node has unit activation. The
forest consist of fully grown trees of a certain depth [.
The general performance of the on-line forests depends
on the depth of the tree. However, we found that
the number of trees one needs for good performance
eventually tails off as new data vectors are considered.
Since after a certain depth, the performance of on-line
forest does not vary to a great extent, the user may
choose K (the number of trees in forest) to be some
fixed value or may allow it to grow up to the maximum
possible which is at most |T'| /N, where N the tree
size chosen by the user.

3 Object Recognition

Given a feature set and a sample set of positive
(contains the object relevant to the class) and nega-
tive (does not contain the object) images, to detect
a specific object, e.g. human, in a given image, we
train a random forests learner (detector) offline using
covariance descriptors of positive and negative sam-
ples. We start by evaluation feature from input image
I after the detector is scanned over it at multiple loca-
tions and scales. This has to be done for each object.
Then for feature in I, we want to find corresponding
covariance matrix for estimating a decision tree. Each
decision tree learner may explore any feature f, we
keep continuously accepting or rejecting potential co-
variance matrices. We then apply the on-line random
forests at each candidate image window to determine
whether the window depicts the target object or not.
The on-line RF detector was defined as a 2 stage prob-
lem, with 2 possible outputs in each stage: In the first
one, we build a detector that can decide if the image
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Table 1: Number of images and objects in each class in
the GRAZ02 dataset.

Dataset Images Objects
Bikes 373 511
Cars 420 770
Persons 460 785
Total 1253 2066

contains an object, and thus must be recognized, or
if the image does not contain objects, and can be
discarded, saving processing time. In the second stage,
based on selected features the detector must decide
which object descriptor should be used. There are
two parameters controlling the learning recognition
process: The depth of the tree, and the least node.
It is not clear how to select the depth of the on-line
forests. One alternative is to create a growing on-line
forests where we first start with an on-line forest of
depth one. Once it converges to a local optimum, we
increase the depth. Thus, we create our on-line forest
by iteratively increasing its depth.

4 Experiments and Evaluation

To evaluate and validate our approach we used data
derived from the GRAZ02! dataset [2], a collection of
640 x 480 24-bit color images and illustrated in Figure
2. As can be seen in Table 1, this dataset has three
object classes, bikes (373 images), cars (420 images)
and persons (460 images), and a background class (270
images).

4.1 Experimental settings

For testing our framework we used the datasets de-
scribed above and run it against three state of the art

Lavailable at htt://www.emt.tugraz.at/pinz/data/
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Table 2: Mean AUC performance of four classifiers on the
Bikes vs. Background dataset, by amount of training data.
Performance of on-line RF is reported for different Depths

On-line RF AdaB | SVM
D3\D4\D5\D6\D7 RF
10% 1 0.85[0.86 | 0.81|0.85|0. 85 |0.86 | 0.81 | 0.82
50% | 0.9110.90 |0.89|0.91| 0.92 |0.90| 0.89 | 0.90
90% [0.92{0.90|0.91 {0.92]0. 92]0.91| 0.90 | 0.91

Table 3: Mean AUC performance of four classifiers on the
Cars vs. Background dataset, by amount of training data.
Performance of on-line RF is reported for different Depths

On-line RF AdaB | SVM
D3\D4\D5\D6\D7 RF
10% 1 0.7710.79 10.75 ] 0.78 | 0.73 1 0.79 | 0.75 | 0.73
50% [ 0.85]0.84 | 0.82 [0.820.84|0.85| 0.82 | 0.80
90% [ 0.86 | 0.82 1 0.830.85|0.86 | 0.85| 0.83 | 0.82

Table 4: Mean AUC performance of four classifiers on the
Persons vs. Background dataset, by amount of training
data. Performance of on-line RF is reported for different

Depths

On-line RF AdaB | SVM
D3\D4\D5\D6\D7 RF
10% 1 0.84 | 0.84 | 0.83|0.80 | 0.83 | 0.84 | 0.77 | 0.80
50% [ 0.88 1 0.86 | 0.88 [ 0.88 | 0.88 | 0.88 | 0.84 | 0.86
90% | 0.90 | 0.86 [ 0.89 | 0.90 | 0.90 | 0.90 | 0.86 | 0.89

classifiers (offline RF, AdaBoost, and SVM). Each of
the classifiers used in our experimentation were trained
with varying amounts (10%, 50% and 90% respectively)
of randomly selected training data. All image not
selected for the training split were put into the test
split.

5 Experimental Results

GRAZ02 images contain only one object category
per image so the recognition task can be seen as a
binary classification problem: bikes vs. background,
people vs. background, and car vs. background. The
well known statistic measure; the Area Under the ROC
Curve (AUC) is used to measure the classifiers perfor-
mance in these object recognition experiments.
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5.1 Mean AUC Performance

Tables 2, 3, and 4 give the mean AUC values across
all runs to 2 decimal places for each of the classifier
and training data amount combinations, for the bikes,
cars ad people datasets respectively. For on-line RF
we report the results for different depths of the tree.
As can be seen, our algorithm always performs signif-
icantly better than the offline RF. We found that the
differences in performance are (avg. = 1.24+15%).The
improvement when we varying the tree depth are rel-
atively small. This makes intuitive sense: when an
image is characterized by high geometric variability, it
is difficult to find useful global features.

6 Conclusions

In this paper we have presented an on-line learn-
ing framework for object recognition categories that
avoids hand labeling of training data. We have demon-
strated that on-line learning obtain comparable results
to offline learning. Moreover, the proposed framework
is quite general (i.e, it can be used to learn completely
different objects) and can be extended in several ways.
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Abstract: An image calibration method involving the use of a liquid crystal display (LCD) placed in the observation
medium is presented. The calibration is important for these image-based measurement techniques such as particle
image velocimetry (PIV) since it influences the accuracy of measurements. One important task in calibration is to
eliminate distortions, especially for images in water. In PIV, distortions have to be eliminated on every change of the
target since the distortion caused by refraction varies depending on the shape of the water tank. In this paper, the
proposed method is demonstrated to correctly eliminate distortion due the refraction effects of the tank and water. The
method is based on the construction of a calibration table using patterns of dots displayed on the LCD in the tank, and

provides excellent measurement accuracy.

Keywords: Calibration, Distortion, Measurement, Image processing, PIV

I. INTRODUCTION

Calibration is important task to extract the
accurate quantitative data from captured images in
computer vision. This task requires estimating the
relationship between the camera image and the scene
prior to performing a measurement. Moreover, the
calibration procedure must eliminate any distortion in
the captured image.
the
characteristics of the camera lens or from the refraction

Distortions can originate from either
of light. The distortion caused by the lens is isotropic
and can be corrected relatively easily by methods such
as that of Tsai [1]. Radial distortion caused by lens
characteristics has also been investigated in a number of
studies [2][3]. However, eliminating distortions due to
refractions in the scene requires complex procedures,
such as tracing the optical path by accounting for
refractive index variations [4]. Due to the difficulty of
such procedures, we proposed simple and useful
method to eliminate the distortion caused by reflection
in water, in this paper. The need for distortion correction
is particularly important in particle image velocimetry
(PIV) for water flow, which is a non-contact, image-
that the

instantaneous velocity field of flow to be determined

based measurement technique allows
from the translational displacement of tracer particles.
In PIV of water systems, image distortion due to
refraction, which is related to the shape of the water

tank, must be eliminated in order to obtain quantitative
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measurement results.

In this study, a novel calibration technique based
on the use of a liquid crystal display (LCD) [5] is
applied to eliminating distortions. In this method, a
waterproof LCD is placed in the water volume targeted
for measurement, and a known dot pattern is displayed
The
experimental results demonstrate the feasibility of the

to allow construction of a calibration table.

proposed method for eliminating image distortion due
to refraction effects.

II. LCD-BASED CALIBRATION METHOD

Figure 1 shows a schematic diagram of the
proposed calibration system. The LCD is set in the
scene, and a pattern of dots is displayed. The LCD plane
is set accurately on the laser plane used for PIV or slit-
ray projection method, and the scene image is acquired
using a complementary metal oxide semiconductor
(CMOS) or charge-coupled device (CCD) camera. The
dots are programmed to blink on and off according to a
predefined time series, synchronized with the camera
timing. An example of the encoded 4-bit dot pattern is
shown in Table 1. A total of 15 patterns are possible
with 4-bit encoding, and 1023 patterns can be defined
with 10 bits. The dots in the acquired images are labeled
according to the pattern number, and cross-referenced to
the predefined dot coordinates. This decoding is
performed by processing consecutive images. The
world coordinates in the scene and the corresponding
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image coordinates of the dots are then tabulated.

Conversion functions for each local area in the image Table 2. Calibration table

are determined, and a final conversion table for the Image coordinates World coordinates
entire image is constructed. The mathematical details of (Pixel) (Actual scale)
the conversion functions are given in the next section. U Vi X Y1
The constructed calibration table is used to convert U, vy Xy )

positions from the camera image into world coordinates.

Table 2 shows the calibration table, which is used as a
look-up table (LUT). This calibration method is very
effective for defining conversion from a distorted image

n Yn

to undistorted world coordinates.
There are two major benefits of using an LCD for III. LOCAL PROJECTION MATRIX

calibration. First, thousands of reference marks (dots on . . .

] ] ] In the pinhole camera model, the relationship

the LCD) can be recognized very quickly. The time . .

ired © oure 11 i . ately 350 between camera coordinates (u,v) and world coordinates

required to capture 11 images is approximate ms . .

1 'p i 8 PP ) Y ’ (x,y,2) (see Fig. 1) is given by
and even with processing for decoding of the dot

patterns, the total time is less than 1s. Second, the T r
. . . Au v 1] =P[x y z 1] e
number, size, and display interval of reference marks

can be easily changed according to the measurement ) ) ) .
where A is a coefficient and P is the perspective

environment.
projection matrix within intrinsic and extrinsic camera
parameters [6]. Elements of the projection matrix are
often simply referred to as camera parameters. With
Dot pattern on LCD z=0 for a two-dimensional LCD plane, eq. (1) can be
rewritten as
 Local area
y u Pu P P3| X
. AVvi={Pan Pn Pu|V 2
1 pyopn 11
0 % L
World coordinates where p;; to p;; are elements of the projection matrix.
Solving this equation to eliminate A then affords the
. following relationships.
u ] —
O& {Pux TPVt P13 = PaUx = pyply =u 3)
v - PoX+ Py + Pr3 = P3vX — PpVy =V
Camera (image) coordinates Computer

Equations (3) consist of one set of world coordinates
Fig.1 Schematic diagram of the calibration and tk.w. tmage coord1nate§ with - reference @arks,
comprising a total of eight unknown variables.
Therefore, eight equations, or four reference marks, are

Table 1. The encoded dot pattern for 4 bits required to solve the projection matrix. This process

(1: On, 0: Off) yields the following set of simultaneous equations.
TO T] T2 T3 Number
Dot 1 0 0 0 ) ) xx »n 1L 0 0 0 —ux -—uy || py U
0 (Do 0 0 0 x » I —-wx —-vy| P2 Vi
Dot 2 0 0 1 0 ()10 SR : S EERIC)
: : Xg ya 100 0 —ugxy —ugys|| pa Uy
Dot15 | 1 1 1 1 (15)10 0 0 0 x ya b o=viexy —vavaflpn] [V
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Note that eq. (4) is linear, whereas the distortion
due to the refraction of light is a nonlinear phenomenon.
Therefore, as eq. (4) cannot be applied directly, it is
assumed that the image can be divided up into a large
number of sufficiently small local areas exhibiting
linear behavior that can be modeled by eq. (4). The
local areas are defined as each area enclosed by four
reference marks, as shown in Fig. 1. The projection
matrix for each local area is then determined by eq. (4)
and denoted as the local projection matrix. Conversion
from the image coordinates to the world coordinates is
then executed for all image pixels using eq. (2) and the
local projection matrixes.

IV. EXPERIMENT

An experiment was performed to evaluate the
performance of the proposed calibration system as
shown in Fig. 2. The waterproof LCD was placed in a
tank half-filled with water. The LCD displayed the dot
pattern for calibration, and a checkered-flag pattern. A
CMOS camera (640x480 pixel) was used as the capture
device. To demonstrate the feasibility of this method, a
low-distortion lens was used, and two shapes of water
tank were tested: a cube and a cylinder. After calibration,
the checkered flag pattern is measured using the
constructed calibration table as an LUT, and the
accuracy of measurement is evaluated.

1. Case 1: Cubic water tank

Figure 3 shows the captured and corrected images
for the cubic water tank with flat plane shown in Fig. 2.
In Fig. 3(a), the flag pattern has been distorted in water;
it should be the same size and shape with that in air.
Although some distortion remains near the water
surface, the corrected pattern in water conforms to that
expected in air (Fig. 3(b)). This result indicates that the
image distortion caused by water has been corrected for
appropriately.

2. Case 2: Cylindrical water tank

Figure 4 shows the cylindrical water tank used in
the second test. The diameter of the tank tapers from the
top to the base, and the distortion caused by the tank
and water is expected to be more severe than in case 1.
Figure 5 shows the captured and corrected images. The
distortion in this case is much more severe than for the
cubic tank. Whereas no distortion occurs in the air
region in the cubic tank, distortion is apparent in both
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air and water in the cylindrical tank (Fig. 5(a)). This can
also be seen in the captured image of the dot pattern as
shown in Fig. 6. Unevenness in the glass forming the
indicated by the
displacements of the dots. The distortion transformation

cylindrical tank is small-scale
is thus more complicated than in case 1. After

correction, most of the flag pattern was well
reconstructed, as in case 1, although some distortion
remains at the water surface (Fig. 5(b)). These results
indicate that distortion in both water and air can be
corrected simultaneously, and that the proposed method

provides robust correction even for complex shapes and

complicated transformations.

CMOS camera &
low-distortion lens

Fig. 2 Calibration in a cubic tank

Fig. 3 (a) Captured image and (b) corrected image of
flag pattern acquired in a cubic tank
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3. Accuracy of measurements

The measurement accuracy was evaluated by
measuring the length of a side of the flag pattern in case
2. The original captured image and constructed
calibration table were used to calculate the final
measurements. The world coordinates of two
neighboring vertices were found from the calibration

table and used to determine the actual length by
computing the distance between two points. The
accuracy of measurements was thus found to be 0.17
mm in the water region and 0.21 mm in the air region.

These values are equivalent to 1.4 % and 1.8% of total
length, respectively. The measurement accuracies in Fig. 5 (a) Captured image and (b) corrected image of
both water and air are thus approximately the same. flag pattern acquired in a cylindrical tank

V. CONCLUSION

A new LCD-based calibration technique was
demonstrated to correctly eliminate image distortion
due to external refractions in both water and air
simultaneously. Excellent correction results were

obtained even for complex tank shapes, and the
measurement accuracy was shown to be adequate. The
proposed technique is considered highly effective for

PIV in water, and is potentially applicable to the shape

measurement of objects in water using the slit-ray (a) Case 1 (b) Case 2
projection method. This technique was applied in the Fig. 6 Captured images of dots pattern in (a) the cubic
present study for two-dimensional measurements. tank and (b) the cylindrical tank

However, if the position of the laser illumination plane

and the camera can be fixed and the object moved, it

will also be possible to apply this technique to three- REFERENCES

dimensional measurements.
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Abstract: In the design of fuzzy rule-based systems, we have two conflicting objectives: accuracy maximization and
interpretability maximization. As a measure of interpretability, a number of criteria have been proposed in the literature.
Most of those criteria have been incorporated into fitness functions in order to automatically find accurate and inter-
pretable fuzzy systems by genetic algorithms. Interpretability is, however, very subjective and is hardly defined for any
users beforehand. In this paper, we propose the incorporation of user preference into multiobjective genetic fuzzy rule
selection for pattern classification problems. User preference is represented by a preference function which is change-
able according to user’s direct manipulation during evolution. The preference function is used as one of objective func-
tions in multiobjective genetic fuzzy rule selection. The effectiveness of the proposed method is examined through
some case studies for the design of fuzzy rule-based classifiers.

Keywords: Multiobjective genetic fuzzy systems, fuzzy rule-based systems, user preference, interactive genetic algo-
rithms, pattern classification problems.

condition parts, transparency, compactness, and so on.

I. INTRODUCTION o o
Interpretability is, however, very subjective and hardly
Fuzzy rule-based systems have been widely used for specified beforehand without actual users.
pattern classification, function approximation, modeling, For the design of simple and accurate fuzzy rule-
forecasting, and control. One advantage of fuzzy rule- based classifiers, we have already proposed multiobjec-
based systems over other nonlinear systems such as neu- tive genetic fuzzy rule selection [3]. We have used two
ral networks is their linguistic interpretability. That is, objective functions: to maximize the number of correctly
each fuzzy rule is linguistically interpretable when fuzzy classified training patterns and to minimize the number
rule-based systems are designed by using linguistic of fuzzy rules in a fuzzy rule-based classifier. In this pa-
knowledge of human experts. Linguistic knowledge, per, considering user preference on the interpretability of
however, is not always available, especially for high di- fuzzy rule-based classifiers, we propose the incorpora-
mensional data. Thus various approaches have been pro- tion of user preference represented by a preference func-
posed for extracting fuzzy rules from numerical data in tion into multiobjective genetic fuzzy rule selection for
the literature since the early 1990s. Evolutionary algo- pattern classification problems. During evolution, the
rithms can be used not only for parameter tuning but also preference function can be interactively changed and is
for discrete optimization such as input selection, rule used as one of the objective function. That is, our method
generation and rule selection [1]. Most of fitness func- can find non-dominated solutions (fuzzy rule-based clas-
tions were based on only the maximization of the accu- sifiers) in terms of three objectives: accuracy maximiza-
racy of fuzzy rule-based systems. Since the late 1990s, tion, complexity minimization, and preference maximi-
the importance of interpretability maintenance in the zation. Through some case studies, we examine the ef-
design of fuzzy rule-based systems has been pointed out fectiveness of the proposed idea.

by many studies. Interpretability maximization as well as

accuracy maximization was taken into account in order
II. GENETIC FUZZY RULE SELECTION

to design accurate and interpretable fuzzy rule-based

systems [2]. The number of fuzzy rules in a system has WITH USER PERFERENCE
been mostly used as one of the complexity measures. In In this section, we explain fuzzy rule-based classifi-
the literature, other measures are the total number of ers and multiobjective genetic fuzzy rule selection. We
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also explain user preference and a preference function
proposed in this paper.

1. Fuzzy rule-based classifiers

Let us assume that we have m training (i.c., labeled)
patterns X,= (X1, ..., Xpn), p = 1, 2, ..., m from M classes
in an n-dimensional pattern space where x,; is the attrib-
ute value of the pth pattern for the ith attribute (i = 1, 2,
..., n). For the simplicity of explanation, we assume that
all the attribute values have already been normalized into
real numbers in the unit interval [0, 1]. Thus the pattern
space of our classification problem is an n-dimensional
unit-hypercube [0, 1]".

For our n-dimensional pattern classification problem,
we use fuzzy rules of the following type:

Rule R,: If x; is 4, and .. and x, is 4,

then Class C, with CF,, (1)

where R, is the label of the gth fuzzy rule, x = (xy, ..., x,,)
is an n-dimensional pattern vector, 4, is an antecedent
fuzzy set (i=1, 2, ..., n), C, is a class label, and CF, is a
rule weight. We denote the antecedent fuzzy sets of R, as
Ay,

We use 14 fuzzy sets in four fuzzy partitions with dif-

a fuzzy vector A, = (441, Ap, ..

ferent granularities in Fig. 1. In addition to those 14
fuzzy sets, we also use the domain interval [0, 1] itself as
an antecedent fuzzy set in order to represent a don t care

condition.
1.0 1 2 1013 4 5
§? L s? M3 L3
0.0 0.0
0.0 1.0 0.0 1.0
1ote 7 3 9 1ota b ¢ d e
X Ms*t X MLt XA X MS X M* X ML XL®
0.0 0.0
0.0 1.0 0.0 1.0

Fig. 1. Membership functions used in this paper.

The consequent class C, and the rule weight CF,, of
each fuzzy rule R, are specified from training patterns
compatible with its antecedent part A, = (441, 4g, ...,
A,,) in the following heuristic manner. First we calculate
the confidence of each class for the antecedent part A, as

2 Ha,(xp)
xpeCIass h
c(Aq:>Class h) = — , h=1,2,..,M.
IEI/IAq (Xp)
(2)
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Then the consequent class Cy is specified by identify-
ing the class with the maximum confidence:

(A, =>ClassCy) = max {c(A, = Class h)}. 3)
h=12,. .M
In this manner, we generate the fuzzy rule R, with the
antecedent part A, and the consequent class C,.
The rule weight CF, of each fuzzy rule R, is speci-
fied by the confidence values:

M
CF, =c¢(A, = Class C,) - ZC(Aq = Class 4). (4)

h=1,h=C,

We do not use the fuzzy rule R, as a candidate rule if
the rule weight CF, is not positive (i.e., if its confidence
is not larger than 0.5).

As confidence, support is also often used for evaluat-
ing the interestingness of individual rules. Support can
be calculated as follows:

2 Ha, (X))
g\ P
xpeclass Cq

s(Ry)=s(A, = ClassC,) = .(5)

m

Let S be a set of fuzzy rules of the form in (1). When
an input pattern x,, is to be classified by S, first we calcu-
late the compatibility grade of x,, with the antecedent part
A, of each fuzzy rule R, in S using the product operation.
Then a single winner rule is identified using the com-
patibility grade and the rule weight of each fuzzy rule.
The input pattern x,, is classified as the consequent class
of the winner rule.

2. Multiobjective genetic fuzzy rule selection

Multiobjective genetic fuzzy rule selection is a two-
step method. In the first step, a prespecified number of
promising fuzzy rules are generated from training pat-
terns as candidate rules. In the second step, an EMO al-
gorithm is used to search for non-dominated fuzzy rule-
based classifiers (i.e., non-dominated subsets of the gen-
erated candidate rules in the first step).

Since we use the 14 antecedent fuzzy sets in Fig. 1
and a don t care for each attribute of our n-dimensional
classification problem, the total number of possible fuzzy
rules is 15". Among these possible rules, we examine
only short fuzzy rules with a small number of antecedent
conditions (i.e., short fuzzy rules with many dont care
conditions) to generate candidate rules. In this paper, we
examine fuzzy rules with three or less antecedent condi-
tions. For prescreening candidate rules, we use the prod-
uct of the support s(R,) and the confidence c(R,). That is,
we choose a prespecified number of the best candidate
rules for each class with respect to s(R,) - c(R,).



Let us assume that we have N candidate rules (i.e.,
N/M candidate rules for each of M classes). Any subset S
of the N candidate rules can be represented by a binary
string of length N: S = 515, ... sy where s; =1 and 5, =0
mean the inclusion and the exclusion of the jth candidate
rule R; in the subset S, respectively (j =1, 2, ..., N). Such
a binary string S is used as an individual (i.e., a fuzzy
classifier) in an EMO algorithm for multiobjective ge-
netic fuzzy rule selection.

Each fuzzy rule-based classifier S is evaluated by the
following three objectives:
f1(S): the number of correctly classified training patterns,
1>(S): the number of selected fuzzy rules,
£3(S): user preference.

That is, our multiobjective genetic fuzzy rule selec-
tion is written as

Maximize f1(S) and f;(S), and minimize £(S). (6)
We use NSGA-II of Deb et al. [4] to search for non-
dominated fuzzy rule-based classifiers with respect to
these three objectives. In this paper, uniform crossover
and bit-flip mutation were used in NSGA-II. In order to
efficiently decrease the number of fuzzy rules in S, a
larger mutation probability is assigned to the mutation
from 1 to O than that from 0 to 1. Besides, the unneces-
sary fuzzy rules which were not selected as a winner rule
were removed from § after calculating the first objective.

3. User preference on interpretability

Interpretability is very subjective and hardly speci-
fied without actual users. One approach may be to use
various interpretability measures as objective functions.
But current evolutionary multiobjective optimization
algorithms are not appropriate for the problems with
more than four objectives [5]. For these reasons, we
combine multiple interpretability criteria into a single
preference function. Then users change the priority of
criteria in the preference function during evolution of
multiobjective genetic fuzzy rule selection.

We specify an interval for internal evaluations. Dur-
ing this interval, the preference function is not changed.
After the interval, the user checks some of non-
dominated classifiers and changes the priority of criteria
in the preference function. Then another internal evalua-
tion process starts. By repeating this interactive process,
the user can modify the preference function and find the
classifier with the high user preference value.

In this paper, we use three criteria for representing
user preference: average confidence, average support,
and the number of used attributes. Confidence and sup-
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port have been often used to examine the interestingness
of individual rules [6]. Of course, we can use other crite-
ria in the preference function.

II1. USER INTERFACE

We developed a user interface for presenting a fuzzy
rule-based classifier to the user and incorporating his/her
preference (Fig. 2). The antecedent part of each fuzzy
rule is shown together with its consequent class, confi-
dence, and support. Closed triangles and open rectangles
mean membership functions and dont care conditions,
respectively. The accuracy of the classifier is shown at
the right-bottom of the classifier. The bottom gray zone
of the interface is a user manipulation area.

Individual preference and its priority on each crite-
rion are represented by a fitness function with two seg-
ments: A-B and B-C in Fig. 3. Three points A, B, and C
are (-0.05, 0.0), (V,, V;), and (1.05, 0.0), respectively.
Users can change the preference and the priority of each
criterion by moving the point B (V,, V}) in 0<V <1
and 0<V <1.If the value of some criterion is 0.8 in
Fig. 3, the fitness value on the criterion is 0.5.

A preference function is composed of the three fit-
ness functions as in Fig. 3. In this paper, the simple sum
of the fitness values is used as the satisfaction degree of
user preference on the interpretability of fuzzy classifiers.
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Fig. 2. A user interface for the proposed method.
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Fig. 3. Fitness functions for interpretability criteria.




Each vertical dashed line of fitness functions repre-
sents the actual values of three criteria for the displayed
classifier. Thus, users can refer this information and
change the position of the vertices of the triangles. That
is, users can modify the preference function (i.e., fitness
functions) according to their impression from some dis-
played classifiers.

There are three buttons at the right-bottom corner.
The button “Best” is to show the best classifier in terms
of user preference. The button “Rand” is to show three

classifiers randomly selected among non-dominated ones.

The button “Evolve” is to start another internal evalua-
tion process with a prespecified number of generations.

IV. CASE STUDIES

In this section, we show two case studies s in which
two users have different preference on interpretability.
We used Wisconsin breast cancer data (683 patterns, 9
attributes, 2 classes) which is available from UCI ma-
chine learning repository. Parameter setting is as follows:

Number of extracted rules per class: 300,

Population size: 200,

Number of generations: 500,

Interval for internal evaluations: 50 generations.

Case 1: We assumed that a user prefers a very simple
rule set. At the 250th generation, the user specified the
fitness functions in Fig. 4. The obtained classifier with
the highest user preference value is shown in Fig. 5.
Each rule has somewhat high confidence and support.
The total number of used attributes is only one. This is a
very simple rule set which means “if the value of Bare
Nuclei is high, the sample is malignant” and “if the value
of Bare Nuclei is small, the sample is benign”.

1
Preference

o

° Confidence ' ° Support ' ' Aftributes °

Fig. 4. Fitness functions in Case 1.

I B 1™ I I
e

s 05%4
X8 xs  Accuracy: 0912
Fig. 5. Non-dominated classifier with the highest user
preference value in Case 1.

Case 2: We assumed that a user prefers very accurate
rules. As in Case 1, at the 250th generation, the user
specified the fitness functions in Fig. 6. The obtained
classifier with the highest user preference value is shown
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in Fig. 7. We can see that each rule has a very high con-
fidence value comparing with the rules in Case 1.

1
Preference

0 : :
° Confidence ' °  Support ! ' Attributes  °

Fig. 6. Fitness functions in Case 2.
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Fig. 7. Non-dominated classifier with the highest user
preference value in Case 2.

V. CONCLUSION

In this paper, we proposed the incorporation of user
preference into multiobjective genetic fuzzy rule selec-
tion. We used a preference function for representing user
preference as an additional objective in the multiobjec-
tive problem. Through some case studies, we demon-
strated that our method can obtain non-dominated fuzzy
rule-based classifiers in terms of accuracy and interpret-
ability considering user preference. As a future work, we
have to further examine the effect of changing the pref-
erence function on the search performance of our method.

This work was partially supported by Grand-in-Aid
for Young Scientists (B): KAKENHI (18700228).
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Abstract

In this paper, we propose a shift invariant pat-
tern recognition mechanism using feature sharing Hy-
percolumn model (FSHCM). To improve the recog-
nition rate of Hypercolumn model (HCM) a shared
map among a set of locally neighborhood maps is con-
structed in the feature extraction and feature integra-
tion layers. The shared maps help the network to in-
crease its ability to deal with wide translation and
distortion variations. The proposed framework uses
FSHCM neural network to perform feature extraction
step, and linear support vector machine for recogni-
tion task. The effectiveness of proposed approach is
verified by using the misaligned ORL face database.

1 Introduction

Most face recognition algorithms assume aligned
face images by facial features (e.g. by eye centers). In
many applications, automatic alignment by facial fea-
tures is still open problem. As the misalignment prob-
lem remains a bottleneck to the performance of face
recognition, we propose a shift invariant pattern recog-
nition mechanism using Hypercolumn model neural
network.

Understanding how visual cortex recognize objects
is a critical and essential task to design and imple-
ment an invariant pattern recognition system. DBe-
cause humans and primates outperform the best ma-
chine vision systems with respect to almost any mea-
sure. Building a system that emulates object recog-
nition in cortex has always been an attractive area of
research.

Hierarchical models have been shown to outperform
single-template object recognition systems [1]. There
are two well-known models, which are developed to
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emulate the structure and behavior of visual cortex,
neocognitron (NC) [2] and Standard model (SM) [3].
The complex structure of these models is one rea-
son for its unpopularity. The Neocognitron (NC) is
a massively parallel hierarchical neural network, de-
signed primarily for 2-D pattern recognition. It was
inspired by Hubel and Wiesel’s serial model of biolog-
ical vision [4]. Tt has been experimented on character
recognition and show a shift and distortion tolerance.
The standard model (SM) composed of a hierarchy of
feedforward layers of neuron-like units, which perform
either (1) a tuning computation (weighted linear sum
or Gaussian template matching) to increase feature se-
lectivity or (2) a nonlinear pooling operation based on
a maximum operation to increase response invariance
to translation and scaling.

Recently, applications of artificial neural networks
have been expanded into general image recognition
problems such as face recognition and visual surveil-
lance. In these applications, there are three factors
should be taken into consideration in order to achieve
high recognition rate:

1. Dimensionality reduction: the distribution of vi-
sual objects in the original image space almost
lies in a low-dimension subspace, which is always
lower than the dimension of image space. There-
fore, it is necessary to reduce the dimensions in
order to eliminate the redundancy in the data.

2. Invariance: the appearance of the objects almost
affected by many kinds of image variations. These
variations may occur separately or simultaneously
such as scale, shift, rotation, illuminations, pose
variations. Therefore robust object recognition
system should show some invariance against these
factors.

3. Network parameters: there are two different pa-



rameters associated with designing an efficient
neural network for object recognition problem,
which are structure and training parameters. De-
ciding the appropriate parameters is highly de-
pend on the distribution of the training data and
the kind of required invariance.

Solving these problems is the target of Hypercol-
umn model. Hypercolumn model [5] has a similar
architecture with Neocognitron and standard model.
However, the learning strategy of the network is based
on Kohonen learning algorithm. Self-organizing map
(SOM) [6] is the fundamental component in building
the Hypercolumn network.

The main contribution in this paper, is to replace
the small-size neighbor maps in feature extraction and
feature integration layers with one large shared map.
The feature map is trained to share among a set of
neighbor maps. This large feature map can be cre-
ated by two different methods. In the first method,
shared features are learned from the aggregation of all
training examples covered by all shared maps. While
the second method learn the shared map by apply-
ing neighborhood learning technique among neighbor
maps.

The remainder of the paper is organized as follows:
In section 2, the structure and the learning algorithm
of HCM neural network is presented. Section 3 de-
scribes methods of creating shared feature maps. Ex-
perimental results, and conclusions are given in the
following two sections,.

2 Hypercolumn model
2.1 HCM structure

The HCM network shown in Figure (1) is derived
from the NC by replacing each C-cells and the lower
directly connected S-cells with a two-layer hierarchical
self-organizing map HSOM network [7]. The first map
in the HSOM cell stands for feature extraction with
size NFEL | while the second one is used for feature
integration with size NI/Z. The number of HSOM
in X and Y directions are denoted by Nign,, and
N}I/SO u respectively. The input field for each feature
extraction map is slightly shifted and overlapped by a
certain number of neurons. Feature integration layer is
an SOM map, whose input is the index of the winner
in the lower feature extraction map. In the feature
integration map, therefore, all shifted and distorted
patterns are mapped to the same neuron, since the
number of neurons in the feature integration map is
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Figure 1: HCM Network structure

smaller than the number of neurons in the feature ex-
traction map. Consequently, the index of the winners
from lower feature integration maps are presented to
the next higher feature extraction map. These local
features are pilled up hierarchically in the higher layers
to tolerate image scale, shift, rotation, and distortion
variations.

2.2 HCM Training

The HCM uses the unsupervised learning algorithm
of the competitive neural networks to construct its fea-
ture maps. The learning process is applied layer-by-
layer starting from the bottom layer, where the nor-
mal learning algorithm of the HSOM is used to train
each unit in the map. All HSOMs in the same layer
can be trained in parallel. After presenting the input
pattern to the HCM network, the training algorithm
find the best matching winner from the first feature
extraction map. Each feature extraction layer has a
local input field with the size of (Ix x Iy). The com-
petition step in the feature extraction layer is slightly
different than the original competitive step in the Ko-
honen algorithm. In which the competition is per-
formed through all shifted patterns, the shift step size
and the number of shifts in X and Y directions are
denoted as N, gf X Ngf and N g(s x N ?;/S respectively.
The winner pattern used to update the weights of the
winner neuron and its neighbors. The input field for
the next HSOM is overlapped with the input field of
the neighbor HSOMs, and the size of overlapping in
both X and Y directions are decided by the param-
eters N3p x NYp . These parameters are decided
experimentally to tolerate shift, scale and distortion



variations for the HCM network. The feature map for
each HSOM cell is constructed by learning all patterns
from the region covered by the shifted input field, how-
ever, due to expression and rotation variations these
features may be repeated in the nearest feature maps.
To solve this problem, the feature map for all neigh-
bors HSOM should share one large feature map.

3 Feature map sharing implementation

In order to deal with wide shift and distortion varia-
tions in the local features, a shared feature map among
a set of neighbor maps is constructed. There are two
proposed methods for implementation, In the first one,
all training examples presented to the neighbor maps
are used to train one shared map with a sufficiently
large number of neurons. The second method, apply
the idea of neighborhood learning to train neighbor
maps.

3.1 Method 1: Training examples aggre-
gation

A shared map is constructed among set of neigh-
bor maps by learning from all examples presented to
the neighbor maps. Therefore the training algorithm
repeat the original SOM learning algorithm for each
input pattern in the region covered by all shared maps.

1. Find the best matching neuron c using a similar-
ity measure between the input and all the map’s
neurons, where c is the desired winner and should
satisfy:

lzi = well = arg min(lz; — wyl]) (1)
2. Update the weight vector of the winner ¢ and also
all its topological neighborhood in the map to-
wards the prevailing input according to the rule:

wi(t+1) = w;(t) + he; ()2 (t) —w; ()] (2)

Te — T
hi( =a.en -1zt @)
where h;(t) is the neighborhood kernel function
around the winner ¢ at time ¢, «(t) is the learning
rate and is decreased gradually toward zero and
02(t) is a factor used to control the width of the
neighborhood kernel.

As the learning process finished the constructed fea-
ture map is copied to all neighbor maps. We have to
mention that each map has its different input field al-
though they shared the same map.
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3.2 Method 2: Neighborhood map learn-
ing

The main idea for the second method, is to con-
struct the shared feature map by applying the neigh-
borhood learning trick in the feature map level. Which
implies that there are two neighborhood learning, the
original neighborhood learning in the Kohonen algo-
rithm among neurons in the map and the proposed one
between neighbor maps. Therefore the second train-
ing algorithm differ than the first method, and can be
summarized as follows.

e Find the best matching unit as stated in equation
(1). Moreover, the shift mechanism in the HCM
is applied to find the winner pattern and the win-
ner neuron by including all shifted patterns in the
competition step.

e Update the winner neuron using the winner pat-
tern by applying equation (2).

e Update the neuron at the same position in all
neighbor maps by the winner pattern using small
learning rate.

The above steps are repeated for each HSOM cell
in the HCM network and for every map in the HSOM
cells, (i.e. feature extraction map and feature integra-
tion map).

4 EXPERIMENTAL RESULTS
4.1 ORL Face Database

The ORL database was collected between 1992 and
1994 [8]. Tt contains ten different images of each of 40
distinct subjects. For some subjects, the images were
taken at different times, varying the lighting, facial
expressions (open / closed eyes, smiling / not smiling)
and facial details (glasses / no glasses). All the images
were taken against a dark homogeneous background
with the subjects in an upright, frontal position (with
tolerance for some side movement).

4.2 Face recognition using misaligned face
database

The aim of this experiment is to determine the per-
formance of FSHCM algorithm to solve misaligned
face recognition problem. In this experiment, ORL
face database is divided into two halves; one-half used
as a training data and the other part for blind test.



The training data for HCM consists of 200 images,
the first five images for each person. All images in the
database are scaled to the size 48 x 48 pixels and pho-
tometrically normalized with histogram equalization
method without any geometric normalization.

The proposed face recognition system consists of
2—layers HCM neural network for feature extraction
stage and linear SVM classifier at the top of the net-
work for recognition stage. Table (1) summarizes the
parameters used in the training of HCM. In our ex-
periment, the first method is used to construct all
shared maps in the first layer of HCM neural network.
This system give 89% recognition accuracy using fea-
tures extracted from the first layer of HCM network.
However, the second layer features give slightly lower
accuracy rate (88.5%) than the first layer features.
The decrease in the accuracy due to the utilization
of cropped input image in the test phase, however, for
coarse cropped faces the features from second layer ex-
pected to give better performance than features from
first layer.

4.3 Shift invariant feature extraction

In this experiment, the capability of FSHCM neural
network to deal with affine transformed input images
is examined. A set of artificial face images is generated
using affine transformed training data. The scaling pa-
rameter for the transformed test data has the following
values {0.95,0.97,1.05,1.07}, rotation parameter has
values of {2°,4° —2° —4°}, and the translation pa-
rameter take the values {1,2,—1,—2} pixels in both
X and Y directions. The recognition accuracy for all
affine transformed face images using the same network
structure in the previous experiment is 98%. This
higher rate of accuracy indicate that FSHCM features
exhibit large tolerance to affine transformed input im-
ages. As the number of shifted pixels due to scale, ro-
tation, and translation variations are more than 10%
of the image size.

5 CONCLUSION

A modified version of Hypercolumn model has been
proposed. Shared feature maps are proposed to re-
cover wide variation in shift and distortion. In order
to perform the classification step in the final stage of
our pattern recognition system, a simple linear classi-
fier such as linear SVM algorithm is used to classify
the extracted features. The performance of the mod-
ified network shows a reasonable results to deal with
affine transformed images from ORL face database.
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Table 1: HCM Training Parameters

Parameter Layer 1 Layer 2
Ix x Iy 3x3 2x 2
N¥oom X Nson 23x23 11x11
NE x NY 2 %2 0x0
N x N¥g 1x1 0x0
N3p x NSp 2 %2 2 %2
NFEL 30 x 16 40 x 28
NFIL 8x6 12x10
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Abstract: In this paper, we present a new algorithm to traekoving object based on color information emplgyan

particle filter algorithm. Recently, particle fitthas been proven very successful for non-linear mon-Gaussian
estimation problems. It approximates a posteriabpbility density of the state such as the objeditipn by using

samples which are called particles. The probabiliggribution of the state of the tracked objecapproximated by a
set of particles, where each state is denotedeabythothetical state of the tracked object anavégght. The particles
are propagated according to a state space mod#tismpaper, the state is treated as the positicheo object. The

weight is considered as the likelihood of eachiglartFor this likelihood, we consider the simitgrbetween the color
histogram of the tracked object and the region mdabe position of each particle. The Bhattachaiigtance is used to
measure this similarity. And finally, the mean staf the particles is treated as the estimatediponsf the object. The
experiments are performed to confirm the effectdgnof this method to track the moving object.

Keywords: object tracking, color information, particle élt

[.INTRODUCTION

Tracking objects through the frames of an image
sequence is an elementary task in online and efflin
image-based applications including surveillance,
human-machine interface, motion capture, and médica
imaging, etc. Many researches of tracking objediogno

been typically used for tracking problems of moving
object contours. For another particle filter, Moftarlo
filter was introduced byKitagawa [2] and Bayesian
bootstrap filter was introduced by Gordon et a). [3

The most important step in tracking based on color
information is to establish color distribution made
which provides a basis for weight updating and dtairg

in image sequences have been proposed based o@ imag state estimation. There are different approachdsiiid

subtraction such as background subtraction and-inte
frame difference, optical flow, skin color extractiand
probabilistic methods such as Kalman filter andiplar
filter. Recently, probabilistic methods become gdapu
method among many researches. Kalman filter is a
common approach for dealing with target trackinghie
probabilistic framework. But it cannot resolve the
tracking problem when the model is nonlinear and-no
Gaussian. The extended Kalman filter can deal i® th
problem, but still has a problem when the nonlifigar
and non-Gaussian cannot be approximated accurately.
Recently, particle filter has been proven very
successful for non-linear and non-Gaussian estimati
problems [1-4]. It approximates a posterior probigbi
density of the state such as the object positionsigg
samples which are called particles. As for onehef t
particle filters, the Condensation algorithm was
introduced by M. Isard et a[l]. This algorithm has
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