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H. Yanagimoto (Osaka Prefecture University, Japan) 
M. Yano (Tohoku University, Japan) 
Y. Yin (The Beijing University of Science and Technology, P. R. China) 
M. Yokota (Fukuoka Institute of Technology, Japan) 
 
LOCAL ARRANGEMENT COMMITTEE 
 
S. Sagara (Kyushu Institute of Technology, Japan) 
M. Rizon (Northern Malaysia University College of Engineering, Malaysia) 
M. Sugisaka (Oita University, Japan) (Chairman) 
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M. Ito (Konan University, Japan) 
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HISTORY 
 
This symposium was founded in 1996 by the support of Science and International Affairs 
Bureau, Ministry of Education, Culture, Sports, Science and Technology, Japanese 
Government. Since then, this symposium has been held every year at B-Con Plaza, Beppu, 
Oita, Japan except in Oita, Japan (AROB 5th ’00) and in Tokyo, Japan (AROB 6th ’01). The 
twelfths symposium will be held on 25-27 January, 2007, at B-Con Plaza, Beppu, Oita, Japan. 
This symposium invites you all to discuss development of new technologies concerning 
Artificial Life and Robotics based on simulation and hardware in the twenty first century. 
 
OBJECTIVE 
 
The objective of this symposium is the development of new technologies for artificial life and 
robotics which have been recently born in Japan and are expected to be applied in various 
fields. This symposium will discuss new results in the field of artificial life and robotics. 
 
TOPICS 
 
Artificial brain research  
Artificial intelligence 
Artificial life  
Artificial living  
Artificial mind research  
Bioinformatics  
Brain science  
Chaos 
Cognitive science  
Complexity  
Computer graphics  
Evolutionary computations 
DNA computing 
Fuzzy control  
Genetic algorithms  
Human-machine cooperative systems 
Human-welfare robotics  
Innovative computations  
Intelligent control and modeling  

 
 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 P-4



 

Micromachines  
Micro-robot world cup soccer tournament 
Mobile vehicles  
Molecular biology 
Multi-agent systems  
Nano-biology 
Nano-robotics  
Neural networks  
Neurocomputers  
Neurocomputing technologies and its application for hardware 
Pattern recognition 
Robotics  
Robust virtual engineering  
Virtual reality  
Others 
 
COPYRIGHTS 
 
Accepted papers will be published in the proceeding of AROB and some of high quality 
papers in the proceeding will be requested to re-submit their papers for the consideration of 
publication in an international journal ARTIFICIAL LIFE AND ROBOTICS and APPLIED 
MATHEMATICS AND COMPUTATION. All correspondence related to the symposium 
should be addressed to AROB Secretariat. 
 
 
Dept. of Electrical and Electronic Engineering, 
Oita University 
700 Dannoharu, Oita 870-1192, JAPAN 
TEL：+81-97-554-7841, FAX：+81-97-554-7818 
E-MAIL arobsecr@cc.oita-u.ac.jp   
Home Page http://arob.cc.oita-u.ac.jp 
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MESSAGES 
 
 

 
 
 
 
 
 
 

 

Advis  
 (P

Fumio Harashima 
Advisory Committee Chairman of AROB 

 
 The science and technology (S&T) on Artificial Life and Robotics is newly
born recently. This new S&T provides human being with happiness. Research
is heart and desire of human being and the S&T is going toward clarifying
human mind and heart. Artificial Life and Robotics provides us with a strong
tool to achieve our objective. 
 I would like to congratulate researchers who work in the fields on Artificial
Life and Robotics. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 

(Pr
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Masanori Sugisaka 
General Chairman of AROB 

 
It is my great honor to invite you all to the Twelfth International

Symposium on Artificial Life and Robotics (AROB 12th ’07). 
  The symposiums from the first (1996) to the Eleventh (2006) were
organized by Oita University under the sponsorship of the Science and
Technology Policy Bureau, the Ministry of Education, Science, Sports, and
Culture (Monbusho), presently, the Ministry of Education, Culture, Sports,
Science, and Technology (Monkasho), Japanese Government, The
Commemorative Organization for the Japan World Exposition (’70), Air
Force Office of Scientific Research, Asian Office of Aerospace Research and
Development (AFOSR/AOARD), USA and co-operated by Santa Fe
Institute (USA), RSJ, IEEJ, ICASE (Korea), CAAI (P. R. China), ISCIE,
IEICE, IEEE (Japan Council), JARA , and SICE. 
  I would like to express my sincere thanks to Monkasho, The
Commemorative Organization for the Japan World Exposition (’70) and
scientific societies for their repeated support. 
  This Twelfth symposium is sponsored by Japan Society for the Promotion
of Science (JSPS) and Japanese companies (Mitsubishi Electric Corporation
Advanced Technology R&D Center, Oita Gas Co., Ltd., ME System
Co.,Ltd., Sanwa Shurui Co., Ltd.). I would like to express special thanks for
JSPS and the companies stated above. 
  The symposium invites you to discuss the development of new
technologies in the 21st century concerning Artificial Life and Robotics,
based on simulation and hardware. 
  We hope that AROB 12th ’07 will facilitate the establishment of an
international joint research institute on Artificial Life and Robotics in future.
I hope that you will obtain fruitful results from exchange of ideas between
researchers during the symposium. 

Masanori Sugisaka 
General Chairman 

ofessor, Oita University) 
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Hiroshi Tanaka 
Program Chairman of AROB 

 
On behalf of the program committee, it is my great pleasure and honor to

invite you all to the Twelfth International Symposium on Artificial Life and
Robotics (AROB 12th ’07). This symposium is made possible owing to the
cooperation of Oita University and Santa Fe Institute. We are also debt to
Japanese academic associations such as SICE, RSJ, and several private
companies. I would like to express my sincere thanks to all of those who
make this symposium possible. 

As is needless to say, the Alife and biologically-inspired Robotics
approach now attracts wide interests as a new paradigm of science and
engineering. Take an example in the field of bioscience, the accomplishment
of HGP (Human Genome Project) and subsequent post-genomic
comprehensive “Omics data” such as transcriptome, proteome and
metabolome, bring about vast amount of bio-information. However, as a
plenty of omics data becomes available, it becomes sincerely recognized that
the framework by which these omics data can be understood to make a
whole picture of life is critically necessary. Thus, in the post-genomic era,
Alife approach is expected to give one of new alternative ideas to integrate
this vast amount of bio-data. 

This example shows the Alife approach is very promising and becomes
widely accepted as a paradigm of next generation of life science. We hope
this symposium becomes a forum for exchange of the ideas of the attendants
from various fields who are interested in the future possibility of complex
systems approach. 
  I am looking forward to meeting you in Beppu, Oita. 
 

Hiroshi Tanaka 
Program Chairman 

 (Professor, Tokyo Medical 
 and Dental University) 
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Y. G. Zhang 
Vice Chairman of AROB 

 
Dear all friends and all participants,  
Here I would like to show my warm welcome to you all attending the

Twelfth International Symposium on Artificial Life and Robotics
(AROB ’07). As you know, this annual symposium was founded in 1996 by
the support of Science and International Affairs Bureau, Ministry of
Education, Science, Sports, and Culture (presently, Ministry of Education,
Culture, Sports, Science and Technology) of Japan. Since then AROB is
gradually become worldwide famous international symposium. Now
AROB is already not an “academic baby”, but “academic teenage”, and
AROB also owns an international journal, named the “Journal of Artificial
Life and Robotics” published by Springer in last nine years.  

The objective of AROB is aimed to develop new technologies for
Artificial Life and Robotics which have been born recently. The important
devotion of AROB is not only to pay attention to the development of theory
on Artificial Life, but also expected to apply the principle to various fields,
especially, the combination of both the Artificial Life and Robotics
together. So far there are only few international symposiums or conference
on artificial life, however, AROB is the only one that to explore the new
generation of Robotics in far-sight with artificial life principle. This is a
very great and difficult career, and need continuous and consistent efforts
of more and more scientists and engineers. All participants to AROB are
the part of team and we are devoting to the same target. 

Beppu, the place of held most AROB symposium, is very charming city
in Japan, she has variety of hot spring (jigoku), beautiful bay and colorful
mountains. Her phantasmagoric visual change in various season attract
many tourists. I hope all of you enjoy and appreciate her. 

Finally, I would like to show my great thanks to all people who are
working for this AROB’07, including all staffs of AROB Lab, secretariat,
and students, the successful holding of AROB symposium is dependent on
the contributions of you all.  
 

        
 
 
 
 

 

Y. G. Zhang 
Vice Chairman 

(Professor, Academia Sinica)
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 Ju-Jang Lee 

Vice Chairman of AROB 
 

The Twelfth International Symposium on Artificial Life and Robotics
(AROB) will be held in Beppu, Oita, JAPAN from Jan. 25th to 27th, 2007.
This year's Symposium will be held amidst the high expectations of the
increasingly important role of the new interdisciplinary paradigm of science
and engineering represented by the field of artificial life and robotics that
continuously attracts wide interests among scientist, researchers, and
engineers around the globe. 

Since the time of the very first AROB meeting in 1996, each year,
distinguished researchers and technologists from around the world are
looking forward to attending and to meeting at AROB. AROB is becoming
the annual excellent forum that represents a unique opportunity for the
academic and industrial communities to meet and assess the latest
developments in this fast growing artificial life and robotics field. AROB
enables them to address new challenges and share solutions, discuss research
directions for the future, exchange views and ideas, view the results of
applied research, present and discuss the latest development of new
technologies and relevant applications.  

In addition, AROB offers the opportunity of hearing the opinions of well
known leading experts in the field through the keynote sessions, provides the
bases for regional and international collaborative research, and enables to
foresee the future evolution of new scientific paradigms and theories
contributed by the field of artificial life and robotics and associated research
area. The twenty-first century will become the century of artificial life and
intelligent machines in support of humankind and AROB is contributing
through wide technical topics of interest that support this direction. 

It is a great for me as the Vice Chairman of the 12th AROB 2007 to
welcome everyone to this important event. Also, I would like to extend my
special thanks to all the authors and speakers for contributing their research
works, the participants, and the organizing team of the 12th AROB. 
Looking forward to meeting you at the 12th AROB in Beppu-Oita and
wishing you all the best. 

        
 

Ju-Jang Lee 
Vice Chairman 

(Professor, KAIST) 
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TIME TABLE  
 RoomA RoomB RoomC RoomD 

 

Registration (Registration Desk) 
1/24    13:00  

(Wed)   17:00  
Welcome Party (at Hanabishi Hotel) 

Registration (Registration Desk) 

GS 22  ( 6 ) 

Chair  M. Zhao 

OS 2  ( 6 ) 

Chair  M. Kono  

OS 14  ( 6 ) 

Chair  S-H. Han 

 

Coffee Break 
Ceremony  

Plenary Talk 
PT1  Y. G. Zhang 

Chair  M. Nakamura 
Lunch 

GS 23  ( 5 ) 

Chair  M. Eaton 

OS 6  ( 4 ) 

Chair  S. Omatu  

will end at 13:40 

GS4  ( 3 ) 

Chair  G. Cui  

will end at 13:25 

 

Coffee Break 
GS 24  ( 4 )   

Chair  I. H. Suh 

 

GS 2  ( 4 ) 

Chair  M. Nakamura 

 

GS5  ( 5) 

Chair  V. Trifa 

 

will end at 15:20 

GS 20  ( 4 ) 

Chair  D. Ai   

 

GS 3  ( 4 ) 

Chair  P. Sapaty  

 

GS 15  ( 4 ) 

Chair  S. Yaacob  

will end at 16:20 

 1/25    8:00 

(Thur)   8:40 
 
  

10:10 
10:30 

 
 
 
 
 

11:40 
 

12:40 
 
 
 
 

13:55  
14:05 

  
 
 
 
 

     
15:05 

 
 
 
 

16:05 
 
 
 
 

17:20 

GS 21  ( 5 ) 

Chair  K. Ikeda    

 

OS 1  ( 5 ) 

Chair  O. Sato 

 

GS 16  ( 4 ) 

Chair  D. H. Kim 

 

 

GS: General Session         OS: Organized Session 
 
GS1 Artificial Brain Research & Brain Science 
GS2 Artificial Intelligence-Ⅰ 
GS3 Artificial Intelligence-Ⅱ 
GS4 Artificial Life-Ⅰ 
GS5 Artificial Life-Ⅱ& Artificial Living 
GS6 Bioinformatics & Chaos 
GS7 Cognitive Science & Evolutionary Computations 
GS8 Complexity 
GS9 Computer Graphics-Ⅰ 
GS10 Computer Graphics-Ⅱ 
GS11 Fuzzy Control 
GS12 Genetic Algorithms 
GS13 Innovative Computations-Ⅰ 
GS14 Innovative Computations-Ⅱ& Human- Machine Cooperative Systems 
GS15 Intelligent Control and Modeling-I 
GS16 Intelligent Control and Modeling-Ⅱ 
GS17 Intelligent Control and Modeling-Ⅲ 
GS18 Mobile Vehicles-Ⅰ 
GS19 Mobile Vehicles-Ⅱ 
GS20 Neural Networks-Ⅰ 

GS21 Neural Networks-Ⅱ& Neurocomputers 
GS22 Robotics-I 
GS23 Robotics-Ⅱ 
GS24 Robotics-Ⅲ 
GS25 Robotics-Ⅳ 
GS26 Robotics-Ⅴ& Micro-Robot World Cup Soccer Tournament 
GS27 Robust Virtual Engineering & Virtual Reality 
OS1 Intelligent Systems and Robotics 
OS2 Automata and Control 
OS3 Models for Neural Networks and Brains 
OS4 Methods for Complex Systems: Feature Identification and Control 
OS5 Fundamental Research on Recognition and Control 
OS6 Intelligent Networks 
OS7 Financial Market and Related Topics 
OS8 Intuitive Human-System Interaction 
OS9 Biomimetic Machines and Robots 
OS10 Soft Robotics 
OS11 Intelligent Robot Control and Sensors 
OS12 Bio-inspired Approach and Application 
OS13 embrane Computing. From Calls to Computers and Back M
OS14 Robot Control and Application 
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GS: General Session    OS: Organized Session 

 

 
 

 RoomA RoomB RoomC RoomD 

Registration (Registration Desk)  

OS 10   ( 4 ) 

Chair  H. Kinjo 

GS 11    ( 4 )  

Chair  S. Sagara  

 Poster Session 

PS1, PS2, PS3, PS4 

 
GS 12  ( 7 ) 
Chair  K. B. Sim   

  

 

Coffee Break 
 Plenary Talk 

PT2  H. Tsumura 
Chair  M. Sugisaka 

Lunch 

GS 25  ( 5 ) 

Chair  Y. Wang  

will end at 13:45 

GS 18   ( 6 ) 

Chair  H. Hashimoto 

OS 3   ( 6 )    

Chair  H. Suzuki 

GS 26  (6 ) 

Chair  K. Uosaki  

will end at 15:15 

GS 19   ( 6 ) 

Chair  J. Wang  

 

GS 17  ( 6 ) 

Chair  A. Kanasugi  

 

 

Coffee Break 
GS 9  ( 3 ) 

Chair  S. Ishikawa  

will end at 16:25 

OS13  ( 4 )  

Chair  M. Oswald   

 

OS 4  ( 6 )   

Chair  T. Kohno 

 

 

will end at 17:10 
GS 10  ( 4 ) 

Chair  H. Furutani 

 

will end at 17:25 

Invited Talks session 
 IT1   H. H. Lund 

 IT2   L. Pagliarini 

 Chair  M. Rizon 

 will end at 17:30 

GS 6  ( 3 ) 

Chair  K. Naitoh 

will end at 17:55 

 

  1/26     8:00 

   (Fri)     8:40 
 
 
 

9:40 
 
 

10:25 

10:40 

 

 
11:30 

  
12:30  

 
 
 
 
 

14:00 
 
 
  

  
15:30 
15:40 

 
 
 
 

16:40 
 

18:10

20:10
AROB Award Ceremony (Chair K. Watanabe ) 

Banquet – Hotel Shiragiku (Chair S. Sagara)...... Welcome Address T. Fukuda / J. J. Lee  

GS1 Artificial Brain Research & Brain Science 
GS2 Artificial Intelligence-Ⅰ 
GS3 Artificial Intelligence-Ⅱ 
GS4 Artificial Life-Ⅰ 
GS5 Artificial Life-Ⅱ& Artificial Living 
GS6 Bioinformatics & Chaos 
GS7 Cognitive Science & Evolutionary Computations 
GS8 Complexity 
GS9 Computer Graphics-Ⅰ 
GS10 Computer Graphics-Ⅱ 
GS11 Fuzzy Control 
GS12 Genetic Algorithms 
GS13 Innovative Computations-Ⅰ 
GS14 Innovative Computations-Ⅱ& Human- Machine Cooperative Systems 
GS15 Intelligent Control and Modeling-I 
GS16 Intelligent Control and Modeling-Ⅱ 
GS17 Intelligent Control and Modeling-Ⅲ 
GS18 Mobile Vehicles-Ⅰ 
GS19 Mobile Vehicles-Ⅱ 
GS20 Neural Networks-Ⅰ 

GS21 Neural Networks-Ⅱ& Neurocomputers 
GS22 Robotics-I 
GS23 Robotics-Ⅱ 
GS24 Robotics-Ⅲ 
GS25 Robotics-Ⅳ 
GS26 Robotics-Ⅴ& Micro-Robot World Cup Soccer Tournament 
GS27 Robust Virtual Engineering & Virtual Reality 
OS1 Intelligent Systems and Robotics 
OS2 Automata and Control 
OS3 Models for Neural Networks and Brains 
OS4 Methods for Complex Systems: Feature Identification and Control 
OS5 Fundamental Research on Recognition and Control 
OS6 Intelligent Networks 
OS7 Financial Market and Related Topics 
OS8 Intuitive Human-System Interaction 
OS9 Biomimetic Machines and Robots 
OS10 Soft Robotics 
OS11 Intelligent Robot Control and Sensors 
OS12 Bio-inspired Approach and Application 
OS13 embrane Computing. From Calls to Computers and Back M
OS14 Robot Control and Application 
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GS: General Session         OS: Organized Session 

 RoomA RoomB RoomC RoomD 

Registration (Registration Desk) 

OS 5   ( 3 ) 

Chair  F. Dai 

Invited Talks session 
 

IT3  B. Pillai   

Chair  J. J. Lee 

GS 8  ( 3 ) 

Chair  Y. Ishida   

OS 12  ( 5 ) 

Chair  I. Yoshihara 

GS 1  ( 5 ) 

Chair  X. Wang 

OS 8  ( 5 ) 

Chair  M. Yokota 

 

Coffee Break 

 Plenary Talk 

PT3  Y. I. Cho 

Chair  Y. G. Zhang    

Lunch 

GS 13   ( 4 ) 

Chair  T. Arita  

 

GS 7   ( 4 ) 

Chair  T. Kondo  

 

GS 27  ( 3 ) 

Chair  J. Du  

will end at 13:25 

GS 14   ( 3 ) 

Chair  K. Yamasaki  

will end at 14:25 

OS 7   ( 3 ) 

Chair  M. Tanaka- Y 

OS 9   ( 6 )  

Chair  K. Watanabe  

 

 

OS 11  ( 6 ) 

Chair  Y. I. Cho   

 

will end at 14:55 

 

Farewell Party (Room B) 

1/27     8:00 

(Sat) 8:40 

 

9:25 

 
 

10:40 
 

10:50 
 
 
 
 

11:40 
              
 

12:40 
 
 
 

  
 

13:40 
 
  

 
 
 
 
 

 
 
 

15:10 
 
 

16:10 
 

 
GS1 Artificial Brain Research & Brain Science GS21 Neural Networks-Ⅱ& Neurocomputers 
GS2 Artificial Intelligence-Ⅰ GS22 Robotics-I 
GS3 Artificial Intelligence-Ⅱ GS23 Robotics-Ⅱ 
GS4 Artificial Life-Ⅰ GS24 Robotics-Ⅲ 
GS5 Artificial Life-Ⅱ& Artificial Living GS25 Robotics-Ⅳ 
GS6 Bioinformatics & Chaos GS26 Robotics-Ⅴ& Micro-Robot World Cup Soccer Tournament 
GS7 Cognitive Science & Evolutionary Computations GS27 Robust Virtual Engineering & Virtual Reality 
GS8 Complexity OS1 Intelligent Systems and Robotics 
GS9 Computer Graphics-Ⅰ OS2 Automata and Control 

OS3 Models for Neural Networks and Brains GS10 Computer Graphics-Ⅱ 
OS4 Methods for Complex Systems: Feature Identification and Control GS11 Fuzzy Control 
OS5 Fundamental Research on Recognition and Control GS12 Genetic Algorithms 
OS6 Intelligent Networks GS13 Innovative Computations-Ⅰ 
OS7 Financial Market and Related Topics GS14 Innovative Computations-Ⅱ& Human -Machine Cooperative Systems 
OS8 Intuitive Human-System Interaction GS15 Intelligent Control and Modeling-I 
OS9 Biomimetic Machines and Robots GS16 Intelligent Control and Modeling-Ⅱ OS10 Soft Robotics 

GS17 Intelligent Control and Modeling-Ⅲ OS11 Intelligent Robot Control and Sensors 
GS18 Mobile Vehicles-Ⅰ OS12 Bio-inspired Approach and Application 
GS19 Mobile Vehicles-Ⅱ OS13 embrane Computing. From Calls to Computers and Back M

OS14 Robot Control and Application GS20 Neural Networks-Ⅰ 
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TECHNICAL PAPER INDEX 
 
January 25 (Thursday) 
 
Room D 
10:50~11:40 Plenary Talk  
Chair M. Nakamura (Saga University, Japan) 
 PT1  K(Knowledge)-Net: Building up and its dynamics 

  Y. G. Zhang (Academia Sinica, P. R. China) 
 
January 26 (Friday) 
 
Room B 
16:40~17:30 Invited Talks Session 
Chair  M. Rizon (Northern Malaysia University College of Engineering 

(KUKUM), Malaysia)  
 IT1  Robomusic 

 H. H. Lund (University of Southern Denmark, Denmark) 
 

 IT2  Polymorphic intelligence 
 L. Pagliarini (University of Southern Denmark, Denmark) 
 

Room D 
10:40~11:30 Plenary Talk 
Chair M. Sugisaka （Oita University, Japan） 
 PT2  A computer simulation in surgery for human hip joint 
       H. Tsumura (Oita University, Japan) 
 
January 27 (Saturday) 
 
Room B 
8:40~9:25 Invited Talks Session 
Chair J. J. Lee （Korea Advanced Institute of Science and the Technology, Korea） 
 IT3  Artificial intelligent inserts in healthcare systems  
     B. Pillai（Helsinki University of Technology, Finland） 
 
Room D 
10:50~11:40 Plenary Talk  
Chair Y. G. Zhang (Academic Sinica, P. R. China)  
 PT3  Intelligent multi agent application system in AI system 
       Y. I. Cho (The University of Suwon, Korea) 
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January 25 (Thursday) 
 
8:00~Registration 
 
Room A 
 
8:40~10:10 GS22 Robotics-Ⅰ 
Chair: M. Zhao (Tsinghua University, P. R. China) 
 
GS22-１ Hybrid tracking control of eye-in-hand robotic manipulators 

W- C. Chang, C- W. Cho (National Taipei University of Technology, Taiwan) 
 
GS22-2 Robust adaptive sliding-mode fuzzy-neural-network model-following position control 

of PMSM servo drives for robotic applications 
F. F. M. El-Sousy (Electronics Research Institute, Egypt) 

 
GS22-3 Multi-agent robotics: towards energy autonomy 

T. D. Ngo, H. Raposo, H. Schioler (Aalborg University, Denmark) 
 
GS22-4 Realization of a visuo-motor system based on multiple self-organizing maps in a 3D space 

R. Uehara, N. Okada, E. Kondo (Kyushu University, Japan) 
M. Han (TOYOTA AUTO BODY Co., LTD., Japan) 

 
GS22-5 Development of an autonomous mobile system for an autonomous robot in an indoor 

environment 
T. Uewaki, E. Hayashi (Kyushu Institute of technology, Japan) 
 

GS22-6 A study on improvement of the surveillance system of an indoor robot 
T. Takaya (Richo Software Inc., Japan) 
H. Kawamura, Y. Minagawa M. Yamamoto, A. Ohuchi (Hokkaido University, Japan) 
 

12:40~13:55 GS23 Robotics-Ⅱ 
Chair: M. Eaton (University of Limerich, Ireland)  
 
GS23-1 Human face detection with neural networks and the direct algorithm 

Y. Z. Chang, G. T. Hung (Chang Gung University, Taiwan) 
S. T. Lee (Chang Gung Memorial Hospital, Taiwan) 

 
GS23-2 High shock disturbance rejection of single-link robot arm with a disturbance observer 

S. H. Kang, C. S. Kim, M. H. Lee (Pusan National University, Korea) 
 
GS23-3 Learning landing control of indoor blimp robot for autonomous energy recharging 

Y. Minagawa, H. Kawamura, M. Yamamoto (Hokkaido University, Japan) 
T. Takaya (Richo Software Inc., Japan) 
A. Ohuchi (Hokkaido University, Japan) 
 

GS23-4 User-recognition system for an autonomous robot in human living environments 
Y. Hane, E. Hayashi (Kyushu Institute of technology, Japan) 
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GS23-5 Development of a robot following human using color information 
K. Tsugimura, J. K. Tan, S. Ishikawa (Kyushu Institute of Technology, Japan) 

 
14:05~15:05 GS24 Robotics-Ⅲ  
Chair: I. H. Suh (Hanyang University, Korea) 
 
GS24-1 Development of a self-care robot 

H. Henta, E. Hayashi (Kyushu Institute of Technology, Japan) 
 
GS24-2 Adaptive control of a looper-like robot based on the CPG-Actor-Critic method 

K. Makino (Nara Institute of Science and Technology, Japan) 
Y. Nakamura (Osaka university, Japan) 
T. Shibata, S. Ishii (Nara Institute of Science and Technology, Japan) 

 
GS24-3 Explorations in evolutionary humanoid robotics 

M. Eaton (University of Limerick, Ireland) 
 
GS24-4 Vision based control for line following blimp robot 

R. Nishioka, H. Kawamura, M. Yamamoto (Hokkaido University, Japan) 
T. Takaya (Richo Software Inc., Japan) 
A. Ohuchi (Hokkaido University, Japan) 

 
15:05~16:05 GS20 Neural Networks-Ⅰ  
Chair: D. Ai (University of Science and Technology Beijing, P. R. China)  
 
GS20-1 Learning properties of recurrent neural network with parametric biases 

K. Ikeda, K. Narita (Kyoto University, Japan) 
 
GS20-2 Three dimensional medical image recognition of the brain by the feedback  

GMDH-type neural network self-selecting optimum neural network architecture 
T. Kondo, J. Ueno (The University of Tokushima, Japan) 

 
GS20-3 Applying neural networks for diagnosis of cancer relapse 

K. J. Mackin (Tokyo University of Information Sciences, Japan) 
 
GS20-4 Learning how, what, and whether to communicate: emergence of protocommunication 

in reinforcement learning agents 
T. Sato, E. Uchida, K. Doya (IRP OIST, Japan) 

 
16:05~17:20 GS21 Neural Networks-Ⅱ & Neurocomputers 
Chair: K. Ikeda (Kyoto University, Japan)  
 
GS21-1 A neural network model of the olfactory system of mice: computer simulation of an 

attention behavior of mice for some components in an odor 
Z. Soh, T. Tsuji, N. Takiguchi (Hiroshima University, Japan) 
H. Ohtake (Osaka University, Japan) 

 
GS21-2 Graphical analysis of time-series data from waste incinerator using self-organizing 

map 
T. Yamaguchi, K. J. Mackin (Tokyo University of information Sciences, Japan) 
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GS21-3 Design of a real time evaluation system for multiple neuro-biological signals 
T. Zhang (Tsinghua University, P. R. China) 
M. Nakamura, T. Sugi (Saga University, Japan) 
H. Shibasaki (National Institutes of Health, USA) 

 
GS21-4 Feedback GMDH-type neural network algorithm self-selecting optimum neural 

network architecture 
T. Kondo, J. Ueno (The University of Tokushima, Japan) 
 

GS21-5 Remarks on adaptive type neural network direct controller with separate learning rule 
of each layer 
T. Yamada (Ibaraki University, Japan) 

 
Room B 
 
8:40~10:10 OS2 Automata and Control 
Chair: M. Kono (University of Miyazaki, Japan) 
Co-Chair: M. Yokomichi (University of Miyazaki, Japan) 
 
OS2-1 Three-dimensional parallel turing machines 

T. Ito, M. Sakamoto, Y. Nagamizu, K. Iihoshi, N. Tomozoe,  
H. Furutani, M. Kono, S. Ikeda (University of Miyazaki, Japan) 
T. Tamaki (Ube National College of Technology, Japan） 
K. Inoue (Yamaguchi University, Japan)  

 
OS2-2 Remarks on recognizability of topological components by three-dimensional automata 

Y. Nagamizu, M. Sakamoto, T. Ito, K. Iihoshi, N. Tomozoe, H. Furutani,  
M. Kono, S. Ikeda (University of Miyazaki, Japan) 
T. Tamaki (Ube National College of Technology, Japan) 
K. Inoue (Yamaguchi University, Japan) 

  
OS2-3 Leaf-size hierarchy of four-dimensional alternating turing machines 

K. Iihoshi, M. Sakamoto, T. Ito, N. Tomozoe, Y. Nagamizu, H. Furutani,  
M. Kono, S. Ikeda (University of Miyazaki, Japan) 
T. Tamaki (Ube National College of Technology, Japan) 
K. Inoue (Yamaguchi University, Japan) 
 

OS2-4 A relationship between the accepting powers of alternating finite automata and 
nondeterministic on-line tessellation acceptors on four-dimensional input tapes 
N. Tomozoe, M. Sakamoto, K. Iihoshi, Y. Nagamizu, T. Ito, H. Furutani,  
M. Kono, S. Ikeda (University of Miyazaki, Japan)  
T. Tamaki (Ube National College of Technology, Japan) 
K. Inoue (Yamaguchi University, Japan) 

 
OS2-5 Guaranteed cost control of discrete time system with performance index including 

cross term 
N. Takahashi, M. Kono, O. Sato (University of Miyazaki, Japan) 
K. Hiranuma (Tokyo University of Mercantile Marine, Japan) 
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OS2-6 An LMI approach to observer-based guaranteed cost control 
M. Miyachi, M. Ishitobi (Kumamoto University, Japan) 
N. Takahashi, M. Kono (University of Miyazaki, Japan)  

 
12:40~13:40 OS6 Intelligent Networks 
Chair: S. Omatu (Osaka Prefecture University, Japan) 
Co-Chair: H. Ido (Niihama National College of Technology, Japan)  
 
OS6-1 Isomorphic structure of graphs with the maximum number of trees 

H. Ido, Y. Ohama (Niihama National College of Technology, Japan) 
S. Omatu (Osaka Prefecture University, Japan) 
 

OS6-2 Relations between network reliability and number of trees of graph 
H. Ido (Niihama National College of Technology, Japan)  
S. Omatu (Osaka Prefecture University, Japan) 

 
OS6-3 Acoustic signals separation of mechanical devices using the ICA with band-pass filters 

S. Omatu (Osaka Prefecture University, Japan) 
 
OS6-4 Reliability of bank note classifier by neural networks 

S. Omatu (Osaka Prefecture University, Japan) 
 
14:05~15:05 GS2 Artificial Intelligence-Ⅰ 
Chair: M. Nakamura (Saga University, Japan) 
 
GS2-1 A new concept of flexible organization for distributed robotized systems 

P. Sapaty, A. Morozov (National Academy of Sciences, Ukraine) 
M. Sugisaka (Oita University, Japan) 
R. Finkelstein (Robotic Technology Inc., USA) 
D. Lambert (Defence Science and Technology Organisation, Australia) 

 
GS2-2 Information display system using active projector in intelligent space 

-Integration of distributed devices based on RT-middleware 
Y. Toshima (The University of Tokyo, Japan) 
N. Ando (National Institute of Advanced Industrial Science and Technology (AIST), 
Japan) 
H. Hashimoto (The University of Tokyo, Japan) 

 
GS2-3 Elementary developmental process of intentional agency:  

Artificial construction of gaze alternation in communicative eye gaze by infants 
T. Konno, T. Hashimoto (Japan Advanced Institute of Science and Technology, Japan) 

 
GS2-4 The research of data mining for quantitative association rules and algorithm for 

numerical attribute 
J. Du (Beijing University of Posts and Telecommunications, P. R. China)  
W. R. Jie (University of Science and Technology, P. R. China) 

 
(Paper Only) 
GS2-5 Skill-based manipulation and error recovery in maintenance tasks 

A. Nakamura, K. Kitagaki (National Institute of Advanced Industrial Science and 
Technology (AIST), Japan)  
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15:20~16:20 GS3 Artificial Intelligence-Ⅱ 
Chair: P. Sapaty (National Academy of Science, Ukraine)  
 
GS3-1 TV program recommender using user’s preference 

J. Kim, S. Cheon, J. Kim, S. Kim (Pusan National University, Korea) 
 
GS3-2 A multi-labeled classification method based on error-correcting output coding 

T. Yamashita, T. Takenouchi, S. Ishii (Nara Institute of Science and Technology, Japan) 
 
GS3-3 A control method of an electric vehicle 

M. Sugisaka, H. Tanaka, M. Hara (Oita University, Japan) 
 

GS3-4 The influence for human boredom in interaction by mutual prediction 
M. Shimamoto, T. Shiose, H. Kawakami, O. Katai (Kyoto University, Japan) 

 
16:20~17:35 OS1 Intelligent Systems and Robotics 
Chair: O. Sato (University of Miyazaki, Japan)  
Co-Chair: A. Date (University of Miyazaki, Japan) 
 
OS１-1 A property of associative memory model with replacing units 

A. Date (University of Miyazaki, Japan)  
K. Kurata (University of the Ryukyus, Japan) 

 
OS１-2 Force control of 6-DOF pneumatic joystick 

T. Moriki (Kyushu Institute of Technology, Japan) 
Y. Tanaka (Kitakyushu National College of Technology, Japan)
Y. Tanaka (Hosei University, Japan)
I. Yokomichi, Y. Hitaka, J. Ishii, (Kitakyushu National College of Technology, Japan)
C. Wada (Kyushu Institute of Technology, Japan) 
 

OS１-3 Force analysis of the 6DOF parallel manipulators  
Y. Hitaka, Y. Tanaka, J. Ishii (Kitakyushu National College of Technology, Japan) 

 
OS１-4 Braille block recognition for an autonomous wheelchair  

M. Tabuse (Kyoto Prefectural University, Japan) 
Y. Takehara (NTT Date Sanyo System Corp., Japan) 

 
OS１-5 Throwing motion of manipulator with passive revolute joint 

A. Sato (Miyakonojo National College of Technology, Japan) 
O. Sato, N. Takahashi, M. Kono (University of Miyazaki, Japan) 

 
Room C 
 
8:40~10:10 OS14 Robot Control and Application 
Chair: S-H. Han (Kyungnam University, Korea)  
 
OS14-1 A study on real time intelligent control of a three fingers hand system 

X- T. Le, S- B. Oh, W- S. Lee, W- I. Kim, S- H. Han (Kyungnam University, Korea) 
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OS14-2 A Study on design of multifingered robot hand with 15 D.O.F and applications 
X- T. Le, S- B. Oh, H. B. Shin, Y. K. Kim, S- H. Han (Kyungnam University, Korea) 

 
OS14-3 Accuracy improvement of a 5-axis hybrid machine tool 

J- W. Kim, H- Y. Kim, H- S. Kim (Kyungnam University, Korea) 
 
OS14-4 The design of automatic grease lubricator type of the cylindrical cam piston pump 

W. Choi, J. Yang, H. S. Koo, D. H. Wang, S- H. Lee (Kyungnam 
University, Korea) 

 
OS14-5 Non-contact 3-D surface profiler using optical fiber 

Y. K. Kwon, S. H. Kim, E. C. Heo, B. C. Kim (Kyungnam University, Korea) 
 
OS14-6 Fault tolerant control of magnetic actuators 

U. J. Na, J. S. Won, D. D. Lee, C. W. Ju (Kyungnam University, Korea) 
 
12:40~13:25 GS4 Artificial Life-Ⅰ 
Chair: G. Cui (Zhengzhou University of Light Industry, P. R. China)                 
 
GS4-1 Automated wildlife monitoring using self-configuring sensor networks deployed in 

natural habitats 
V. Trifa (ATR HRCN, Japan)  
L. Girod (MIT, USA)  
T. Collier, D. Blumstein, C. Taylor (UCLA, USA) 

 
GS4-2 Analysis of circuit breakers using artificial stock market 

S. Kobayashi, T. Hashimoto (Japan Advanced Institute of Science and Technology, Japan) 
 
GS4-3 Interactive musical editing system to support human errors and offer personal 

preferences for an automatic piano : Method of searching for similar phrases with DP 
matching and inferring performance expression 
Y. Hikisaka, E. Hayashi (Kyushu Institute of Technology, Japan) 

 
14:05~15:20 GS5 Artificial Life-Ⅱ& Artificial Living 
Chair: V. Trifa (ATR HRCN, Japan) 
 
GS5-1 Self-reproduction on 1-bit communication cellular automata 

R. Takebayashi, H.Umeo (University of Osaka Electro-Communication, Japan) 
 
GS5-2 On the abundance of energy sources and evolution of collective swarm in 

auto-constructive artificial life 
A. R. Adzni, J. Teo, A. Saudi (Universiti Malaysia Sabah, Malaysia) 

 
GS5-3 Interactive musical editing system to support human errors and offer personal 

preferences for an automatic piano –information system about a musical sign- 
Y. Chigoi, E. Hayashi (Kyushu Institute of Technology, Japan) 

 
GS5-4 Cognitive modeling of artificial fish learning and memory 

D. Ai, X. Ban (University of Science and Technology Beijing, P. R. China) 
S. Zhang (Ocean University of China, P. R. China) 
W. Wang (Shandong Agriculture Mechanism Administration, P. R. China) 
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GS5-5 Design of robotic behavior that imitates animal consciousness 
N. Goto, E. Hayashi (Kyushu Institute of Technology, Japan) 

 
15:20~16:20 GS15 Intelligent Control and Modeling-I 
Chair: S. Yaacob (Northern Malaysia University college of Engineering, 

Malaysia) 
 
GS15-1 Design and implementation of a use friendly JAVA based GUI software for 

maneuvering mobile robot 
T. C. Manjunath (Indian Institute of Technology Bombay, India) 

 
GS15-2 The effect of occasional rational decision on the cooperative relationship between 

groups 
T. Ohdaira, H. Ohashi (University of Tokyo, Japan) 

 
GS15-3 Intelligent motor control using advanced bacterial foraging combined with immune 

algorithm 
Y. D. Kim, D. H. Kim (Hanbat National University, Korea) 

 
GS15-4 Unmanned navigation of container transporter using U-SAT (Ultrasonic satellite 

system) 
K. S. Lee, S. Y. Kim, T. Y. Shin, J. M. Lee, M. H. Lee (Pusan National University, 
Korea) 

 
16:20~17:20 GS16 Intelligent Control and Modeling-Ⅱ 
Chair: D. H. Kim (Hanbat National University, Korea) 
 
GS16-1 Spreader pose control using dual-electric compasses 

S. Han, H. Jeong, J. Lee (Pusan National University, Korea) 
 
GS16-2 P2P sensor data mining system for school temperature measurement system 

A. Niimi, H. Shimada, R. Goto, M. Wada, K. Ito, O. Konishi (Future University 
–Hakodate, Japan) 

 
GS16-3 A probabilistic modeling of MOSAIC learning 

S. Osaga, J. Hirayama, T. Takenouchi, S. Ishii (Nara Institute of Science and 
Technology, Japan) 

 
GS16-4 Iterative learning control for linear time-variant continuous systems based on 

two-dimensional system theory 
D. Meng, Y. Jia (Beihang University, P. R. China) 

  
January 26 (Friday) 
 
8:00~ Registration 
 
Room A 
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8:40~9:40 OS10 Soft Robotics 
Chair: H. Kinjo (University of the Ryukyus, Japan） 
Co-Chair: K. Kurata (University of the Ryukyus, Japan) 
 
OS10-1 Solution searching for multi-variable optimization problems by GA with momentum 

offspring 
H. Kinjo, S. D. Chau, M. Maeshiro, K. Nakazono, T. Yamamoto (University of the 
Ryukyus, Japan) 

 
OS10-2 Improvement of training method for dynamic neural network  

K. Nakazono (University of the Ryukyus, Japan) 
K. Ohnishi (Keio University, Japan)  
H. Kinjo, T. Yamamoto (University of the Ryukyus, Japan) 

 
OS10-3 A learning model of head-direction cells and grid cells by VQ layers connected via 

anti-Hebbian synapses 
N. Oshiro, K. Kurata, T. Yamamoto (University of the Ryukyus, Japan) 

 
OS10-4 Color system for skin color extraction 

N. Toma (University of the Ryukyus, Japan) 
E. Tamaki (University of Tsukuba, Japan) 

 
12:30~13:45 GS25 Robotics -Ⅳ 

Chair: Y. Wang (Hunan University, P. R. China) 
 
GS25-1 Cooperative manipulation of a floating object by some space robots 

-Application of a tracking control method using transpose of generalized jacobian 
matrix- 
S. Sagara (Kyushu Institute of Technology, Japan) 
Y. Taira (National Fisheries University, Japan) 

 
GS25-2 Improvement of the algorithm for the search of periodic gaits of a passive dynamic 

walker 
X. Su, M. Zhao, M. Wang (Tsinghua University, P. R. China)  

 
GS25-3 Clothes manipulation by inchworm robot grippers 

K. Salleh, H. Seki, Y. Kamiya, M. Hikizu (Kanazawa University, Japan)  
 
GS25-4 Development of an obstacle recognition system for autonomous robots in indoor 

environments 
H. Mizoguchi, E. Hayashi (Kyushu Institute of Technology, Japan) 
 

GS25-5 The autonomous control of a robot arm based on contact with an object 
M. Shimono, E. Hayashi (Kyushu Institute of Technology, Japan) 

 
13:45~15:15 GS26 Robotics -Ⅴ & Micro- Robot World Cup Soccer Tournament 
Chair : K. Uosaki (Fukui University of Technology, Japan) 
 
GS26-1 Real-time target detection using infrared camera 

M. Sugisaka, E. R. M. Faizal (Oita University, Japan) 
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GS26-2 Digital type disturbance compensation control of a floating underwater robot with 2 
link manipulator 
T. Yatoh, S. Sagara, M. Tamura (Kyushu Institute of Technology, Japan) 

 
GS26-3 Simulating crowd motion with shape preference and fuzzy rules 

J- Y. Chang, T- Y. Li (National Chengchi University, Taiwan) 
 

GS26-4 Development of an autonomous driving personal robot “Development of arm’s  
mechanism and control program” 
M. Tone, E. Hayashi (Kyushu Institute of Technology, Japan) 
 

GS26-5 Knowledge evolution in a dynamic environment of robocup simulation 
T. Nakashima, H. Ishibuchi (Osaka Prefecture University, Japan) 
M. Mii (University of Hyogo, Japan) 
 

GS26-6 Control of autonomous mobile robot through environment recognition with 
photoelectric Sensor 
T. Kurita, N. Abe, K. Tanaka (Kyushu Institute of Technology, Japan), 
H. Taki (Wakayama University, Japan) 
S. He (Eastman Kodak Company, USA) 

 
15:40~16:25 GS9 Computer Graphics-Ⅰ 
Chair: S. Ishikawa (Kyushu Institute of technology, Japan) 
 
GS9-1 An interactive system for creating a 3-D graphical road map 

K. Tou (Kyushu Institute of technology, Japan) 
T. Irie (GEO Technical Laboratory, Japan) 
J. K. Tan, S. Ishikawa (Kyushu Institute of technology, Japan) 

 
GS9-2 Interactive denoising using non linear filter in wavelet domain 

M. Hariharan, Paulraj MP, S. Yaacob, M. Rizon (Northern Malaysia University College 
of Engineering (KUKUM), Malaysia) 
M. Sugisaka, D. Hazry (Oita University, Japan) 
 

GS9-3 Computer aided diagnosis system for pulmonary nodules using hierarchical feature 
extraction  
K. Takei, N. Homma, T. Ishibashi, M. Sakai, M. Yoshizawa (Tohoku University, Japan) 
K. Abe (Nihon University, Japan) 
 

(Paper only) 
GS9-4 Segmentation and tracking of cells in the image sequences 

T. Kubik (Wroclaw University of Technology, Poland) 
M. Sugisaka (Oita University, Japan) 

 
16:25~17:25 GS10 Computer Graphics-Ⅱ 
Chair: H. Furutani (University of Miyazaki, Japan) 
 
GS10-1 Level set methods and auto-relation for detection of objects 

X. Wang (Niihama National College of Technology, Oita University, Japan) 
M. Sugisaka (Oita University, Japan) 
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GS10-2 Motion trace in real-time processing 
E. Gobaru, M. Hara, M. Sugisaka (Oita University, Japan) 

 
GS10-3 On the application of lip features in classifying human emotions 

M. Karthigayan (Northern Malaysia University College of Engineering (KUKUM), 
Malaysia) 
M. Rizon (Northern Malaysia University College of Engineering (KUKUM), 
Malaysia, Oita University, Japan) 
S. Yaacob, R. Nagarajan (Northern Malaysia University College of Engineering 
(KUKUM), Malaysia) 
M. Sugisaka (Oita University, Waseda University, Japan) 
M. Rozalian (TATI, Malaysia) 
D. Hazry (Oita University, Japan) 

 
GS10-4 Face localization for facial features extraction using symmetrical filter and linear  

hough transform 
H. Arof (University Malaya, Malaysia) 
F. Ahmad (International University College of Technology Twintech, Malaysia) 
N. M. Shah (University Malaya, Malaysia) 

 
Room B 
 
8:40~9:40 GS11 Fuzzy Control 
Chair: S. Sagara (Kyushu Institute of Technology, Japan) 
 
GS11-1 Imitation of human action intelligence for the environment of desktop teleoperation 

T. Shang (Shenyang University of Technology, P. R. China) 
S. Wang (Kochi University of Technology, Japan) 

 
GS11-2 A modified K-means clustering method for microarray data classification 

D. Park, Y. Kim, S. Kim, C-H. Lee (Pusan National University, Korea) 
 
GS11-3 A cost-based fuzzy system for pattern classification with class importance 

T. Nakashima, Y. Yokota, H. Ishibuchi (Osaka Prefecture University, Japan) 
G. Schaefer (Aston University, UK) 

 
GS11-4 A verification of normalization results using variable clustering methods in cDNA 

microarray data 
G. Beak, Y. Kim, J-Y. Kim, S. Kim, C-H. Lee (Pusan National University, Korea) 

 
9:40~10:40 Poster Session & Coffee Break 
 
PS1 Improvement of color images halftoning with simulated annealing 

K. Tanaka, R. Isoi (Meiji University, Japan) 
 
PS2 Optimization of area traffic control parameter using a GA 

H. Sasaki, M. Shinohara, K. Shoji, F. Toyama, J. Miyamichi (Utsunomiya University, 
Japan) 

 
 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 P-23



PS3 Three dimensional medical image recognition of the lungs using artificial neural network 
T. Matsuki, T. Kondo, J. Ueno (University of Tokushima, Japan) 

 
PS4 A design of rough set processor for knowledge discovery 

M. Matsumoto, A. Kanasugi (Tokyo Denki University, Japan) 
 
12:30~14:00 GS18 Mobile Vehicles -Ⅰ 
Chair: H. Hashimoto (The University of Tokyo, Japan)                  
 
GS18-1 An outdoor autonomously moving robot using a distributed image processing system 

H. Goto, N. Abe (Kyushu Institute of Technology, Japan) 
H. Taki (Wakayama University, Japan) 
S. He (Eastman Kodak Company, USA) 

 
GS18-2 Lateral control design of an autonomous land vehicle using RTK-DGPS 

H. G. Park, J. H. Ryu, S. T. Hwang, M. H. Lee (Pusan National University, Korea) 
 
GS18-3 Navigation system for a mobile robot using an omni-directional camera 

T. Mochizuki, E. Hayashi (Kyushu Institute of Technology, Japan) 
 
GS18-4 Adaptation of a distributed controller depending on morphology 

N. Labhart, S. Miyashita (University of Zurich, Switzerland) 
 
GS18-5 On-line variational PCA for adaptive visual tracking 

T. Date, T. Bando, T. Shibata, S. Ishii (Nara Institute of Science and Technology, 
Japan) 

 
GS18-6 The development of an indoor positioning system using incident angle detection of 

infrared emitters 
S. T. Hwang, J. H. Ryu, C. H. Lee, M. H. Lee (Pusan National University, Korea) 
 

14:00~15:30 GS19 Mobile Vehicles -Ⅱ 
Chair: J. Wang (Oita University, Japan) 
   
GS19-1 An efficient localization algorithm in the RFID sensor space for mobile robot 

localization 
H. Lim, J. M. Lee (Pusan National University, Korea) 
 

GS19-2 Development of an autonomous mobile robot 
K. Niimoto, E. Hayashi (Kyushu Institute of Technology, Japan) 

 
GS19-3 Linux-based real time monitoring system of mobile robots 

S. Cho (Pusan National University, Korea) 
I.O. Lee (Ninety system, Korea) 
J. M. Lee (Pusan National University, Korea) 

 
GS19-4 Ontological representation of vision-based 3D spatio-temporal context for mobile 

robot application 
G. H. Lim, J. Chung, G. G. Ryu, J. B. Kim, S. H. Lee, S. Lee, I. H. Suh (Hanyang 
University, Korea) 
J. H. Choi, Y. T. Park (Soongsil University, Korea) 
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GS19-5 Cortical current sources for processing visual target motion revealed by MEG and 
fMRI 
D. Kawawaki, T. Shibata, Y. Fujiwara (Nara Institute of Science and Technology, 
Japan) 
O. Yamashita, M. Sato, M. Kawato (ATR Computational NeuroScience Laboratories, 
Japan) 
 

GS19-6 Robust tracking control based on neural network for nonholonomic mobile robot 
Y. Wang, J. Peng (Hunan University, P. R. China) 

 
15:40~16:40 OS13 Membrane Computing. From Calls to Computers and Back 
Chair: M. Oswald (Vienna University of Technology, Austria) 
Co-Chair: Y. Suzuki (Nagoya University, Japan) 
 
OS13-1 Parallel software architectures analysis for implementing P systems 

L. Fernandez, F. Arroyo, I. Garcia, A. Gutierrez (Universidad Politecnica de of Madrid, 
Spain) 

 
OS13-2 An architecture for attacking the bottleneck communication in P systems 

A. Tejedor, L. Fernandez, F. Arroyo, G. Bravo (Universidad Politecnica de of Madrid, 
Spain) 

 
OS13-3 Dynamics of an abstract chemical system with few molecular 

Y. Suzuki (Nagoya University, Japan) 
 
OS13-4 Spiking neural P systems with inhibitory axons 

R. Freund, M. Oswald (Vienna University of Technology, Austria) 
 

Room C 
 
8:40~10:25 GS12 Genetic Algorithms 
Chair : K. B. Sim (Chung-Ang University, Korea) 
 
GS12-1 Genetic algorithms for buffer size and work stations capacity in serial-parallel 

production lines 
A. Q. Jaber, R. Ramli, H. Yamamoto (Gifu University, Japan) 

 
GS12-2 Implementation of a GA driven programming training support system 

E. Nunohiro, K. Matsushita, K. J. Mackin, M. Ohshiro, K. Yamasaki (Tokyo 
University of Information Sciences, Japan) 

 
GS12-3 Computer simulation of an augmented automatic choosing control designed by 

Hamiltonian and absolute anti-windup measure 
T. Nawata (Kumamoto National College of Technology, Japan) 
H. Takata (Kagoshima University, Japan) 

 
GS12-4 Estimation of the source-filter model via GA-like algorithm for acoustical feature 

extraction 
M. Ihara, S. Maeda, S. Ishii (Nara Institute of Science and Technology, Japan) 
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GS12-5 A network analysis of simple genetic algorithms 
H. Funaya, K. Ikeda (Kyoto University, Japan) 

 
GS12-6 Function-discovery-system by the evolutional strategy using the search-accumulation 

M. Saito, S. Serikawa (Kyushu Institute of Technology, Japan) 
 
GS12-7 Development of satellite image searching using distributed genetic algorithm with 

normalized correlation 
K. Matsushita, K. Katayama, K. Mackin, E. Nunohiro (Tokyo University of 
Information Sciences, Japan) 

 
(Paper only) 
GS12-8 Job-shop scheduling problems based on immune ant colony optimization 

M- L. Sui, Y- I. Zhang (PLA University of Science and Technology, P. R. China) 
 
12:30~14:00 OS3 Models for Neural Networks and Brains
Chair: H. Suzuki (The University of Tokyo, Japan) 
Co-Chair: Y. Hirata (The University of Tokyo, Japan) 
 
OS3-1 Features of action potential initiation in cortical neurons with multiple internal states

M. Matsuo (Aihara Complexity Modelling Project, ERATO, JST, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 

 
OS3-2 Signal processing with spikes 

M. Gutmann (The University of Tokyo, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan)  

 
OS3-3 A mathematical model of planning in the prefrontal cortex 

M. Oku (The University of Tokyo, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 

 
OS3-4 Pattern recognization in chaotic neural networks 

G. He (Aihara Complexity Modelling Project, ERATO, JST, The University of Tokyo, 
Japan, Zhejiang University, P. R. China)  
L. Chen (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Osaka Sangyo University, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 

 
OS3-5 Bistability of synchronous and desynchronous dynamics in a network with gap 

junctions 
Y. Katori, Y. Hirata (Aihara Complexity Modelling Project, ERATO, JST, Japan) 
H. Suzuki (The University of Tokyo, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 
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OS3-6 Digital spiking silicon neuron: concept and behaviors in GJ-coupled network 
T. Kohno, K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The 
University of Tokyo, Japan) 
 

14:00 ~15:30 GS17 Intelligent Control and Modeling-Ⅲ 
Chair: A. Kanasugi (Tokyo Denki University, Japan)             
 
GS17-1 Hexagon-based Q-learning for object search with multiple robots 

H- C. Yang. H- D. Kim, K- B. Sim (Chung-Ang University, Korea) 
 
GS17-2 Motion generation of pneumatic artificial muscle 

S. Ichikawa, M. Hara, M. Sugisaka (Oita University, Japan) 
 
GS17-3 An antibody-based computing: An application to stable marriage problem 

Y. Ishida (Toyohashi University of Technology, Japan) 
 
GS17-4 Network route design of public transport system with network evolution 

T. Majima (National Maritime Research Inst., Japan)  
K. Takadama (University of Electro-Communications, Japan) 
D. Watanabe (National Maritime Research Inst., Japan)  
M. Katuhara (Hokkaido Intellect Tank, Japan) 

 
GS17-5 Robot multiple tasks performance and neural complexity 

G. Capi (Fukuoka Institute of Technology, Japan) 
K. Bode (Polytechnic University of Tirana, Albania) 

 
GS17-6 Motion control of biped robot by using simulation 

K. Kabata, M. Hara, M. Sugisaka (Oita University, Japan) 
 
15:40~17:10 OS4 Methods for Complex Systems: Feature Identification and 

Control 
Chair: T. Kohno (The University of Tokyo, Japan) 
Co-Chair: S. Horai (Aihara Complexity Modelling Project, ERATO, JST, Japan) 
 
OS4-1 A new technique for adjusting the learning rate of RPEM algorithm automatically 

X. Zhao (Aihara Complexity Modelling Project, ERATO, JST, The University of Tokyo, 
Japan) 
Y. Cheung (Hong Kong Baptist University, P. R. China) 
L. Chen (Aihara Complexity Modelling Project, ERATO, JST, The University of Tokyo, 
Osaka Sangyo University, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 

 
OS4-2 Fitting a predictive model with a priori information 

Application in intermittent androgen suppression for prostate cancer 
Y. Hirata (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 
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OS4-3 Effect of facility closure in the SEIR epidemic model 
H. Maeda (The University of Tokyo, Japan) 
Y. Ohkusa (Infectious Disease Surveillance Center, National Institute of Infectuious 
Diseases, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 

 
OS4-4 A systematic approach to analysis of robustness in oscillatory networks 

R. Wang (Aihara Complexity Modelling Project, ERATO, JST, Japan) 
L. Chen (Osaka Sangyo University, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 

 
OS4-5 Phase synchronization of limit cycle oscillators in a fluctuating environment 

K. Hashimoto (Aihara Complexity Modelling Project, ERATO, JST, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 

 
OS4-6 Mathematical modeling of frog’s calling behaviors and its possible application to 

artificial life and robotics 
I. Aihara, H. Kitahata, K. Yoshikawa (Kyoto University, Japan) 
K. Aihara (Aihara Complexity Modelling Project, ERATO, JST, The University of 
Tokyo, Japan) 
 

17:10~17:55 GS6 Bioinformatics & Chaos 
Chair: K. Naitoh (Waseda University, Japan) 
 
GS6-1 Local cause of coherence in Boolean networks 

C. Oosawa (Kyushu Institute of Technology, Japan) 
K. Takemoto (Kyoto University, Japan) 
S. Matsumoto (Kyushu Institute of Technology, Japan) 
M. A. Savageau (University of California, USA) 

 
GS6-2 Continuous modeling of biomolecular systems based on process calculus 

Y. Pu, X. Dong (Shanghai Jiao Tong University, P. R. China) 
 
GS6-3 Modeling chaos neural networks for classification of EEG signals 

T. Q. D. Khoa, M. Nakagawa (Nagaoka University of Technology, Japan) 
 
January 27 (Saturday) 
 
8:00~ Registration 
 
Room A 
 
8:40~9:25 OS5 Fundamental Research on Recognition and Control  
Chair: F. Dai (Matsue National College of Technology, Japan) 
 
OS5-1 Fundamental research on polymer material as artificial muscle 

T. Hanamoto, Y. Neba, Y. Fujihara, J. Hayashida (Matsue National College of 
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Technology, Japan) 
 
OS5-2 Fundamental research on face recognition by genetic algorithm 

F. Dai, T. Adachi, Y. Fujihara (Matsue National College of Technology, Japan) 
H. Zhao (Zhengzhou University, P. R. China) 

 
OS5-3 The characteristics of Mckibben muscle based on the pneumatic experiment system 

H. Zhao, M. Sugisaka (Oita University, Japan) 
F. Dai (Matue National College of Technology, Japan) 

 
9:25~10:40 OS12 Bio-inspired Approach and Application 
Chair: I. Yoshihara (University of Miyazaki, Japan) 
Co-Chair: M. Yasunaga (University of Tsukuba, Japan) 
 
OS12-1 Effect of using partial solutions in creating new candidate solutions with EDA and 

ACO schemes 
S. Tsutsui (Hannan University, Japan) 

 
OS12-2 Stochastic analysis of schema distribution in OneMax problem 

H. Furutani, S. Katayama, M. Sakamoto (University of Miyazaki, Japan) 
 
OS12-3 Identification of exon-intron boundaries by Integration of base-oriented genetic  

programming and statistical heuristics 
K. Yamamori (University of Miyazaki, Japan) 
Y. Fujita (Mitsubishi Space Software, Co., Japan)  
I. Yoshihara, M. Aikawa (University of Miyazaki, Japan) 

 
OS12-4 Variable-length-segmental-transmission-line and its design guidelines 

N. Koizumi (University of Miyazaki, Japan) 
K. Hayashi, M. Yasunaga (University of Tsukuba, Japan)  
K. Yamamori, I. Yoshihara (University of Miyazaki, Japan) 

 
OS12-5 A reconfigurable-VLSI-based double-lens tracking-camera 

M. Yasunaga, N. Aibe, N, Y. Yamaguchi (University of Tsukuba, Japan)  
Y. Yamamoto (Yamamoto System Design Inc, Japan)  
T. Awano (Bethel inc., Japan) 
I. Yoshihara (University of Miyazaki, Japan) 

 
12:40~13:40 GS13 Innovative Computations-Ⅰ 
Chair: T. Arita (Nagoya University, Japan) 
 
GS13-1 Fault detection by evolution strategies based particle filters 

K. Uosaki (Fukui University of Technology, Japan) 
T. Hatanaka (Osaka University, Japan) 

 
GS13-2 A synergetic particle swarm optimization algorithm-DHPSO 

J. Guo (Huazhong University of Science and Technology, P. R. China) 
G. Cui (Zhengzhou University of Light Industry, P. R. China) 
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GS13-3 Inevitability of bio-molecules 
K. Naitoh (Waseda University, Japan) 

 
GS13-4 Calculation of 3-D nonnegative outer product expansion by the power method and its 

application to digital signal processing 
C. Okuma, J. Murakami, N. Yamamoto (Kumamoto National College of Technology, 
Japan) 

 
13:40~14:25 GS14 Innovative Computations-Ⅱ& Human- Machine Cooperative 

Systems 
Chair: K. Yamasaki (Tokyo University of Information Science, Japan)  
 
GS14-1 Adaptive knowledge base for Japanese-to-Braille translation 

S. Ono, T. Yamasaki, S. Nakayama (Kagoshima University, Japan) 
 
GS14-2 Language evolution and the baldwin effect 

Y. Watanabe, R. Suzuki, T. Arita (Nagoya University, Japan) 
 
GS14-3 A distributed algorithm of group robots applied to maze searching 

T. Onitsuka, O. Araki (Tokyo University of Science, Japan) 
T. Tamura (TOSHIBA Corporation, Japan) 

 
14:25~15:10 OS7 Financial Market and Related Topics 
Chair: M. Tanaka- Yamawaki (Tottori University, Japan)  
Co-Chair: A. Sato (Kyoto University, Japan) 
 
OS7-1 Interaction of agents in financial markets and informational method to quantify it 

A. Sato (Kyoto University, Japan) 
 
OS7-2 Trend predictions of tick-wise stock prices by means of technical indices selected by 

genetic Algorithm 
S. Tokuoka, M. Tanaka-Yamawaki (Tottori University, Japan) 

 
OS7-3 Effective indices to characterize short sequences of human random generations 

M. Mishima, M. Tanaka-Yamawaki (Tottori University, Japan) 
 
Room B 
 
9:25~10:40 GS1 Artificial Brain Research & Brain Science 
Chair: X. Wang (East China University of Science and Technology, P. R. China) 
 
GS1-1 Intelligent management of distributed dynamic sensor networks 

P. Sapaty (National Academy of Sciences, Ukraine) 
M. Sugisaka (Oita University, Japan) 
J. Delgado-Frias (WSU, USA) 
J. Filipe (INSTICC, Portugal)  
N. Mirenkov (Aizu University, Japan) 

 
GS1-2 Brain enhancement attempt based on visual recognition 

Y. Jiang, S. Wang (Kochi University of Technology, Japan) 
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GS1-3 Designing brain machine interfaces for rehabilitation: a study 
C. R. Hema, Y. Sazali, A. Hamid Adom, R. Nagarajan, M. P. Paulraj, M. Rizon 
(Northern Malaysia University College of Engineering (KUKUM), Malaysia) 

 
GS1-4 Soft-hard memory structure for cognitive systems 

L. Xiong, N. Zhao, C. Zhang (Tsinghua University, P. R. China) 
 
GS1-5 Artificial realization of decision making for sleep stage of EEG contaminated with 

artifacts: conditional probability of knowledge-base of expert visual inspection 
B. Wang (Saga University, Japan)  
X. Wang (East China University of Science and Technology, P. R. China) 

 
12:40~13:40 GS7 Cognitive Science & Evolutionary Computations 
Chair: T. Kondo (The University of Tokushima, Japan) 
 
GS7-1 A study on quantum-inspired evolutionary algorithm based on pair swap 

T. Imabeppu, S. Nakayama, S. Ono (Kagoshima University, Japan) 
 

GS7-2 Epidemic models and a self-repairing network with a simple lattice 
Y. Aoki, Y. Ishida (Toyohashi University of Technology, Japan) 

 
GS7-3 The novel feature selection algorithm for emotion recognition 

H- D. Kim, K- B. Sim (Chung-Ang University, Korea) 
Y. I. Cho (The University of Suwon, Korea) 

 
GS7-4 A trial to improve the intelligibility of spontaneous concatenative speech synthesis 

K. Fujii (Kumamoto National College of Technology, Japan) 
 
13:40~15:10 OS9 Biomimetic Machines and Robots 
Chair: K. Watanabe (Saga University, Japan) 
Co-Chair: K. Izumi (Saga University, Japan) 
 
OS9-1 Feature based estimation for mapping robot environments using fuzzy kalman filter 

C. D. Pathiranage, K. Watanabe, K. Izumi (Saga University, Japan)  
 
OS9-2 Kansei with behavioral patterns for human-robot interaction in ubiquitous  

environments 
J. C. Balasuriya, K. Kamohara (Saga University, Japan) 
C. A. Marasinghe (University of Aizu, Japan) 
K. Watanabe, K. Izumi (Saga University, Japan) 

 
OS9-3 Improvement of group performance of job distributed mobile robots by emotionally 

biased control system 
S. C. Banik, K. Watanane, K. Izumi (Saga University, Japan) 

 
OS9-4 Feed rate control using fuzzy reasoning for NC machine tools 

F. Nagata, K. Kuribayashi (Tokyo University of Science, Yamaguchi, Japan) 
Y. Kusumoto (Fukuoka Industrial Technology Center, Japan)  
K. Watanabe (Saga University, Japan) 

 
 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 P-31



OS9-5 Control of three-link underactuated manipulators using a switching method of fuzzy 
energy regions 
K. Ichida, K. Izumi, K. Watanabe, N. Uchida (Saga University, Japan) 

 
OS9-6 Central pattern generators based on Matsuoka Oscillators for the locomotion of biped 

robots 
G. L. Liu, M. K. Habib, K. Watanabe, K. Izumi (Saga University, Japan) 

 
Room C 
 
8:40~9:25 GS8 Complexity 
Chair: Y. Ishida (Toyohashi University of Technology, Japan)   
 
GS8-1 Networks on earth from the climate date 

K. Yamasaki, K. J. Mackin, M. Ohshiro, K. Matusita, E. Nunohiro (Tokyo University of 
Information Sciences, Japan) 

 
GS8-2 An approach to the learning curves of an incremental SVM 

T. Yamasaki, K. Ikeda (Kyoto University, Japan) 
 
GS8-3 An experimental study on geometric support vector machines 

Y. Nomura, T. Yamasaki, K. Ikeda (Kyoto University, Japan) 
 
9:25~10:40 OS8 Intuitive Human-System Interaction 
Chair: M. Yokota (Fukuoka Institute of Technology, Japan) 
Co-Chair: T. Oka (Fukuoka Institute of Technology, Japan) 
 
OS8-1 Towards integrated multimedia understanding for intuitive human-system interaction 

M. Yokota (Fukuoka Institute of Technology, Japan) 
 
OS8-2 Designing a multi-modal language for directing multipurpose home robots 

T. Oka, M. Yokota (Fukuoka Institute of Technology, Japan) 
 
OS8-3 Tele-immersive collaborative virtual environment for intuitive interpretation 

N. Kukimoto (Tohwa University, Japan) 
Y. Ebara, K. Koyamada (Kyoto University, Japan) 

 
OS8-4 A next generation video streaming system for intuitive remote interaction 

K. Sugita, N. Nakamura, S. Baba, M. Yokota (Fukuoka Institute of Technology, Japan) 
 
OS8-5 Face recognition across illumination 

S. Aly, A. Sagheer (Kyushu University, Japan) 
N. Tsuruta (Fukuoka University, Japan) 
R. Taniguchi (Kyushu University, Japan) 

 
12:40~13:25 GS27 Robust Virtual Engineering & Virtual Reality 
Chair: J. Du (Beijing University of Rosts and Telecommunications, P. R. China) 
 
GS27-1 Construction of super-micro sense of force feedback and visual for elastic body 

T. Sonoda, E. Hayashi (Kyushu Institute of Technology, Japan) 
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GS27-2 A system allowing concurrent design and implementation of both virtual and real 
robots 
T. Oomori, N. Abe, K. Tanaka (Kyushu Institute of Technology, Japan) 

 
GS27-3 Real-time interactive dialog system between human and virtual agent 

S. Uchino, N. Abe (Kyushu Institute of Technology, Japan) 
H. Taki (Wakayama University, Japan) 
S. He (Eastman Kodak Company, USA) 
 

13:25~14:55 OS11 Intelligent Robot Control and Sensors 
Chair: Y. I. Cho (The University of Suwon, Korea) 
Co-Chair: J. J. Lee (Korea Advanced Institute of Science and Technology, Korea) 
 
OS11-1 Design of the tactile sensor element using microbending optical fiber sensors 

J- S. Heo, C- H. Han, J. J. Lee (Korea Advanced Institute of Science and Technology, 
Korea) 

 
OS11-2 A localization of mobile robot based on ultra-sonic sensor using dynamic obstacles 

B- S. Choi, J. J. Lee (Korea Advanced Institute of Science and Technology, Korea) 
 
OS11-3 On the periodic sequence of a discrete sliding mode control system for a single-link 

robot arm 
S- H. Son (Agency for Defense Development, Korea) 
K- B. Park (Korea University, Korea) 

 
OS11-4 Stable adaptive neural control for a nonlinear robot system in the presence of actuator 

failures and uncertainties 
J- H. Shin (Dong-eui University, Korea) 
K- H. Seo, M- S. Kim, J. J. Lee (Korea Advanced Institute of Science and Technology, 
Korea) 
W- H. Kim, M- N. Lee (Dong-eui University, Korea)  

 
OS11-5 Intelligent automatic community grouping system by multiagents 

Y. I. Cho (The University of Suwon, Korea) 
 
OS11-6 PID controller design using double helix structured DNA algorithms with recovery 

function 
J. J. Kim, J. J. Lee (EE&CS Korea Advanced Institute of Science and Technology, 
Korea) 
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K(Knowledge)-net: Building up and its dynamics 
 

Y. G. Zhang 
(Institute of Systems Science, Academia Sinica, Beijing, China, 100080, yzhang@iss.ac.cn)  

Masanori Sugisaka 
(Dept. of Electronic and Electric Engineering, Oita University, Japan, msugi@cc.oita-u.edu.jp) 

Lu Tang 
(Institute of Systems, Academia Sinica, Beijing, China, 100080) 

 
 
Abstract: The essence of intelligence is to possess 
certain abilities that to obtain knowledge , to use 
knowledge and to operate knowledge. So, the 
knowledge in our brain exists in isolated and 
accumulated form, but it has certain dynamic 
structure to ensure the emergence of this kind of 
abilities. Based on the understanding to real process 
of learning knowledge by human being, in this paper 
we discussed how to make a model to describe the 
dynamic structure of knowledge. The most 
knowledge of ours is leaned by using of natural 
language, we introduce the notion of semantic 
knowledge and model its growing up process by a 
network, we named it as K-net. It is a dynamic 
network with two main dynamics: one is added new 
knowledge, the other is to aggregate knowledge 
existed in the network with some probability. Under 
these very natural conditions we found that originally 
the network is a random simple net and then some 
characteristics of complex network appeared 
gradually when more new knowledge s be added and 
aggregated. More interesting phenomena is the 
appearance of random hierarchical structure, is that 
means emergence? 

 
Keyword: semantic knowledge; complex 
networks; small-world; scale-free; hierarchical 
organization 
 
 
 
 
 

1. Introduction 
 

Human brain has two main functions:  
1) Control Body’s movement; 
2) Learn knowledge and to form intelligence 

Artificial Brain research has similar purposes: 
1) To control the complex movements of robots; 
2) To learn knowledge and make emergence of 
intelligence in a computer or some other machines 
which can. Then human tries to equip complex 
robots by this kind of artificial brain finally. 

So-called “intelligence” means the abilities: 
To learn knowledge; 
To use knowledge; and 
To operate knowledge. 

Obviously, “ intelligence ” depends on the 
expression of knowledge and its structure in brain. 

Our research aims to discuss the principle to 
design an artificial brain. Observing the relation of 
knowledge it is easy to understand that knowledge 
has a network form. This network is a dynamic 
network. Depending on the Piagent’s theory we 
proposed two main dynamics: one is a new 
knowledge is added into this network; the other is 
that knowledge are combined based on the similarity. 
In our research we have found that the knowledge in 
human brain formed a complex network, we call it 
“K-net”, in which small word characteristic and 
almost hierarchical structure appeared. The model of 
knowledge we proposed in this paper is a kind of 
design of artificial brain. 
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2. Structure of semantic knowledge 
 
2.1 The elements of semantic knowledge 

At beginning child learn knowledge from 
“mother” and their perception, we say it is 
presentative knowledge, or semantic knowledge.   
Baby learned more and more. However, the sort of 

 

knowledge is very limited, so the number of 
knowledge in some sort become more dense. 

Comparing with the abstract thinking, semantic 
(presentative) knowledge is concrete, perceptional, 
primitive, elementary, and evolable. Abstract 
knowledge is evolved knowledge from semantic 
(presentative) knowledge, it is usually not 
perceptional, it is complex and logic. 

Semantic knowledge can be expressed in several 
level layers. For example, “apple” is only a noun, 
but it is a real presentative knowledge. “eat” is only 
a verb, but it is still a real presentative knowledge. 
We say it is senmantic knowledge in the “fragment” 
level. The basic semantic knowledge are grouped as 
several layers, such that  

“fragment”,  
“very simple”,  
“simple”,  
“usual”,  
“complex”,  
“very complex”, etc.     

Any relation in those groups will combine some 
schemes, this combination is very similar to the 
structure of a sentence but it is not a sentence.  
We say an element of Semantic Knowledge  

= “sentence” + mapping 
 
2.2 To form simple network 

At beginning, baby learned only few words, for 
example he/she learns some nouns, verbs and some 
adjectives, because the classes of knowledge is very 
limited, so when he/she learned more and more the 
knowledge in the same class become denser and 
denser, not only the amount of knowledge arise, but 
also links between the knowledge appeared, this time 
this kind of links made the all knowledge formed a 
simple network. Maybe there are several small 
simple networks. These small networks are the 
original seeds for evolution later. 
 
2.3 The dynamic process of semantic 
knowledge evolution 

 Jean Piaget (1896 - 1980 ) 
 

The famous 
psychologist Jean Piaget 
had done research on the 
process of knowledge 
evolution, he pointed out 
that the change of 

knowledge has several ways, two of which are more 
important, they are Accommodation（顺化） and 
Assimilation (同化 ). Assimilation of knowledge 
means new knowledge is added into the existed 
structure, or that means one learned a new 
knowledge and it is adapted into the semantic 
knowledge network. Accommodation of knowledge 
means that certain knowledge in the semantic 
knowledge network has been absorbed or combined 
with others, usually a new concept appeared and is 
incorporated. These two processes presented and 
appeared continually in our brain. In fact, he/she 
learn new knowledge continually and put them into 
adequate position of semantic network, it make the 
network enlarged; also he/she work. Due to these 
dynamics the network become a dynamic network 
and presents some complexities.  
 
3. Some Concepts of Complex Networks 

 
The most interesting features of complex 

networks are the small-world and scale-free. The 
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statistical quantities characterizing small-world 
networks are clustering coefficient C and the average 
length of shortest path L.  

Regular networks have high clustering 
coefficient and large average length of shortest path, 
opposite to random networks which have low 
clustering coefficient and small average length of 
shortest path. Between these two extremes 
somewhere, the clustering coefficient is almost as 
high as that of a regular network while the average 
length of shortest path is almost as small as that of a 
random network with the same number of nodes and 
edges. This type of networks is called as 
“small-world” for it is similar to the small world 
phenomenon. The average length of shortest path of 
small world networks increase slowly with the total 

number of its nodes: ln( )L N  

The study of scale-free networks concerns 
behavior in the probability distribution of degree, the 
possible number of links at a random chosen node in 
the networks. Unlike the Poisson degree distribution 
for random networks, in a scale-free network, the 
distribution of degree follows a power law, 

, where k is the degree of nodes and 

P(k) is the probability of the degree of an arbitrary 
node equals k. In such a network most nodes have 
only a few connections and few nodes have very 
large number of neighbors 

( )P k k −γ∝

[9]. 
It has been discovered recently that aggregation 

and regeneration of nodes can also leads to the power 
law distribution of degree [11-12]. Kim and his 
cooperators propose a network model in which nodes 
can merge with one of their neighbors and new nodes 
been added to the network to maintain the number of 
nodes [11]. Another model proposed by Alava and 
Dorogovtsev permit to aggregate nodes which are 
selected at random [12]. Those mechanisms give us 
new suggestions on how could scale-free networks 
emerge.  

Different from BA model networks, some real 
scale-free networks have hierarchical structures. A 
model with network duplication mechanism could 

cause such a structure [13]. It displays a hierarchical 
and coarse-grained similarity. This intrinsic hierarchy 
can be characterized in a quantitative manner. The 
clustering coefficient of a node with k links follows 

the scaling law
1( )C k k −

. This type of structure 

could give an explanation to the feature of 
small-world in many scale-free networks. 

Degree correlation coefficient r could distinguish 
assortative and disassortative networks. In 
assortative networks, nodes with many connections 
tend to be connected to other nodes with many 
connections. It was found that social networks are 
often assortative while biological networks are often 
disassortative [14]. r could be measured by 

1 1

1 2 2 1

1
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1 1
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2 2
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where ji, ki are the degrees of the vertices at the ends 
of the ith edge, with i = 1 . . .M. 
 
4．The dynamics 1 of K-net 
(K-net growing model) 
 
We consider the first dynamic that to add a new 
knowledge (a new node) to the existed K-net. The 
principle to add a new node is to choose a node J in 
the K-net which has the best conditional probability 
proportional to the connection degree 
 ( )( )

( )
i

i
jj N

k tP t
k t

∈

=
∑

 
 
Our connection is not to link the node J directly, but 
to the m (m<M) neighbors of node J randomly. This 
means the new node has metaphor relation with node 
J. see the Fig.1a and 1b. The new one is green one 
and node J is the red one, the 5 neighbors of J is blue. 

Fig. 1a 
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   Fig. 2b 

where m=2. 
The evolution process is in Fig.2a and 2b. 

 

    n=30 

Fig. 2a 

  n=180 

Fig. 2b 
The result shows us that K-net presents the feature of 
small word. 

 
5. The dynamics 2 of K-net 
(K-net aggregation model) 
 
   We consider another dynamics of K-net now, 
aggregation of nodes, that means two nodes are 
combined as one node, or two very related 
knowledge are aggregate a concept. This is very 
important process to knowledge evolution, either for 
the emergence of intelligence. The criterion of 
aggregation depends on the similarity between the 
two knowledge (nodes). It is defined as  

 
 
 

where 
 
 

The two nodes which has the highest similarity 
will be combined as one node. See Fig. 3a and 3b. 
This single process cannot go through to the end, it 
has to be run with the growing process. 

 

  Fig. 3a 

         Fig. 3b 
 

6. The meta-process when these two 
dynamics together 
 
Based on the theory of J. Piagent The two dynamics 
of semantic knowledge will appear randomly and 
continuously, he say that is the equilibrium. We 
design the K-net has these two dynamics together 
with certain probability. We found the result still lead 
to a small word feature in K-net. The evolutionary 
process is shown in the following simulation. There 
we assume M=2, without loss of generality, and 
probability P=0.5. The evolutionary process shows in 
Fig.4 

 n=100  

 
Fig. 4a 

  n=150, 
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Abstract 
Based on principles from modern artificial intelligence 
and robotics, we developed the RoboMusic concept. In 
RoboMusic we use a number of robotic devices as 
instruments, and the tunes are composed as a behaviour-
based system. The music artist composes a baseline 
behaviour of the robotic instruments and composes the 
behavioural response to interaction by human musicians. 
The music artist is transformed from a composer of static 
music tunes to a developer of robot behaviours – 
behaviours that are expressed by the robotic system as 
music pieces. Music compositions are transformed to 
become robotic behaviours as in a behaviour-based 
system. A RoboMusic concert is performed with robotic 
instruments, and changes the concept of live concerts by 
inviting the audience to interact with the band’s 
instruments themselves and thereby guide the live 
performance of the music themselves. 
 
Introduction 
 
Where robotic technology was used mainly in heavy 
industries in the past, the last decade has shown a 
widening of the use of robotic technology into the 
professional and private service sector, including the 
entertainment sector. For instance, inspired by Brooks’ 
early development of behaviour-based systems, iRobot 
has developed vacuum cleaning and floor washing robots 
for the home market, and Wow-Wee has developed toy 
robots based upon Tilden’s bio-inspired bottom up 
approach to robotics. We have ourselves developed the 
behaviour-based approach for interactive robot 
entertainment such as RoboCup Junior [7], I-BLOCKS 
play in hospitals and developing countries [5], and 
interactive playgrounds [4]. 
 
Here, we will be looking at the possibility of using the 
behaviour-based robotic approach to develop a new genre 
of music that we term RoboMusic. In this and the above-
mentioned robot service and entertainment applications, 
the robot technology is merging with other developments 

in artificial intelligence such as ambient intelligence and 
ubiquitous and pervasive computing. In many cases, 
however, we observe that developments in such sub-
fields seems to build upon (parts of) the general 
definition of robotics. We use the following definition of 
a robot:   
 

A robot is defined to be a programmable 
machine that by its interaction with the 
surrounding environment autonomously can 
perform a variety of tasks, and its behaviour is 
different from a computer program by the 
interaction with the environment through sensors 
and actuators.  

 
According to the definition, we may develop robotic 
instruments being programmable instruments that by 
their interaction with the surrounding through sensors 
and actuators can be used for playing a variety of tunes.  
 
 
Related work 
 
Robotics and AI has been used previously to develop 
music by other researchers and musicians. Most notably, 
Gil Weinberg [11] and his research group at Georgia 
Tech have developed a number of robot instruments, 
such as the Haile drumming robot and other instruments 
like the beat bugs and squeezables. The robotic drummer 
Haile is an impressive robotic design made to listen to 
two live percussionists, analyze their drumming in real-
time, and use the product of this analysis to play back in 
an improvisational manner [11], e.g. as shown at live 
performances at the Robots at Play Festival in Odense, 
Denmark in September 2006. 
 
Also, a number of researchers have worked with 
multimodal interactive environments, including musical 
environment. Antonio Camurri [2] developed a 
multimodal environment, in which users were allowed to 
communicate by means of full-body movement, singing 
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or playing. In the multimodal environment, the users 
could get feedback from the environment in real time in 
terms of sound, music, visual media, and actuators, i.e. 
movement of semi-autonomous mobile systems including 
mobile scenography, on-stage robots behaving as actors 
or players, possibly equipped with music and multimedia 
output. 
 
Other interactive environments were developed with 
focus on musical composition with novel interactive 
instruments, such as the Bubble Bumble and Musical 
Desk by Zhou et al. [12].  
 
Also, interactive computer music researchers and artists 
such as Wayne Siegel have explored the possibility of 
creating real-time interaction with music pieces, as 
exemplified with Wayne Siegel’s “Music for Wind” and 
“Movement Study” performances in which wind speed 
and direction control the music and dancer movement 
control the music [10].  
 
Other artists and researchers have explored similar 
concepts, developments and performances with 
interactive computer music and movement control of 
sound. The work that we present here on RoboMusic 
distinguishes itself from such related work in the 
inspiration from and exploitation of different strands of 
robotics to create intuitive interaction with robotic 
instruments for both audience and composer, and to 
create musical compositions as robotic behaviours as 
known from the behaviour-based robotics. 
 
In many cases of related work, a well instructed 
professional dancer or musician has to control the 
interactive devices, and the professional musician or 
dancer has to do so in a precise way in order to create a 
musical response which is pleasant for the audience. On 
the other hand, the RoboMusic is taking advantage of the 
work in human-robot interaction to create a seamless 
interface for any non-expert human user to make pleasant 
run-time manipulations of musical pieces.  
 
 
RoboMusic 
 
RoboMusic defines a novel genre of music. In 
RoboMusic, music is composed using robotic 
instruments, music is recorded based on playing robotic 
instruments, and concerts are performed with robotic 
instruments. 
 
According to the definition above, a robot is defined to 
be a programmable machine that by its interaction with 

the surrounding environment autonomously can perform 
a variety of tasks, and its behaviour is different from a 
computer program by the interaction with the 
environment through sensors and actuators. Hence, a 
robotic instrument is programmable instrument that by its 
interaction with the surrounding through sensors and 
actuators can be used for playing a variety of tunes. 
Through communication, robotic instruments can be used 
together to orchestra an ensemble. If left untouched by 
human (or environmental) interaction, the robotic 
instrument will behave with its own performance 
composed by the music artist. When a human or other 
environmental subject interacts with a robotic instrument, 
the instrument may change performance from its normal 
autonomous behaviour.  
 
The artistic and technological challenge of the music 
artist is to compose baseline behaviour of the robotic 
instruments and compose the behavioural response to 
interaction by human musicians. The music artist is 
transformed from a composer of static music tunes to a 
developer of robot behaviours – behaviours that are 
expressed by the robotic system as music pieces. Music 
compositions are transformed from being static to 
become dynamic; music compositions are transformed 
from being static nodes to become robotic behaviours.  
 
A RoboMusic concert is performed with robotic 
instruments, and changes the concept of live concerts by 
inviting the audience to interact with the band’s 
instruments themselves and thereby guide the live 
performance of the music themselves. The audience is 
actively engaged in the performance of the music of their 
concert, and their interaction with the robotic instruments 
guide the robotic behaviour and thereby creates a unique 
live concert performance that change from concert to 
concert depending on the behaviour of the audience. 
Each RoboMusic concert is a unique live performance. 
The music artist has composed the baseline, and the 
audience is manipulating the robotic instruments to allow 
the robotic behaviour to change, and thereby the music 
tune to diverge. For the audience, the concert form has 
changed from passive listening to active participation in 
playing the concert. 
 
 
Behaviour-based RoboMusic composition 
 
Behaviour-based robotics [1] can be used to create easy 
access and manipulation of complex technology by non-
expert users, and therefore becomes an appealing 
technology for creating RoboMusic, in which both 
musicians and audience with no robotics/technology 
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knowledge should be able to manipulate the robotic 
instruments in an easy and straightforward manner. 
 
Interaction between human and traditional robotic 
systems can be problematic, as the traditional robotic 
systems often perform repetitive actions in a restricted 
environment, whereas human interaction often is 
characterised by novel ways of interactions, which 
creates an ever changing environment (which should be 
the case with RoboMusic live concerts). Therefore, 
traditional robotic system methods and technologies are 
often difficult to apply in situations and applications 
where the interaction plays a major role. So we 
developed a new kind of user-guided behaviour-based 
robotics (e.g. [3]) and applied this method to many 
robotic systems, such as manipulative robotic 
technologies, mobile and humanoid robots, etc. in order 
to investigate how non-expert users could develop their 
own complex robot behaviours within very short time 
(e.g. 30-60 minutes) with no prior knowledge to the robot 
technology. For instance, the robotic building block 
concept allows us to develop ‘programming by building’, 
which, for instance, allow African school children and 
African hospitalised children with no a prior knowledge 
whatsoever about IT, robotics and technology to develop 
their own electronic artefacts [5].  
 
The behaviour-based robotics approach (and in general 
the embodied artificial intelligence approach [8]) puts 
emphasis on placing the robot/system in the real, physical 
environment and utilise the characteristics of the real 
world in the development of the intelligent system. The 
resulting control systems provide a close loop between 
environmental stimuli and actuation in the environment 
through the use of primitive behaviours executed in 
parallel and coordinated to provide the overall behaviour 
of the system. So, the overall behaviour of the system 
becomes the emergent effect of the interaction with the 
environment and the coordination of the primitive 
behaviours. The task of the system designer becomes to 
design the correct primitive behaviours and to set up the 
primitive behaviours in the right manner to allow the 
desired, overall behaviour to emerge as the interplay 
between the primitive behaviours. With the same 
primitive behaviours, the designer may be given the 
opportunity to design many different overall behaviours 
of the system, depending on the designer’s selection and 
set up of the primitive behaviours [4]. 
 
Therefore, in RoboMusic, the design challenge becomes 
to create primitive robotic behaviours and to coordinate 
these primitive behaviours in order for the music piece to 
emerge as the coordination of primitive behaviours. 
Thereby, a music composition emerge from the way the 

composer, musicians or audience interact with the robotic 
instruments that provide the primitive behaviours.  
 

 
Figure 1. The behaviour based robotics approach. 
 
Each robotic instrument is used to trigger a particular 
primitive behaviour (Behaviour 1, Behaviour 2, … , 
Behaviour N on Fig. 1) dependent on the interaction 
(Sense on Fig. 1) with the instrument(s). In RoboMusic, 
the primitive behaviours can be anything from a volume 
or a cut-off to a small sequence of tones. The music 
composer designs the way in which the primitive 
behaviours that are triggered should interact with each 
other (Coordinate Act on Fig. 1).  
 
Hence, as is the case when designing behaviour based 
robots such as mobile robots, the robot designer (in this 
case the music composer) designs the primitive 
behaviours and the coordination scheme. And, as is the 
case with user-guided behaviour based robotics, if non-
expert users (e.g. live concert audience) are supposed to 
manipulate and become creative with the systems, it is 
crucial that the designer (music composer) creates 
primitives on a fairly high abstraction level that allows 
the non-expert user to understand and have positive 
feedback from the human-robot interaction within a very 
short time frame (seconds in the case of live music 
concerts). 
 
Therefore, we initially created understandable robotic 
instruments and primitives. The instruments used to play 
the music include interactive mats that measure touch, 
rolling pins that measure rotational acceleration, and 
light&sound cylinders that measure distance (of a 
person/hand). Such features as pressure, rotational 
acceleration and distance are used to trigger primitive 
behaviours which include variations in resonance, cut-
off, volume and pan of musical tracks in the musical 
composition.  
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Experimental set-up and test 
 
For the first RoboMusic concert (Robo[rave] in Odense, 
Denmark on 15/9/2006) and for the recording of the 
Funkstar De Luxe album “No Man’s Planet”, we 
developed three kinds of robotic instruments, primitive 
behaviours and coordination. 
 

 
Figure 2. Two Rehab Tiles and a RollingPin used as 
robotic instruments.  
 
The system we made for this purpose is composed by 
three elements: 

1. Device with MIDI in/out features (E.g. PC with 
Cubase or Keyboard) 

2. MIDI controller box (MCB) 
3. Robotic instruments 

 
The robotic instruments communicate with radio 
communication (Xbee) to the “base station” where the 
coordination is taking place (see Fig. 3 and Fig. 4).  
 

 
Figure 3. Concert set-up. 
 

For the particular concert, 10 robotic instruments were 
used: 2 RollingPins, 2 Light&Sound cylinders and 6 
Rehab Tiles. The Rehab Tiles were divided into two 
main groups with the same ID number. This implies that 
3 tiles mimic each other. This is mainly done for 
robustness of the system. There is not implemented any 
additional transmission reliability or robustness other 
than the default mechanisms in the Xbee protocol (which 
may be necessary in future concert environments). The 
setup used for the Funkstar De Luxe concert is illustrated 
in Figure 3. The instruments can be activated or 
deactivated by MIDI control commands. This can be 
done from any MIDI device connected to the MCB that 
respects the implemented protocol.  
 
The command control sequence is illustrated in Fig. 4 
where a MIDI device1 activates an instrument by sending 
a command on a MIDI channel. Furthermore, the MIDI 
Controller Box defines control numbers for input and 
output (e.g. 24 and 54 respectively).  
 

 
Figure 4. Control flow diagram. 
 
The robotic instruments were developed by modifying 
modular robotic tools designed specifically for the 
purpose of supporting dynamic configurations of the 
environment, initially utilized in physiotherapy with 
cardiac patients and in dementia treatment [6]. We used 
inspiration from modular robotics to develop three 
different kinds of tools, namely the Rehab Tiles, the 
Light&Sound Cylinders and the RollingPins. According 
to the robotic building block concept used in some 
modular robotic work [4, 5, 6], a building block needs to 
have a physical expression and should be able to process 
and communicate with its surrounding environment, 
where the communication with the surrounding 

                                                 
1 In this particular case the MIDI device is a Laptop 
running Cubase 
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environment can be through communication to 
neighbouring building blocks and/or through sensing or 
actuation.  
 
The Light&Sound Cylinders and RollingPins were 
initially developed for the non pharmacological 
therapeutic treatment and were designed to allow very 
easy and understandable physical operation by dementia 
affected patients and therapists (see [6] for details), and 
likewise the Rehab Tiles were initially developed for 
physiotherapeutic rehabilitation, e.g. of cardiac patients, 
with an easy interface for both therapists and patients. 
  

    
 

 
Figure 5. Light&Sound Cylinder, RollingPins and Rehab 
Tile.  
 
In all cases, the modular robotic units were modified to 
become robotic instruments by allowing them to use 
Xbee radio communication to the MIDI Controller Box, 
see figure 3,4. Hence, the musical composition can radio 
communicate with the robotic instruments and for 
instance control the robotic instruments to light up in 
different colours, patterns and intensities according to the 
kind of human interaction which may be possible or 
desirable at a given point in time during the music 
composition. For instance, the musical composition (or 
the composer) may send a signal to a robotic instrument 
to blink in red, which may be understood by a human 
player as the signal that it is possible to increase a 
volume by interacting with the instrument. 
 
When a robotic instrument receives an input from a 
human player, it will trigger a primitive behaviour. The 
three kinds of robotic instruments developed here have 

the following possibilities for receiving input from a 
human player:  
 

1. Light&Sound Cylinders contain a ultrasound 
sensor that measures the distance to a reflection, 
e.g. from a hand moving up and down over the 
Light&Sound Cylinder 

2. RollingPins contain an accelerometer and a 
gyroscope to measure angle and rotational 
speed, e.g. when a human player is rolling the 
pin 

3. Rehab Tiles contain a force sensitive resistor to 
measure the force of pressure, e.g. when a 
human player puts a hand or foot on the tile 

 
And all three kinds of instruments produce output in the 
form of coloured light in different patterns and radio 
communication of primitive behaviours to the MIDI 
controller box for further coordination (see fig. 3). 
 
In general, it is possible to view the standard musical 
composition as a baseline robotic behaviour, and the 
interaction with the robotic instruments as triggering 
deviations from the baseline behaviour. Therefore, the 
task of the music composer is to create the “standard” 
behaviour when there is no interaction with the robotic 
instruments (i.e. the normal “static” music piece), the 
primitive behaviours of the individual robotic 
instruments and the coordination that defines the 
influence of the human players on the “standard” 
behaviour. 
  
In the case of the first RoboMusic live concert with 
presentation of the Funkstar De Luxe album “No Man’s 
Planet”, we (i.e. the artist Funkstar De Luxe) designed 
when and how the audience could interact with the 
robotic instruments, the form and limits of primitive 
behaviours, and how they would be coordinated. 
 
To keep things simple for the first live concert, the 
robotic instruments would trigger primitive behaviours 
being volume control, cut-off, pan, and resonance – but 
only when the robotic instruments were active, as 
signalled in the standard musical composition with 
different MIDI signals that would actuate the robotic 
instruments to turn on and off their lights in different 
colours and patterns. In those intervals, the audience were 
allowed to interact with robotic instruments, and the 
interaction pattern would define parameters in the 
primitive behaviours, e.g. the volume of a particular 
channel in the musical composition. 
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Figure 6. The RoboMusic live concert set-up, with 
Funkstar De Luxe and his control station in the center, 
and the robotic instruments on the left and right side of 
the stage. 
 
The art of the music composer is to design the primitive 
behaviours and their limits (in time and form), so that the 
human player (e.g. audience) interactions with the robotic 
instruments provide deviations from the standard music 
piece in a manner that is at the same time improvisational 
and controllable – i.e. improvisational in the sense that 
the human player (audience) should be able to create a 
unique version of the music piece, and controllable in the 
sense that the deviations provided by the coordination of 
the primitive behaviours should in all cases manipulate 
the standard music piece in a manner that it is guaranteed 
to provide a pleasant music piece according to the art of 
the composer.  
 
The first RoboMusic live concert was played as part of 
the Robo[rave] concert during the Robots at Play Festival 
(www.robotsatplay.dk) in Odense, Denmark on 
15/9/2006 – a concert that also featured percussion music 
by Gil Weinberg, Scott Driscoll and their Haile 
drumming robot. The RoboMusic performance was the 
inauguration live concert of the Funkstar De Luxe “No 
Man’s Planet” album, and audience were allowed to enter 
on both the left side and right side of the stage where the 
robotic instruments in the form of RollingPins, 
Light&Sound Cylinders, and Rehab Tiles were placed 
(see figure 6). Documentation of the effect of the 
audience interaction with the robotic instruments and the 
music can be seen and heard on the concert video 
available on [9].  
 
The same RoboMusic system was used to record several 
tracks on the Funkstar De Luxe album “No Man’s 
Planet”.  
 

Conclusion 
 
We developed the concept of RoboMusic based upon the 
use of modern artificial intelligence and behaviour-based 
robotics to allow live music to emerge as the 
coordination of primitive behaviours. We thereby 
transform the role of the music composer to become a 
composer of robotic/music behaviours. In order to test 
the concept, we developed three kinds of simple robotic 
instruments, and tested the system with the development 
of the Funkstar De Luxe album “No Man’s Planet” and 
the inaugural live concert when the audience was invited 
on stage to perform together with Funkstar De Luxe by 
interacting with the robotic instruments. 
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Abstract 
 
The need of defining a multiple, multifaceted and 
Polymorphic Intelligence concept comes up as a possible 
answer to many ‘false’ paradigms and philosophical and 
conceptual orientations that, recently, pervade many 
research fields, as psychology, pedagogy, literature, art, 
and, of course, science, technology and A.I. 
Indeed, in this exact moment of human history, it 
becomes necessary to clarify with a strong theoretical 
construct in which relationships are machines and 
humans, without compromises. We need to free our 
thoughts from ambiguities and face a new definition of 
mind and intelligence. 
The first step to take consists in burring the idea of 
human-machine interaction or interaction design – 
basically these two terms are out of times – to  move on 
and start thinking of a human-machine interrelation.  It 
has become necessary to abandon the scheme that the 
constructive (and, symmetrically, destructive)  
intelligence is an exclusive prerogative of the humans 
(or, more in general, biological), to fully recognize, 
admit, and capacitate ourselves that artefacts are able to 
create, to express a real collaborative and/or competitive 
force and to produce ideation, inspiration and to 
contribute to the wealth of ideas that are about to take 
part of our own world, and our own existences. 
 
Introduction 
 
Being conscious of our own final goals is one of the most 
important rule to follow to achieve good results while 
conceiving and implementing ideas.  On the opposite, it 
is our feeling that for much too long A.I. researchers and 
experts when focusing on ‘how to make a machine 
intelligent’ or ‘intelligent as humans and other life forms 
are’ have been keeping in their mind the “wrong” target. 
It is not a case, indeed, that the word intelligence, itself, 
has gained dozens additional meanings and has had to 
incorporate so many extra aspects (either in psychology, 
literature and science) that today one could almost 

rename it as “everything”. Of course, this overall 
tendency is not as good as we would expect since it is 
leading to a neutral and senseless portrait of what, on the 
opposite,  should be the core-business of our 
philosophical and technological research.  
Further, and more specifically, in the robotics and AI 
fields the inheritance of old paradigms, ideas and 
approaches seems to be strangling the upcoming needs 
for a new definition of human-machine interaction based 
at the moment on a sort of human-machine extraneity.  
Unfortunately, these ideas originated from few, but very 
popular, scientific, philosophic and artistic theoretical 
constructs has been simply prejudicing and  polluting the 
entire  domain of human thought and the way we’ve been 
thinking about intelligent artefacts in the last century.  
 

 
 
Figure 1. One of the first editions of the famous Isaac 
Asimov’s I, Robot [2]. 
 
Amongst all, the most dangerous and mining were those 
theories popping out of the Turing’s [1], Asimov’s [2], 
Orwell’s [3] manuscripts where, paradoxically, the 
distance between humans and machines is thought as 
absolute. Their notion of machines (and therefore 
machine-intelligence) is of a somehow isolated external 
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device, while the relationship they thought we could 
build is extrinsic, either physically and mentally. In our 
opinion, such an idea is to be demolished because 
generates a conceptual and structural approach to 
machine-thinking disintegrated to what is to be 
considered the human specie evolution. Indeed, since 
years now, humans and machines share the same spaces 
either physical and geographical, or cerebral and virtual 
and, in other words, machines are an integrated part of 
our Ego or, at least, part of our own world and everyday 
life.  
 
To overcome the old way of thinking modern artifacts it 
seems to be necessary to step back to old schemata 
typical of Oriental, Indian or Native American cultures 
and integrate them with most recent western 
psychological and philosophical theories like those 
postulated by G. Bateson [4] in  “Steps to an Ecology of 
Mind”, or by J. Gibson [5] in “The ecological approach 
to visual perception”, theories that can be seen as the 
bases for “Ecological Psychology” [6] or ”Environmental 
Psychology” [7]. In short, the idea that lays behind these 
theories is that the whole world takes part in our own 
computational brain, and intellectual potentialities, and is 
an important component of our motor and sensory 
systems. If so, it would become essential for those who 
deal with AI and Robotics to inherit the Bateson’s [4] 
principle for which the “blind man stick is part of his 
sensory-motor system of his brain associative areas, and 
of his mind”, and facing the idea that artefacts might be 
integral part of our abilities of elaboration, besides 
perception and action. Of course, this has been true for 
centuries but, recently, also thanks to the IT 
sophistications and worldwide information digitalization, 
is becoming unequivocal.  

  
Indeed, while modern Psychotechnologies [8] 
differentiate from the traditional ones -  motor (e.g. 
bicycle) and sensory (e.g. telescope) – and accordingly 
with the famous De Kerckhove [9] classification, include 
radio, television (i.e. connectivity) and, overall, 
computers and Internet (i.e. interconnectivity) it is to be 
noticed that nowadays many automations, more than an 
integrative processes, are pervasive ones or, even  
further, are substituting human cognitive process, even at  
high-level, like for example creativity and problem 
solving.  
 
Now, although all of that has become truth it seems that 
we are not fully conscious of the changes that are taking 
place, and while we easily understand that the mobile 
phones agenda are replacing part of our long-term 
memory functionality we find it harder to catch how the 
famous “cut&paste” or “undo” or “T9text input”  are 

changing the way we write and, therefore, think and 
communicate. In short, the symbolic system we are 
inheriting by the electronic culture is affecting our minds 
and is likely to engrave up to the revolution of our entire 
semeiotic system.  
 
In addition, elements like hypertexts, global searches, 
internet maps, GPS, wearable computers, autonomous 
robotics, and so on represent an increasing number of 
functions the biological brain is enriched with and, in 
parallel, delegating to machines. In other words, these 
artifacts are the witnesses of the idea of restructuring to 
which the same brain is pushed to, while they also 
represent the increasing level of “dependency” the human 
intelligence is destining to machine themselves. One 
practical example might be seen in the recent growth of 
such disciplines as Psychogeography  [10] (i.e.: how to 
create geographical maps linked to humans emotional 
experiences) or tools like Brain Training [11].  
 
Essentially, intelligence as doubled its evolution speed 
and hugely enlarged its domains. That’s happening 
because, besides the natural genetic evolution, 
intelligence is evolving as definition as well.  This is due 
to both the power the new technological achievements to 
improve our ability of self observation (and self-
consciousness), and to the fact that our minds are 
themselves influenced  by the advent of “intelligent” 
artifacts. Indeed, as G. Rizzolati pointed out with is 
Mirror Neurons [13] theory humans mostly learn by 
imitation. Of course, we all - computer scientists, AI and 
Robotics experts – use that knowledge to apply it to 
machine learning, but we must notice that by doing so we 
have initiated a never ending loop in which learning and 
teaching is somehow simultaneous (in terms of a society 
extended to intelligent machines). These facts, are taking 
us straight to the first forms of hybridized intelligences. 
Last but not the least, intelligence evolves in a new 
dimension since the latest artificial apparatuses have 
started creating intelligence, thinking and metacognition, 
themselves.  
 
To summarize, if on one side it is very easy to predict 
that - as affirmed by the lucid Alexander Chislenko’s 
analysis [12] - “the ability of future machines to directly 
share experiences and knowledge with each other will 
lead to evolution of intelligence from relatively isolated 
individual minds to highly interconnected structural 
entities” and that “the development of a network of 
communicating mobile and stationary devices may be 
seen as a natural continuation of biological and 
technological processes leading to a community of 
intentionally designed and globally interconnected 
structures”, on the other hand, what is much harder to 
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comprehend to us is that the human brain is not 
extraneous to all of that but, on the contrary, it gets 
deeply influenced by A.I. in action. Part of that is what 
we can call the Polymorphic Intelligence. 
 
 
Polymorphic Intelligence 

As far as we know, humans are the most “intelligent” 
organisms since their brain functions are complex and 
sophisticated at the very same time. Indeed, when in 
Frames of Mind [14] the psychologist and neurologist 
Howard Gardner tried to define intelligence he came out 
with seven different substructures: 

1. Linguistic intelligence (sensitivity to spoken and 
written language);  

2. Logical-mathematical intelligence (the capacity to 
analyze problems logically, carry out 
mathematical operations, and investigate issues 
scientifically);  

3. Musical intelligence (encompasses the capacity to 
recognize and compose and perform music);  

4. Bodily-kinesthetic intelligence (the potential of 
using one's whole body or parts of the body to 
solve problems);  

5. Spatial intelligence (the potential to recognize and 
use the patterns of wide space and more confined 
areas);  

6. Interpersonal intelligence (the capacity to 
understand the intentions, motivations and desires 
of other people);  

7. Intrapersonal intelligence (the capacity to 
understand oneself, to appreciate one's feelings, 
fears and motivations). 

Certainly, also thanks to such a refined biological 
evolution of their computational functions it has become 
possible to human beings to reach an high level of social 
and technological evolution that, only recently, is flowing 
to such a stage that might be defined as the intelligent 
machines age.  Amongst us few great artists  (e.g. W. 
Shelley [15]; G. Orwell [16]; P.K. Dick [17]) , many 
years ago, envisioned we were about to get to this point 
and consequently depicted a possible scenario to try to 
prevent the  moral and the ethical decay of our societies 
and specie. In particular, Asimov [2] who tried to define 
the three famous A.I. constrains: 

1. A robot may not injure a human being or, through 
inaction, allow a human being to come to harm. 

2. A robot must obey orders given it by human 
beings except where such orders would conflict 
with the First Law. 

3. A robot must protect its own existence as long as 
such protection does not conflict with the First or 
Second Law. 

So, while artists were anticipating crucial philosophical 
goals for the future human-machine relationship, on the 
other side, many different scientists were defining 
practical objectives. Amongst them a special mention 
goes to A. Touring who tried to define through the 
famous Turing Test [1] the meaning of A.I. 

1. A human judge engages in a natural language 
conversation with two other parties, one a human 
and the other a machine; if the judge cannot 
reliably tell which is which, then the machine is 
said to pass the test. 

For what came later all these conceptual paradigms were 
very significant for any further theoretical development 
and worked as lighthouses for thinking about AI. 

Despite that, as it often happens in the history of ideas, 
what was a fundamental and inspiring landmark in the 
past might represent an obstacle for further evolutions, 
and, most likely, either Asimov’s and Turing’s (and other 
authors) principles today are still being followed too 
much and believed, while they actually seem to be fully 
out of time.  

 

Figure 2. The Atron modules [20]. 

Things have changed because, since then, the definition 
of AI itself has changed. Indeed, it is clear how the 
Touring Test has been surmounted and AI is moving 
towards the idea of Collective Intelligence - e.g. Swarm 
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[18], Boids [19] – as well as that robotics is moving away 
from the basic concept of mono-shaped body structure 
and the ‘prison’ of its canonical aspect – e.g. Atron [20], 
RoboMusic [26]. 

Even more, A.I. has started opening to  such problems 
like interfacing humans, hence taking us to a 
Polymorphic Intelligence state where Artificial 
Intelligences deeply interacts with biological ones. This 
is occurring at all levels. In virtual worlds (SecondLife 
[21], Gazira Babeli [22] and Marco Cadioli [23]) in real 
world (MipTiles [24], I-BLOCKS [25], RoboMusic 
[26]), and in mixed realities (Stelarc [27];  Talkers [28]; 
Ambient Addition [29]). 

 

Figure 3. Stelarc [27]. ExoSkeleton 

In other words, what is happening is that we cannot point 
at A.I. as the result of a single, linear artificial process 
but, on the opposite, the new picture tells us of a 
multidimensional non-linear process which is difficult to 
handle and, more or less, impossible to fully control. 
Things get even more complex when, instead of the old 
fashioned interactivity (i.e. the switch on 
activate/deactivate rule) we insatiate a run-time multi 
interactive dynamic (i.e. interrelation) with a single 
‘specie’ of AI artefacts or even “worse” a multitude of 
them, simultaneously. Obvious  enough, the outcome is a 
scenario  where the Asimov’s laws largely looses sense 
since machines themselves are loosely controllable (i.e. 
often dealing with non-linear maths and non-complete 
problems) and largely interconnected and therefore non 
directly responsible of the general system outputs. In this 
perspective,  we both need to renew our methods and 
move from the idea of Human-Machine Interaction (or 
Interaction Design) to the concept of Human-Machine 
Interrelation where the basic principles of interactivity 

are a bit more aleatory or, at least, less predictable and, 
even more important, are completely different from what 
we have been dealing with in the past, since the 
interactive procedure moves from a one way to a 
bidirectional intelligence flow.  

Indeed, what we will call here the Imitational 
Intelligence, a factor, neglected by the Howard theory 
[14] but indirectly consecrated by the Rizzolati’s recent 
discovery, seems to be a crucial issue that must be taken 
into consideration and that will play a large role in future 
human-machine theories. Theories that, inevitably so, 
will lead us towards a new conceptualization of the 
meaning of Intelligence as a domain hybridized by 
machine and therefore Polymorphic.  

Conclusion 
 
When looking at all ideas and definitions of AI and 
Robotics of the last centuries it becomes evident that 
there is something wrong regarding the philosophical 
approach that has been developed in the so called 
machine (or android, or cyborg, or robot) thinking. What 
seems to be missing is the idea of feedback that machine 
intelligence impose to biological intelligence therefore 
creating brand new forms of intelligence (either natural 
and artificial) that we define as Polymorphic Intelligence 
and that might be leading the way we will approach AI in 
the next future.    
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Abstract 
 

 For patients who have early signs of hip 
joint disease resulting from structural abnormality, 
various surgeries for correcting abnormal stress 
distribution can be useful to prevent the progression 
of the disease. However, it is difficult to confirm the 
optimal procedure of surgeries. To deal with this 
problem, we devised a computer program to support 
preoperative planning. Hip images obtained by 
computed tomography were loaded into our program, 
and a three-dimensional voxel model was created. 
Then the pressure distribution of hip joint was 
analyzed with a rigid-body spring analysis 
(computational non-linear mechanical analysis). This 
system has a module for performing virtual surgeries. 
This program allows the hip joint mechanics to be 
evaluated easily, so that the advantages and 
disadvantages of various surgical methods could be 
examined biomechanically prior to surgery. However, 
this system has several problems that should be solved 
in the near future.  
 
 
1 Introduction 

 
For patients who have early signs of hip joint 

disease resulting from structural abnormality, various 
surgeries for correcting abnormal stress distribution 
can be useful to prevent the progression of the disease. 
To correct this condition, periacetabular osteotomy is 
frequently performed [1, 2]. This osteotomy involves 
cutting of the bone around the circumference of the 
acetabulum and moving the osteotomized acetabular 
fragment to increase the coverage of the femoral head. 
It is believed that these procedures have a sound 
theoretical basis, but it is difficult to confirm the 
optimal transposition of the osteotomized acetabular 
fragment. Conventionally, plain X-ray films have 
been used for preoperative planning. Recently, 
three-dimensional computed tomography has become 
available for assessment of the hip joint 
preoperatively [3]. As mentioned previously, the aim 
of acetabular osteotomy is to improve mechanical 
condition of the hip joint. Therefore, it is desirable to 
include mechanical assessment of the hip joint in the 
preoperative planning. To deal with this problem, we 

devised a computer simulator to support preoperative 
planning. 

 
2 Methods 
      
     This computer simulator is composed of two 
parts (with three programs):  Data Preparation part 
and Mechanical Analysis /Virtual Osteotomy part. All 
of these programs were written by one of the authors 
with Visual C++ (Microsoft, Redmond, WA). 
    Images of the hip joint were obtained with 
computed tomography. Image data from each slice 
were stored as a 320 x 320 or 512 x 512 matrix and 
then were loaded into our program. A threshold was 
set to distinguish the bones from the other tissues. The 
program reconstructed automatically the pelvis and 
the femur as a voxel model (Fig. 1). The joint surface 
could not be determined automatically by this system, 
so joint lines were delineated using a mouse and the 
joint surface was reconstructed as a polygonal model. 
Figure 2 shows views of the femoral head and the 
joint surface. 
 
Fig. 1 

 
 
Fig. 2 
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For mechanical analysis, the joint contact 
pressure distribution was calculated using the 
rigid-body spring method of Kawai (computational 
non-linear mechanical analysis) [4]. The articular 
surface is assumed to consist of numerous small 
triangular planes. Each plane has one normal spring 
and two shear springs. These springs connect 
components of the joint articulation system that are 
assumed to be rigid elements. 

 
Formulation of a rigid-body spring model 

In addition to the global coordinate system (X, Y, 
Z), a local coordinate system (x, y, z) was also 
considered on every contact triangle (Fig. 3). Two 
rigid elements (G1, G2) contact at triangle ABC. An 
arbitrary point P (XP, YP, ZP) on triangle ABC moves 
to P1 and P2 after loading (Fig. 4). Because of the 
rigid body assumption, the displacement vector, UP, of 
point P on the contact surface of bodies 1 and 2 
moving to P1 and P2 can be expressed as a function of 
the displacement of the selected reference point UG : 

UP=[Q]UG (1)     
where 
 
   UP=[UP1,VP1,WP1;UP2,VP2,WP2]t 
 
UG= 
[UG1,VG1,WG1,θG1,φG1,χG1;UG2,VG2,WG2,θG2,φG2,χG2]t 
 
and the transformation matrix 
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where (XP, YP, ZP), (XG1, Y G1, Z G1) and (XG2, Y G2, Z 

G2) are the coordinates of point P, reference point G1 
and reference point G2, respectively, based on the 
global coordinate system before deformation. 
 
      For each contact area, transformation from the 
global coordinate, UP, to the local coordinate, up, was 
achieved through the transformation matrix R :  

uP=[R]UP  (2) 
where 
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and l1, m1, n1, l2, m2, n2, l3, m3 and n3 are directional 
cosines between (x,X), (x,Y), (x,Z), (y,X), (y,Y), (y,Z), 
(z,X), (z,Y) and (z,Z), respectively. 
 

The relative displacement between the matched 
points P1 and P2  was : 

 δ=[δsx,δsy,δn]t=[M]uP
 (3) 

where 
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and δsx,δsy and δn represent the components 
tangential and normal to the contact surface. 
 

Combining equations (1),(2), and (3), the 
relative displacement vector δ is expressed as 
follows : 

δ= [M][R][Q]UG=[B]UG 
 
Denoting the stiffness constants of normal and shear 
springs by ksx,ksy and kn ,the stored strain energy, W, 
is : 
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and integration is performed on the contact area. 
 

According to the principle of minimum 
potential energy, the external force, F, which is related 
to the member stiffness matrix, [K],  was calculated 
as follows : 
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Fig. 3 

 
 
Fig. 4 

 
 
Algorithm 

At the joint contact surface, tensile stress cannot 
be transmitted. If tensile force is applied to the hip 
joint, the acetabulum and femur easily become 
separated. The rigid-body spring model can easily 
simulate these mechanical characteristics. After the 
initial stiffness equation was solved to determine the 
stress distribution, inadmissible solutions for the 
spring, such as tension on the joint surface, were 
removed from the model by subtracting their member 
stiffness matrices from the global stiffness matrix and 
then repeating the process until no inadmissible 
stresses were detected. 

 
Modeling of Hip Joint 

The reference point for the pelvis was set as the 
center of the body, and the reference point for the 
femur was the center of the femoral head. All 
displacements of the femur were constrained and the 
load was applied to the acetabulum. The applied load 
was based on the hip contact force reported by 
Bergmann [5] during the one-legged stance phase of 
the normal walking cycle at 3km/h walking velocity. 
Amount of force was 3.3 times the body weight and 
the components of loading vector are backward: 0.11, 
inward: 0.44, downward: 0.89.      
 

Osteotomy simulation 
Osteotomy simulation is conducted by cutting 

the bone and by moving the acetabular fragment on 
the computer. In this software, the cut surface can be 
chosen among the flat plane, cylindrical surface and 
spherical surface. The osteotomized fragment of the 
bone can be rotated and/or translated as needed.  

In the simulation of the rotational osteotomy of 
acetabulum, the first step is to choose the acetabulum 
as a target bone, and the second step is to choose the 
spherical surface as a cut plane. The third step is to set 
the cut plane at the osteotomy site and cut the 
acetabulum (Fig. 3), while the final step is to move 
the osteotomized acetabular fragment and the articular 
surface. In this study, the diameter of the cut plane 
was 40mm and the center of the cut plane was set at 
the center of the inscribed sphere to the acetabulum. 
To determine the optimal transposition of the 
acetabular fragment, a peak pressure was calculated 
for every 5 degrees of rotation of the acetabular 
fragment. 
 
3. Results 
 
     Figure 5 shows an original contact 
pressure distribution of the example case that 
was shown in Fig. 1and 2.  
 
Fig. 5 

 
 

Virtual osteotomy was performed in this patient. 
The osteotomy is shown in Figure 6. The osteotomy 
plane for the pelvic bone was spherical with a 40-mm 
radius. The acetabular fragment was rotated 25 
degrees anteriorly and 15 degrees laterally. This 
increased coverage of the femoral head caused 
decrease in the peak pressure and the pressure 
distribution became less unequal (Fig. 7). 

The peak pressure was predicted to decrease to 
2.28 MPa from a peak pressure before operation of 
4.03 MPa.  
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Fig. 6 

Fig. 7 

 
 

Figure 8 shows the peak pressures that were 
calculated for every 5 degrees of rotation of the 
acetabular fragment. The peak pressure was lowest 
with 25 degrees of anterior and 15 degrees of lateral 
rotation. However, low peak pressure zone spread 
from 15 to 25 degrees anterior and from 15 to 20 
degrees of lateral rotation. 
 
Fig. 8 

 
 
4. Discussions 
 
Klaue et al. reported a computer program that could 
simulate the coverage and the congruency of pelvic 

osteotomy for preoperative planning [3]. Their 
program could only show the relationship between the 
articular surface of the acetabulum and the femoral 
head three-dimensionally. Our simulator program is 
more advanced and also incorporates a mechanical 
analysis module to predict the results of osteotomy [6, 
7]. 
     In the actual operation, osteotomy cannot be 
performed exactly as planned at the present time. 
However, computer navigation systems and robotics 
are continuously improving. If this program will be 
linked to computer navigation system, it will become 
more useful to determine the most appropriate 
treatment method for coxarthrosis with acetabular 
dysplasia. 
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Abstract 

 
  The presentation is here to make a technical walk 
through to the most recent initiatives in healthcare 
technology INSERTS predominantly in European 
Union Countries. We may penetrate on bio-materials 
and Implants. 
 
Early adopters of new technologies require both 
innovative product partners and clinical teams. With 
this in mind, a group of leading-edge researchers, 
forward-thinking clinical experts, and innovative 
product partners have formed the Healthy Aims 
Consortium. They have chosen a range of implants and 
diagnostic equipment to demonstrate how key Micro- 
and nano-systems technology components and 
processes can be developed and integrated into new 
products. To rapidly demonstrate technology 
integration, some products have been chosen which can 
be designed, fabricated and prepared for clinical trials 
within few years. We reveal here the Functional 
Electrical Stimulation (FES) implant, an implant intra-
cranial pressure sensor system, retina and cochlear 
implants, and glaucoma, sphincter, and inertial sensors. 

 
Within this short speech, we could merely walk 
through the state-of-the-art; confirm technically the 
emerging need of engineering and human-body 
science-fusion; into the next-level of cross-cultural 
scientific body that could achieve the future 
“connected” smart systems, and or are rolling at the bit 
stream technology trajectory and the “free-sky”. 

   
 
 
 
 
 
 
 
 
 
 

1 INTRODUCTION 
 
The health care is a local and at the same time global 
conspiracy subject to handle. Mr. Bill Clinton, last 

President of the United States of America [2000], 
introduced the Medicare Bill that could not 
successfully passed as final Law enforcement at the 
Senate in the Capital Hill, at Washington, D.C.,US, and 
still it is hanging with Mr. George W. Bush’s cabinet, 
who lives his Offices as President at 2008. It is 
obviously a never-ending process on healthcare; now 
and tomorrow and no one wants to make any 
compromises to decision! Demand for nanotechnology 
in health care products will jump 48% annually 
through 2009, led by improved cancer and central 
nervous system therapies; based on solubilization 
technologies. Diagnostic tests focused on nanoarrays 
and quantum dots, and imaging agents conducted on 
superparamagnetic iron oxide nanoparticles; would 
also see strong growth. 
 
1.1 A study [1] analyzes the $ 906 million US market 
for nanotechnology in health care products. It presents 
historical demand data for 1999 and 2004, and 
forecasts to 2009, 2014 and 2020 by material and 
product (e.g., nanoparticles, nanoarrays, nanotubes, 
dendrimers); by application (e.g., pharmaceuticals, 
diagnostic products, medical supplies and devices); and 
by indication (e.g., cancer, central nervous system 
conditions, infectious and viral conditions). The study 
also considers market environment trends and 
indicators, details industry structure and profiles 73 
industry participants including Elan Drug Delivery, 
NUCRYST Pharmaceuticals, Quantum Dots, Bristol-
Myers Squibb, Dow Chemical, and GlaxoSmithKline1. 
 
1.2 This speech is not anticipated to be a large sum of 
paper supplies; except to show that a great number of 
studies that are not made any efforts to get there a road 
map on medical technology or policy; not to mention 
about the drivers and trend in medically used chemicals 
to human-body systems. The “Committee for Future,” 
consistently offered the plot with a sundry scenario on 
political-cum-financial prospective. A paper [Elina 
Savola, et.al. (2005)] produced last year in Finland; 
showing the global evaluation methods in medical 
practices and its footings. To land a real-touch-road-
map of the future; one needs  much more time and 
ground-to-earth studies, which, of course, is not 
expected due to either of the both or available monies.  

                                                 
1 Notes extracted from the publication Source of NIST, 
Gaithersburg, MD, USA. [2005]. 
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1.3 The Finnish government funding agency, [TEKES], 
beside the other European Union Countries; have 
conducted a “map-out project” on competitiveness and 
Healthcare. See figure below: 

ICE 2006, Jari Tam melaLIIM A PROJECT
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¾ Active electrodes are being developed to 
allow dense arrays with minimal wiring 

Technical System Boundaries

 
 
The figure [Salminen. V, 2005] shows above the broad 
boundaries that interleaving with several emerging 
technologies; and endless entities. 
 
2 ARTIFICIAL INTELLIGENTS IN HUMAN-
BODY-SYSTEMS 
 
2.1 The present era of Internet, people around the globe 
are searching ways to be happy and long living 
healthily. The legal instrument in some extent 
preventing or doing so; this is due to rejection of 
embryonic inserts or use. This is also a moral issue; to 
use or insert artificial intelligent into the human-body-
system [Pillai, B (2006). The implants; we now 
consider mainly for the teeth-based levels. While ago, 
we revolutionized with immense success; the Internet, 
wireless connectivity, handheld devices, and cell 
phones. Now “the-time” to-go; for the human health 
issues with; smart systems implants that could help an 
extended comfortable life to the elderly, chronic or 
otherwise sick and handicapped human-beings. We 
owe many thanks to our elderly citizens of the world 
who dedicated their expensive life to us now to flourish. 
We should now consider helping them to survive in 
guiding again to an extended success in healthy-life. 
 
 
 
2.2 Apparently we bump into several challenging 
obstacles; they are the following: 
 
• Microfabrication technology 
• Range of electrode and sensor capability for current 
and future applications 
• Challenge is to work with suitably biocompatible 
materials 
• Dense arrays that require microfabrication 
– New markets / devices (e.g. retinal) 

• Automation of processing which is very difficult / 
expensive by “conventional” means 
– Offers a key to substantially larger, valuable market 
(e.g. Cochlear) 
• Enables novel sensors (e.g. glaucoma, sphincter-
closure) 
 
3 ELECTRODES AND SENSORS  
 
3.1 In a generic thinking, electrodes and sensors are 
very sensitive in their surveillance due to the following 
reasons: Electrodes are; key to active implants –  
 

¾ They provide the interface to the body tissue 
¾ Applications range from short term <1day to 

entire life implants 

¾ Electrode is integrated to multiplex 
component  

 
3.2 The lifecycle is downscaled to meet eminent 
processes at the body system; and electrodes and 
sensors are therefore needed to be (see table) -  
 

 Long term  Short term  
 (electrodes)  (sensors)  
Macro Micro 
 
 (array)  Muscle 

stimulation 
Cochlear Retina  

Sphincter 
closure 
Glaucoma  

 
 
 

 
Table: Shows the long-term and short term 

applications. 
 
3.2 Let us take a quick at another smart device, that is; 
Retinal stimulator -  
• This requires a dense array of electrodes 
• This can only be made by microfabrication 
techniques. See the image – 
 
 

 
 

3.3 This is a fantastic stimulator. It has proven working 
perfectly though the microfabrication techniques are 
extremely high. In this application the electrode 
structure is very thin (10µm) and; 
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• The electrode tips are formed as truncated pyramids, 
 
• This improves the contact to the tissue.  
 
3.4 See also a couple of other images below – 
 
 
 

  
 

 
4 BIOMATERIALS & FUNCTIONAL 
INTERFACES 
 
4.1 Biomaterials and Functional Interfaces - exists to 
address the need for achieving optimal interface 
between implanted devices and the host tissues.  The 
active implants being developed within the Healthy 
Aims 2  project present considerable additional 
challenges over current devices owing to the 
integration of active electronics and multi-electrode 
arrays on flexible substrates.  One partner, QMUL, is 
developing biocompatible, flexible, and impermeable 
device coating materials to the product partners' 
specifications and evaluating their performance using 
cell-culture and other models of biocompatibility.  The 
other partner, INEX, is developing physical and 
biological surface treatments for electrodes that 
improve coupling with the target cells (primarily nerve 
cells) to eliminate much of the loss of efficiency with 
time currently seen in many implanted electrodes.  This 
is particularly important for the very small electrodes 
making up the complex stimulation arrays being 
developed within the project. A development roadmap 
has been produced and tasks allocated in consultation 
with others. Activity is now being focused on three 
materials developments at QMUL; polyurethane, 
primarily for the urethral device, modified silicones for 
the other devices and the application of diamond-like 
carbon to impart an impermeable yet biocompatible 
coating.  QMUL have also established detailed 
biocompatibility test strategies in partnership with the 
product partners.  Test methodologies have been 
developed and initial tests have been completed on key 
materials.  At INEX studies have focused on 
topographic surface modifications in relation to the 
behavior of mixed populations of cells. In addition a 
sophisticated and systematic approach to chemical and 
biomolecular surface fictionalization has highlighted 
the importance of specific chemical groups in the 
adhesion of cells to surfaces. 
 

                                                 
2  European Union Initiative, funded by the FP 6 

Framework Program, and is being continued unto 2010 
and beyond. 

4.2 It is mentioned earlier that the artificial intelligent 
inserts; are no longer an imaginary thinking; virtually 
they are already here. Ubiquitous and ambient system 
integration needs more accurate performance in 
experimenting; though it is a time-consuming effort 
that could yield the next generation healthcare 
technology for sure. At the beginning this presentation 
started in saying that the technical walk includes the 
glaucoma sensor development. This disease is affecting 
more than seventy million human-being around the 
globe. Leonard, et al [2006] reported in Dissemination 
Day at EPF de Lausanne, Switzerland that glaucoma 
sensor develops story and its successes. Human-being 
lost their retina cells due to excessive intraocular 
pressure (IOP) and also natural phenomenon that 
causes a gradual and irreversible loosing their vision 
leading to complete blindness, when not treated 
properly and timely. An image presented below the 
vision problem - 
 

 
 

4.3 The future wireless contact lens would be like the 
one shown below. This implant would create a new 
generation technology to sustain the health and sight. 

 
 

 
 
5 THE IMLANTS 
 
5.1 Latest implantable telemetric pressure 
measurements are aiming to monitor quality and 
functionality of therapeutic implants inserted; by 
simply invasive procedures. In order to reduce, the 
hospital stay of patients to a minimum number of days; 
implantable sensors for therapy control, integrated into 
commercial Tele-healthcare applications; provide cost-
saving option in monitoring, and allowing the patient to 
carry on participating their everyday life normally. In a 
wireless hybrid sensor system approach (Fig below) as 
described by T Eggers et al (5), the basic components 
are – 
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o a long-term stable absolute capacitive pressure 
sensor, 

 
o an ultra-low power interface circuitry, 

 
 
o a radio-frequency transponder for bi-

directional communication to an outside body 
area network unit,  and 

 
o a micro coil for inductive data and energy 

transmission to the implant. 
 
 

 
 

Fig:  Block diagram of an implantable telemetric 
pressure measurement system. 

 
5.2 To avoid the lifetime of the system being limited to 
the capacity of a battery; contemporary systems use a 
passive, inductively coupling method; to provide the 
implant with power from outside.  However, at the 
same time transfer the data over a sufficiently long 
transmission distance; to an external reader unit. 
Consequently ultra low power consumption on part of 
the implant is essential. The encapsulation of the 
implant has to provide hermetically sealing in order to 
assure a driftfree and highly reliable system; over the 
entire lifetime of the implant. An additional nanotype 
coating ensures highly biocompatible performance of 
the implant. The latest three-dimensional micro 
packaging technologies facilitate the development of 
flexible devices; like integrated pressure sensor 
systems that meet the elevated demands of modern 
surgical insertion procedures; and could stay stable and 
reliable inside the human body over a long period of 
time.  
 
6 Summary 
 
6.1 The next generation technology scenarios are 
already set; for connecting into human-body-science, 
and information technology. This is not a trap but 
value-added well-being technology and permanent 
approach to better and happy life; the life time 
available or provided by the nature.  
 
6.2 Let me conclude this presentation here with thanks 
to you all. 
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Abstract 
In this paper, I will present about the intelligent 

multi agent application system in AI. The 
research trend of multi agent is changed from 
centralized computing environment to distributed 
computing environment. Also, the research of 
multi agent can be changed to mobile 
environment. Initially, the study of multi agent is 
from the research of the human modeling.  

Therefore, I will present a brief the concept of 
mobile multiagent, and present some application 
areas of mobile multi  agents, especially in 
bioinformatics, control, and information retrieval 
etc. And finally I will present the research theme 
of multiagent in AI.  
 
I.  Introduction 
 

Artificial Intelligence Artificial Intelligence 
(AI) is the area of computer science focusing on 
creating machines that can engage on behaviors 
that humans consider intelligent. The ability to 
create intelligent machines has intrigued humans 
since ancient times, and today with the advent of 
the computer and 50 years of research into AI 
programming techniques, the dream of smart 
machines is becoming a reality. Researchers are 
creating systems which can mimic human thought, 
understand speech, beat the best human chess 
player, and countless other feats never before 
possible.   

Recent developments of the internet and 
network technologies evoke the technical change 
of the data processing from a conventional 
centralized and local processing system to the 
distributed processing system. The research about 
this network and the various approaches have 
been studied in order to efficiently manage mutual 
operations in such a network environment. 

Many studies have been actively carried out in 
a distributed processing environment by using 
agent systems for efficient network management. 
An agent system has the following characteristics: 
multi agents in the distributed environments 
promote efficiency by solving one problem 
through any cooperation. Each agent manages the 
problem by dividing a common work into the 
number of agents, or each agent manages it 
independently, and then they solve the problems 
by analyzing the results. In addition, it has some 

advantages such that intelligent agents reflecting 
the tendency of users make no limitation of 
movement in a network, and it remarkably 
decreases the network traffic [1].  

The study of multiagent systems focuses on 
systems in which many intelligent agents interact 
with each other in distributed environment. The 
agents are considered to be autonomous entities, 
such as software programs or robots. Their 
interactions can be either cooperative or selfish. 
That is, the agents can share a common goal (e.g. 
an ant colony), or they can pursue their own 
interests (as in the free market economy).  

Multiagent system researchers develop 
communications languages, interaction protocols, 
and agent architectures that facilitate the 
development of multiagent systems. For example, 
a multiagent system researcher can tell you how 
to program each ant in a colony in order to get 
them all to bring food to the nest in the most 
efficient manner, or how to set up rules so that a 
group of selfish agents will work together to 
accomplish a given task. Multiagent system 
researchers draw on ideas from many disciplines 
outside of AI, including biology, sociology, 
economics, organization and management science, 
complex systems, and philosophy. 

In this paper, I will explain the distributed 
multiagent system which is a modern AI approach 
and their applications as an example case.  

This paper is composed of the followings. 
Multiagent digital library is explained in chapter 2, 
and the application areas in multiagent are 
explained in chapter 3, and finally I will conclude 
this research in chapter 4.   
 
2.  Multiagent Digital Library  

 
2.1 Distributed Agent Framework 
 

There are so many application areas of agents 
in the real world. One of these areas is a digital 
library system. The digital library is called an 
electronic library or a virtual library. This is a 
library developed to replace the conventional 
library, in order to serve information from 
databases on the web to users, according to the 
development of computers and the related fields.    
  However, there are several problems in the 
searching of data of the existing digital libraries. 
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First, as the searching method is one dimensional 
and distinguishes the existence of the searching 
keyword from the database, the result is very 
simple. Second, the results may contain 
unnecessary information under a condition that 
was not given the prior information about the user. 
Thirdly, whenever a client connects to the servers, 
he has to receive the certification and be under the 
dominant power of the influence of network.  
  To overcome such problems, a new platform of 
mobile multi agents for a personal digital library 
is necessary.  

For the user's preference, some modular clients 
are applied to a neural network. A multi agent 
platform and a mobile agent platform are 
combined to develop a new mobile multi agent 
platform so as to decrease a network burden. Also, 
a new negotiation algorithm and a scheduling 
algorithm are activated for the effectiveness of 
PDLS.  

DECAF is a kind of operating system including 
agent communication, planning, scheduling, 
monitoring, coordination, diagnosis, and learning 
among agents[2]. DECAF makes a socket 
program by itself, and presents some building 
blocks which makes messages and communicates 
between agents. Therefore, users or programmers 
can produce agents without having some 
knowledge about API approaches. Also, users or 
programmers do not need to make the 
communication codes directly to communicate 
among agents. Agent systems have been 
developed using various languages and platforms, 
and they are classified into so many types by 
purpose. In DECAF, many agents’ tasks are 
divided by both GPGP (Generalized Partial 
Global Planning) and TAEMS (Task Analysis 
Environment Modeling and Simulation) 
algorithms. 

GPGP is for improving of PGP which acts as a 
coordination algorithm of multiagents [3]. The 
first advantage of GPGP is that it reduces the 
system overhead which occurs by overlapping 
interaction among agents. And the second 
advantage of GPGP is that it is independent from 
some specific domain areas. Therefore, GPGP can 
make heterogeneous multi agents system having 
different functions. User’s requirements can be 
decomposed by GPGP, and be structured by 
TAEMS [4]. User’s requirements can be 
decomposed by GPGP, and be structured by 
TAEMS [4]. The root task can be decomposed 
into subtasks, and the subtasks can be 
decomposed into methods. The leaf node acts as a 
method which means actually acted elements.  

Voyager [5] is a distributed mobile agent’s 
framework for developing agent’s applications, 

whereas DECAF is a non-mobile agent’s 
framework. Voyager is an interactive framework 
with Java programming. Also, Voyager can 
activate any Java class in remote sites, and it 
makes use of network bandwidths effectively.  

 

Figure 1. DECAF 
 
2.2  The Concept of Agent-based Digital 
Library 
 

A digital library serves a lot of information on-
line [6,7]. The advantages of digital libraries are 
user friendly, on-site service and accessibility. 
However, in case of not having standardized 
platform, the search of heterogeneous information 
from digital libraries may be hard, as well as 
impossible. If it does not have or learn about the 
user’s information, unnecessary or useless 
information will appear in the searched results 
from the digital library. Each agent can access 
DBMS and search documents according to the 
user profile. And then each agent categorizes the 
searched results. 

The proposed system PDLS based on a new 
multi mobile agent platform. The system 
combines a mobile system and a distributed 
processing system to make an optimization of 
behaviors in a distributed environment. To 
establish a distributed environment, DECAF is 
used, and to activate a mobile framework, 
Voyager is used here. 

 

 
Figure 2. PDLS Structure  

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 27



As shown in Figure 2, PDLS has two modules 
and two databases. The monitoring agent module 
is composed of Voyager and DECAF, and it 
monitors the agents’ movements and controls 
their executions. When the user’s requirements 
are transferred to the PDLS, the monitoring agent 
module checks whether the servers are available 
or not. After that, it makes some agents, and 
passes them to the servers. The searched results 
are saved in a temporary repository. They are 
filtered by negotiation agents, and the final results 
are saved in the result repository.  

 

Non-negotiation Tasks

User query search in DB

Calculate content scores
by MMA

Searched query by 
another agents

Yes

No

Searched query?
By KQML message

Using KQML
massage query to 
Negotiation Agent

Negotiation Agent
Search user DB

Send content 
information to 

Information Collection
Agent

Save to 
temporal tablePrint to user by AM GUI

User satisfy?
No

MMA delete

Save userDB library
update user profile

Yes

User query

 
 

Figure 3. Negotiation Algorithm among 
Multiagent 

 
The construction of the initial user’s profile is 

constructed by the user’s first input information. 
According to the user’s searched results, PDLS 
endows the user’s keywords to weight values, and 
updates user’s profile information by SOM (self 
organizing map) network in real time [8].   
SOM is an unsupervised neural network. In this 
paper, 2-layered SOM network is used here. 

 
2.3 Simulation Results 

 
The scenario is the followings. User can login 

by user interface. The monitoring agent(MA) is 
activated, and MA check the current connected 
remote digital library. At the same time, a user 
profile is read from database. The queries 
according to users are sent to PDLS. MA makes a 
search agent 1and registers it in ANS. The search 
agent 1 is sent to the remote library. The agent 1 
is activated by receive the parameters from PDLS. 
The results from the agent 1 with information 
such as name and index and abstract of the remote 
library are sent to PDLS. And then they are sent 
to the negotiation agent(NA) for negotiation. At 
the same time, they inform to the MA and ANS.  
MA is clustered using SOM network according to 
the received results. The results by the user profile 
can be shown in the remote plane. user can move 
to his local library after receiving his necessary 
results. The user profile’s update is activated. 

As time passed, the searching times between 
the proposed PDLS and the traditional client-
server model PDLS showed a faster search time 
as well as a much safer search than the client-
server model. The result showed that as the 
numbers of servers were increased, the searching 
time was decreased in PDLS. 

 
3.  Multiagent Heath System  

 
3.1 TMA(Tissue Mineral Analysis) 
 

TMA[9]  is a very popular method in hair 
mineral analysis for health care professionals in 
medical centers in over 48 countries[10,11]. The 
assessment of the relative relationship between 
nutritional minerals and toxic elements in hair is 
very important for determining adequacy, 
deficiencies, or the unbalance of nutritional 
minerals in the body. 

There are some problems in the TMA method. 
The TMA method, which uses a TMA database, 
applies a pattern matching method in producing 
outputs when the mineral ratios and the properties 
of a patient are entered into the database for 
requesting. This pattern matching method may be 
effective if the database of TMA has a large-scale 
data, but it may produce inaccurate results if the 
database of TMA consists of a small number of 
data. Secondly, because there are insufficient 
health information databases for TMA in KOREA, 
it could not get the effective medical information. 
Also, it can cause some problems in the reliability 
of the TMA results, since the TMA results are 
based on the database of western health and 
mineral standards. 

For these reasons, I propose the first Intelligent 
Medical Health Information System (IHIS). The 
IHIS uses a new TMA method. In the TMA 
method, a new multiple fuzzy rule base is 
proposed for intelligent inference. A multi-level 
statistical analysis is used to reduce some errors in 
statistical analysis, so that a new TMA database is 
developed and some medical data inferred from 
the TMA database. Also, this system can produce 
Korean reports about both patients’ reports and 
doctors’ reports as well. The effectiveness of the 
proposed method is verified through a series of 
simulation using some real clinical data.  

 
3.2 IHIS Overview 
 

The proposed Intelligent Health Information 
System(IHIS) is composed of 3 modules as shown 
in Figure 4: TMA statistical analysis module, 
TMA health information system module, and the 
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intelligent inference system module. After 
finishing the statistical analysis module, TMA 
database can be developed and it can receive 
feedback with real medical data for verification.  
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Medical Data

Users

Classification of type and
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Clinical data collection 
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Figure 4. System Overview 

 
In the Statistical Analysis module, the 8 type of 

metabolic types such as 4 slow metabolic types 
and 4 fast metabolic types, and mineral ratios are 
classified by a decision tree classifier[12,13]. The 
decision tree classifier can be adopted for the 
following reasons. The first step of the classifier 
makes use of the combination of the 
characteristics that is a maximum mean value 
among classes. However, the combination of 
characteristics does not represent an optimal 
classification among classes. Therefore, several 
repeating classifications between two types of 
decisions should be adopted so that it can be 
decided into input patterns correctly. 

In the classification process of input patterns by 
a decision tree classifier, four types of slow 
metabolic types  and four types 
of fast metabolic types are 
classified in root node on the basis of a mineral 
ratio of . And in the second step, the 
sub slow metabolic types and 

are classified on the basis of a mineral 
ratio , and the sub fast types 

and are classified on the basis 
of a mineral ratio . And in the 
final step,  are finally 
classified on the basis of a mineral 
ratio . 

},,,{ 4321 SSSS
},,,{ 4321 FFFF

)63.2(/ =PCa

},{ 21 SS
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)0.4(/ =MgNa
Likewise,  are finally 

classified on the basis of a mineral ratio of 
, too. In this paper, I have classified 

the basic metabolic types and the correlation of 
nutritional minerals and toxic minerals by 
correlation analysis among minerals over 
coefficient of correlation 3.0. 

}{ 1F }{ 2F }{ 3F }{ 4F

)2.4(/ =KCa

The metabolic type classification shows the 
same results when using class type distributions 

about characteristics variables such as , 
too. Figure 5 show the classifications of metabolic 
type using class distributions by adopting some 
characteristics variables. 

PCa /
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Figure 5. Metabolic Type Classification by 

Mineral Ratio of  PCa /
 

3.3 TMA IHIS Development Steps 
 

I propose a new multiple fuzzy rule base 
system based on a statistical analysis method, 
which is designed for an intelligent inference 
from a lot of uncertain health information data. 
The purpose of the multiple fuzzy rule base 
system is following. In case that the complicated 
decisions by a lot of minerals are necessary, a rule 
base may be complicated in the conventional 
fuzzy rule base system. Therefore the rule base 
should be distributed so that it can be found, 
searched, and inferred by some multi-level 
relations among rules in the multiple fuzzy rule 
base.  

Due to this, IHIS is composed of multi level 
tree structures which represent relations between 
the conclusion parts of a rule and the conditional 
parts of other rules, so that IHIS is appropriate for 
representing more complicated fuzzy rules. 

The reason why the fuzzy theory is adopted as 
an uncertain handling method in IHIS, is that a 
fuzzy theory is appropriate for inference as well 
as representing the clinical minerals than any 
other uncertain handling techniques [9, 10]. The 
implemental steps of the multiple fuzzy rule base 
are the followings. 

 
<Step 1> Classification of Metabolic Types and 
Development of a Fuzzy Rule base  

The <Step 1> is an initial implementation step 
of a multiple fuzzy rule base on the basis of the 
correlation analysis of minerals by which defines 
fast metabolic types and slow metabolic types. To 
implement the multiple fuzzy rule base in this 
paper, I analyzed the following mineral types: 
nutritional mineral 30 types, toxic mineral 8 types, 
the relations between nutritional minerals and 
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toxic minerals, the ratios of nutritional minerals, 
the ratios of toxic minerals, the tendencies 
between all types of diseases and minerals. 

The linguistic values which are in the mineral 
ratio’s analysis, such as ‘high’, ‘low’, and 
‘acceptable’, can be represented by fuzzy 
membership functions as shown in Figure 8. In 
Figure 8, X axis represents mineral ratios and Y 
axis represents fuzzy membership function values. 
These values are obtained by a statistical analysis 
method using a decision tree classifier. 

 
Figure 6. Fuzzy Membership Functions of 

Mineral Ratios 
 

Not only those above minerals ratios but also 
all of the minerals such as 15 types of nutrient 
minerals ( ) and 8 types of toxic 
minerals ( ) and other 15 types of minerals 
can be represented by fuzzy membership 
functions as shown in Figure 4. 

MgNaCa ,,
PbHg,

 
<Step 2> Development of relations between 
endocrine glands and minerals by measuring  
the amounts and ratios of minerals 

The <Step 2> is a refinement step of the 
multiple fuzzy rule base that implemented by 
<Step 1>. And also it implements a database 
about correlations between endocrine glands and 
minerals. The results of this analysis, shown in 
Figure 5, are used in designing the multiple fuzzy 
rule base. For example, if some mineral ratios are 
increased, such as  

, then parathyroid is 
increased. However, if  is increased, then 
parathyroid is decreased. If  are 
increased, then thyroid is increased. If 

 are increased, then progesterone 
is increased. If  are increased, then 
thyroid is decreased. If  are 
increased, then progesterone is decreased. If 

are increased, 

then pancreas is increased. However, if 
 are increased, then pancreas is 

decreased.  

MgCaPCa /,/
FeCaKCaNaCa /,/,/

CuFe /
CuFeMgNa /,/

CuFeMgZn /,/

KCaPCa /,/
KCaKNa /,/

NaCaFeCaKCaMgCaPCa /,/,/./,/

CuFeMgZn /,/

If  
are increased, then Estrogen is increased. 
However, if  are increased, then 
estrogen is decreased. If  are 
increased, then progesterone is increased. 
However, if are increased, then 
progesterone is decreased. The other results of 
statistical analysis are used to implement the 
multiple fuzzy rule base.  

KNaFeCaNaCaKCaPCaMgCa /,/,/,/,/,/

CuFeCuZn /,/
CuFeCuZn /,/

KCaKNa /,/

 
<Step 3> Paragraph Analysis by Mineral 

Distribution 
Patient and doctor’s report have so many 

paragraphs explaining a patient’s examination by 
TMA. Since a doctor’s report contains extra 
information plus the contents of a patient’s report, 
the doctor can explain the patient’s examination to 
the patient very effectively. Patient and doctor’s 
report have so many paragraphs explaining a 
patient’s examination by TMA. Since a doctor’s 
report contains extra information plus the contents 
of a patient’s report, the doctor can explain the 
results of the patient’s examination to the patient 
very effectively. 

For the implementation of the refined fuzzy 
rule base, I analyzed the paragraphs explaining a 
patient’s examination according to mineral 
distribution.  
  The rule type of the proposed multiple fuzzy 
rule base and the rule type of conventional simple 
fuzzy rule base are very different. In the multiple 
fuzzy rule base, only 3 propositions (fuzzy 
membership functions) are in antecedent part of a 
rule to make a multilevel inference effectiveness. 
Also, because of a hierarchical structure in the 
multiple fuzzy rule base, the system can infer the 
next relative rules from the multiple fuzzy rule 
base. However, in a conventional simple fuzzy 
rule base, there are so many propositions being 
represented by fuzzy membership functions in 
antecedent part of a rule. Even though it can be 
represented by small sized propositions, it is 
necessary to have some intelligent techniques, 
such as time scheduling or optimality, as well as 
some intelligent fuzzy inference techniques, 
because the medical minerals are very huge as 
well as complex, and they have so many relations 
among them.  
   
3.4 Implementation Step 

 
The format of the multiple fuzzy rule base is as 
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follows. The antecedent part of a rule is composed 
of mineral ratios, and the conclusion part of a rule 
is composed of both metabolic types and mineral 
ratios entering antecedent of the rules. In this 
paper, rules in a fuzzy rule base which has been 
implemented so far are more than 1000 cases. 

. 
<Format of Fuzzy Rule base> 

Rule 1: IF  and  and 
……  THEN  

11 AisX 11 BisY

11 CisZ 11 RisK
  Rule 2: IF  and  and 

……  THEN  
22 AisX 22 BisY

22 CisZ 22 RisK
………. 

  Rule n: IF  and  and 
……  THEN  

nn AisX nn BisY

nn CisZ nn RisK

Where, : mineral, mineral ratios, 
endocrine gland etc. : fuzzy 
sets( etc.) 

1111 ,,, KZYX

1111 ,,, RCBA
mediumlowhigh, ,

 
In this paper, the multiple fuzzy rule base 

makes use of TAEMS in order to be an effective 
fuzzy inference using data gained from multi-
level statistical analysis.  

Each rule in the fuzzy rule base has an 
interrelationship like Figure 7. The fuzzy 
implications that are composed of fuzzy 
antecedent and conclusion parts of a rule have 
some interrelationships which send to other 
antecedent parts of rules in the fuzzy rule base. 
The reason is that TMA mineral data is classified 
by the complicated interrelationship and not 
simple mineral data. 

To infer the ID paragraph, the three rules 
should be interconnected as shown in Figure 7. 
The conclusion part of ‘THEN’ such as  , 

 , , are entered 
to the antecedent part of a Rule #2. And the 
relative ID paragraphs are inferred by multilevel 
scheduling process using TAEMS. In the IHIS 
system, each conclusion part of rules is repeatedly 
finding the antecedent parts of the upper level 
rules, and finally it finds the appropriate ID 
paragraphs of the conclusion part of rules. The 
inferred relative ID paragraphs are as follows. 

'' 1S
'/' lowisKCa '/' highisMgNa

Therefore, according to the inferred ID 
paragraphs by mineral amounts and ratios, the 
translated paragraphs in Korean are inferred from 
the TMA database, and they finally served to 
patients and doctors as a format of reports. 

Since USA-TMA consists of simple structured 
RDB with approximately 0.35 million cases, it 
could be carried out by the inference of some 
required data via just pattern matching. Even 

though the IHIS has small-sized database with 
about 2000 cases, it could successfully find out 
the desired results by using the statistical 
classification and the intelligent multiple fuzzy 
rule bases. If it is compared with the simple fuzzy 
rule basis method, the proposed multiple fuzzy 
rule basis method has increased the effectiveness 
of the IHIS where the size of the sample is about 
2000 cases. 
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Figure 8. Inference Process in Multiple 

Fuzzy Rule Base 
 

<ID: 13002312 English Paragraph> 
“Magnesium deficiency has been shown to be 
associated with decreased antibody production. 
Published studies have revealed that the 
lymphocytes, which are the body’s defence against 
foreign invaders, are inhibited when there is a 
deficiency of Magnesium” 

 
The average processing speed of the proposed 

system means, the rate of searching the literal 
sentence matching with the mineral data of TMA, 
at which must be inserted in the initial menu of 
the IHIS. While the processing speed of the 
simple fuzzy rule basis method is considerably 
slow due to frequent comparison between input 
data of rules, the proposed multiple fuzzy rule 
basis method has been increased 5 times by 
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decreasing the number of comparison of input 
data of rules and reinserting the resulting data.  

In order to measure the accuracy of output in 
the IHIS, I inspected the matching sentences 
between the resultant documents (set of 
paragraphs) from the proposed IHIS system and 
those from TMA in the US for about 2000 cases 
of domestic patients’ clinical data occurred from 
July 2001 to February 2002. For 50 sentences of a 
result document per patient, the simple fuzzy rule 
base’s method resulted in 30 matched sentences in 
average, but the multiple fuzzy rule base’s method 
resulted in 46 matched sentences. The accuracy of 
the proposed multiple fuzzy rule base’s method 
has been increased by 32% than that of the simple 
fuzzy rule base’s method. Presently, the total 
number of result sentence saved in the database of 
the IHIS is approximately 700 per each 
metabolism and mineral. Consequently, the 
performance of the inference by the proposed 
multiple fuzzy rule basis method, having only 
2000 cases, is exceedingly better than that of the 
conventional method with 0.35 million data.   

I have analyzed the degree of satisfaction, 
which means the ratio of the degree of the 
application and the efficiency of the IHIS. Usually, 
the proper time required for a patient is three 
minutes. Here, I set the basic processing time to 3 
minutes and counted the over time for evaluating 
the degree of the customer’s satisfaction.  

 
4. Conclusions 

 
In this paper, I will present about the intelligent 

multi agent application system in AI. The 
research trend of multi agent is changed from 
centralized computing environment to distributed 
computing environment. Also, the research of 
multi agent can be changed to mobile 
environment. Initially, the study of multi agent is 
from the research of the human modeling.  

Therefore, I will present a brief the concept of 
mobile multiagent, and present some application 
areas of mobile multi agents, especially in 
bioinformatics, control, and information retrieval 
etc.  

In this paper, I proposed a Personal Digital 
Library System. PDLS is designed based on a 
new mobile multi agent platform using Voyager 
and DECAF agent framework. The new platform 
is a hybrid system of a mobile and a distributed 
system in order to achieve an optimality in  
distributed. Also, I have developed the new TMA  
System, named IHIS.  

In the future, PDLS needs to be compensated in 
order to be activated in the real world. Also, IHIS 

will be constructed the eastern style medical 
database not western style database as time passed. 
Also, I anticipate the system could be served on 
the World Wide Web very soon. 
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Abstract
Classical force and vision-based tracking control ap-
proaches typically require expensive six-axis force sen-
sors in addition to vision sensors. In this article, a new
approach is presented which only requires a single-axis
force senor together with a laser cross projector in ad-
dition to a vision sensor. The key idea is to estimate
the direction normal to an unknown 3-D surface by
projecting and reconstructing a laser cross on it. The
proposed autonomous task is to drive the end-effector
of a 6-DOF manipulator to a visually determined tra-
jectory and continue tracking the trajectory in desired
pose, contact force, and speed. The proposed hybrid
force and vision-based control approach is successfully
validated in a real task environment by performing ex-
periments with an industrial robotic manipulator on
an arbitrary-shaped acrylic fiber 3-D object.

1 Introduction

Vision is becoming a popular sensor in robot con-
trol since it can extract extensive information without
contacting with the environment. Based on available
visual information, appropriate feedback lows can be
synthesized for variety of control applications [1, 2].
Xiao et al. [3], proposed force and position control of
a robotic manipulator in Cartesian space with an ex-
pensive 6-axis force sensor and a CCD video camera.
In [4], an autonomous dexterous planar robotic system
capable of tracking unknown contours has been pre-
sented and validated in experiments. This system can
guarantee task precision employing only a single-axis
force sensor and an imprecisely calibrated CCD cam-
era. In this research, force and pose tracking control
can be further performed on 3-D unknown surfaces by
a low-cost single-axis force sensor, a CCD camera, and
a laser cross projector. In order to control the pose of
the end-effector with respect to an unknown 3-D sur-
face, the direction normal to the tangential plane at
the contacting point, a normal vector, must be esti-

mated. This normal vector is computed based on the
reconstruction of the projected laser cross onto the un-
known surface provided that the fixed transformation
between the coordinate systems of the camera and the
laser projector is known a priori.

The configuration of the proposed autonomous sys-
tem is shown in Figure 1, where the system includes a
robot arm, an unknown surface, a laser cross projec-
tor, a PC, and a CCD camera. The problem of in-

PCRobot controller

Robot

CCD
camera

Laser cross
projector

Unknown 3-D surface

Trajectory

1-axis
force sensor

Figure 1: System configuration.

Mux
Hybrid task
encoding Controller Manipulator

Single-axis
force sensor

CCD camera

Unknown
3-D surface

Figure 2: Hybrid control structure.
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terest is to simultaneously control the normal contact
force and the pose of a six-degree-of-freedom robotic
manipulator on the unknown 3-D surface. The goal
of the autonomous task is to drive the end-effector to
the trajectory and continue tracking the trajectory in
desired pose and contact force. The proposed hybrid
control structure is illustrated in Figure 2.

2 Normal vectors on 3-D surface

2.1 Detection of laser cross

As the color of the laser cross is different from the
surrounding environment, the laser cross could be de-
tected by color filtering and connected components la-
belling [5]. A typical observed image from a CCD cam-
era and the corresponding image processing results can
be seen in Figure 3. In order to locate the two curves

Figure 3: Laser cross on image plane.

that the laser cross is composed of, one could first
identify the corresponding two sets of pixels and apply
least square algorithm to determine their equations in
image space. An effective way of computing the cen-
ter of the cross for correctly allocating sets of pixels to
the two curves is as follows. Let [ u v ]T be the 2-D
coordinates in the image plane, α denote the distance
between the edges of laser cross at fixed u, and β de-
note the distance between the edges of laser cross at
fixed v as illustrated in Figure 4. By determining the

u

v β

α

α

uc u

β

vc v

Figure 4: Laser cross curves on image plane{left}, uα-
plane{middle}, and vβ-plane{right}.

equation of the curves

α = g1(u) and β = g2(v) (1)

on the uα-plane and the vβ-plane as illustrated in Fig-
ure 4, the image coordinate of the laser cross center
[ uc vc ]T are calculated by setting α = 0 and β = 0
in (1). To determine the two curves and the precise
center of laser cross, four regions are partitioned by
the previously detected laser cross center [ uc vc ]T .
The curve in quadrant I and quadrant III can be esti-
mated by least square algorithm. Similarly, the other
curve in quadrant II and quadrant IV can also be es-
timated.

2.2 Reconstruction of normal vectors

To determine the directional vector normal to the
3D unknown surface, the image projection of laser
cross onto the unknown surface is used to estimate
the normal vector. Firstly, calculate the transforma-
tion matrix between the camera and the laser projec-
tor, and then the transformation matrix between the
laser projector and the robot. Finally, reconstruct the
projected laser cross on the surface in laser projec-
tor frame by the known transformation between the
camera and the laser projector as shown in Figure 5.
Specifically, when projecting a laser line to form the
yz-plane in the laser projector frame, one can recon-
struct a 3-D laser point m̄ with Im̄ as the 3-D coordi-
nate of its projection on the image space by setting the
x-component of m̄ to be zero in the following equality.

m̄ − c = k(Im̄ − c) (2)

Similarly, one can reconstruct a 3-D laser point by
setting the y-component of m̄ to be zero in (2) if a
laser line is projected to form the xz-plane. Based on

m̄

Im̄
c

Laser cross projector

CCD camera
z

x
y

Figure 5: Reconstruction of laser cross curves.

the reconstructed laser cross in Cartesian space, one
can compute the normal vector n at the laser cross
center, which is the cross product of the two tangential
lines at the laser cross center.
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3 Hybrid control design

There are three subtasks for the hybrid task includ-
ing position, orientation, and force control tasks.

3.1 Position control

The purpose of this subtask is to control the robot to
reach the desired target position. The task can be di-
vided into two parts. The first part is an image-based
set-point control task. The second part is a contact-
ing control task. Based on the perspective projective
model G of the camera, the image coordinate Ir of a
point feature r ∈ �3 can be computed as

Ir = G(r) =

⎡
⎣ γ iT (r−c)

kT (r−c)

γ jT (r−c)

kT (r−c)

⎤
⎦ (3)

where γ is the focal length and c is the optical center of
the camera, and iT , jT , and kT are the row vectors of
the rotation matrix from the base frame to the camera
frame. The encoded error for this task can be defined
as

e1 = Ir − Ir∗ (4)

where r and r∗ are the positions of the end-effector tip
and the laser cross center respectively. Differentiate
(4) with respect to time, it follows that

ė1 = J1(r)ṙ (5)

where

J1(r) =

⎡
⎣ f

kT (r−c)

(
iT − iT (r−c)

kT (r−c)
kT
)

f
kT (r−c)

(
jT − jT (r−c)

kT (r−c)
kT
)
⎤
⎦ (6)

The image-based position control law capable of driv-
ing e1 to zero can be chosen as follows.

ṙ = − (J1 ◦ L(θ))+
e1 (7)

where L denotes the forward kinematic function and
the superscript + denotes the pseudo-inverse. Since
one cannot perform 3D positioning task with only
single-camera vision, a contacting control law is con-
sidered which together with the image-based feedback
law can guarantee precise positioning at the target
point r∗ on the 3-D trajectory. Let P ∈ �3×3, the
projector onto the null space of J1, be defined as

P = I − J+
1 J1. (8)

Consider the feedback connection ṙ = ṙp, where

ṙp = − (J1 ◦ L(θ))+
e1 + k1(f)Pl (9)

l = Ir̄∗ − c, f denotes the contact force, and with
suitably defined positive numbers k1 and δ

k1(f) =
{

0 f > δ; if contacting
k1 f ≤ δ; otherwise . (10)

In the light of (5) and (9), it follows that

ė1 = −e1. (11)

Therefore, the end-effector tip continues reaching the
laser cross center while e1 → 0 exponentially.

3.2 Orientation control

Based on the reconstructed normal vector n and the
orientation of the end-effector, denoted by z, one can
define the encoded error for the orientation control
subtask as

e2 = z(θ) × n = h(θ) (12)

where θ denotes the joint position vector and z can
be computed based the forward kinematics of the ma-
nipulator. Differentiate (12) with respect to time, it
follows that

ė2 =
∂h(θ)

∂θ
θ̇ = J2(θ)θ̇ (13)

The following joint control law when placed in the
feedback loop, θ̇ = θ̇o, is capable of driving z to align
with n.

θ̇o = −J2(θ)+e2 (14)

3.3 Force control

This subtask is to maintain the required contact force
along the normal direction to the unknown surface.
Let fd denote the desired contact force and the force
encoded error be defined as

ef = f − fd. (15)

Consider the feedback connection ṙ = ṙf , where

ṙf = kfefn, kf > 0. (16)

Then, the joint velocity command for the force control
task can be synthesized as follows.

θ̇f = Jm(θ)−1

[
ṙf

03×1

]
(17)

where Jm(θ) ∈ �6×6 is the mechanical Jacobian of
the manipulator.
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3.4 Hybrid control

The encoded error for the pose control task can thus
be defined as

e =
[

e1

e2

]
(18)

Differentiate (18) with respect to time, it follow that

ė = M (θ)θ̇ (19)

where

M(θ) =
[

(J1 ◦ L(θ))Jm1(θ)
J2(θ)

]
; Jm1(θ) =

∂L(θ)
∂θ

.

With the understanding that the force control law does
not disturb the pose control law, the hybrid control law
in the joint space capable of driving e and ef to zero
exponentially can thus be defined as follows.

θ̇ = −M+(θ)e + θ̇f (20)

4 Experiments
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Figure 6: Experimental setup{top left}, position track-
ing error{top right}, force tracking error{bottom left},
and orientation tracking error{bottom right} .

The experimental system is composed of a 6-DOF
Mitsubishi robot RV-1A, a JAI CV-S3200 camera, a
laser cross projector, a P4-2.4G computer, and an
arbitrary-shaped acrylic fiber 3-D object as illustrated
in Figure 6. Successive stages in the autonomous hy-
brid tracking control are as follows. In Stage 1, the
tool tip is driven to the laser cross center with orienta-
tion normal to the unknown surface by employing the

proposed pose control law. In Stage 2, force control is
applied while maintaining the desired pose. In Stage
3, the tool is controlled to follow the moving laser cross
in desired pose and contact force. The tracking errors
for position, orientation, and force in these stages are
shown in Figure 6. In these experiments, the proposed
hybrid control approach has demonstrated satisfactory
performance on tracking control.

5 Conclusion

This paper presents a seemingly novel approach to
autonomously control the pose of a robotic manipula-
tor with respect to an unknown 3-D surface. In par-
ticular, the end-effector can be driven to a set-point
and trajectory on the surface while kept normal to the
surface. A low-cost single-axis force sensor together
with a CCD camera and a laser cross projector are re-
quired to perform such control tasks. Compared with
existing approaches, the proposed system is not only
effective but also less expensive.
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Abstract 
 

In this paper, an intelligent sliding-mode controller 
(SMC) for achieving favorable decoupling control and high 
precision position tracking performance of permanent-
magnet synchronous motor (PMSM) servo drives is 
proposed. The intelligent position controller consists of a 
SMC in the position feed-back loop in addition to an on-
line trained fuzzy-neural-network model-following 
controller (FNNMFC) in the feed-forward loop. The 
intelligent position controller combines the merits of the 
SMC with robust characteristics and the FNNMFC with on-
line learning ability for periodic command tracking of a 
PMSM servo drive. The theoretical analyses of the SMC 
are described with a second order switching surface which 
is insensitive to parameters uncertainties and external load 
disturbances. The FNNMFC generates an adaptive control 
signal which is added to the SMC output to attain robust 
model-following characteristics under different operating 
conditions regardless of parameter uncertainties and load 
disturbances. The results of simulations confirm that the 
proposed SMC with FNNMFC grants robust performance 
and precise response to the reference model regardless of 
load disturbances and PMSM parameter uncertainties. 
 
Keywords: PMSM Servo Drives, Sliding-Mode Control, 
Fuzzy-Neural-Network, Model Following Control 
 
1  Introduction 
 

The permanent–magnet synchronous motor (PMSM) 
servo drives play a vitally important role in high-
performance motion-control applications such as industrial 
robots and machine tools. Utilizing the field-oriented 
control (FOC) technique simplifies the dynamic model of 
the PMSM and control scheme [1–10]. In recent years, the 
variable structure control (VSC) with sliding-mode or 
sliding-mode control (SMC) has received much attention to 
control PMSM servo drives because it can offer good 
properties such as insensitivity to parameter variations, 
external load disturbance and fast dynamic response. The 
first step of SMC design is to select a sliding surface that 
models the desired closed-loop performance in state 
variable space. Then, the controller is designed such that 
the system state trajectories are forced toward the sliding 
surface. The sensitivity of the controlled system to 

uncertainties exists only in the reaching phase. Thus, the 
system dynamic in the reaching phase is still influenced by 
uncertainties. To keep robustness in the whole sliding-mode 
control system, several researchers have focused on 
eliminating the effects of uncertainties [3–6]. Intelligent 
control techniques in many researches have been developed 
to improve the performance of the PMSM servo drives. The 
concept of incorporating fuzzy logic into a neural network 
has grown into a popular research topic. The fuzzy neural 
network (FNN) possesses both their advantages; it 
combines the capability of fuzzy reasoning in handling 
uncertain information and the capability of artificial neural 
networks in learning from process. However, the adaptive 
control schemes of PMSM servo drives that incorporate the 
techniques of FNNs have also grown rapidly [7–10].  

The aim of this paper is to design a proposed intelligent 
SMC for PMSM servo drive system. The intelligent 
position controller consists of a SMC in the position feed-
back loop in addition to an on-line trained FNNMFC in the 
feed-forward loop. First, the SMC is designed and applied 
to the control of the rotor position of the PMSM servo drive. 
In the sliding-mode control system, when the sliding mode 
occurs, the servo drive system dynamic behaves as a robust 
state feedback control system. Then, a proposed on-line 
trained FNNMFC system is designed in addition to the 
SMC to improve the dynamic performance and to preserve 
a favorable model-following characteristics under various 
operating conditions of the servo drive system. In the 
proposed FNNMFC, the error between the reference model 
and the PMSM servo drive system output is used to train 
the connective weights and membership functions of the 
FNN. The output of the FNNMFC is added to the SMC 
output to compensate the error between the reference model 
and the PMSM servo drive system output under parameter 
uncertainties and external load disturbances. The dynamic 
performance of the PMSM servo drive system has been 
studied under load changes and parameter uncertainties. 
The simulation results are given to demonstrate the 
effectiveness of the proposed robust non-linear intelligent 
sliding-mode controller.  
 
2  Robust Intelligent Sliding-Mode Control 
2.1. Problem Formulation 
 

To solve the problems of uncertainties, an intelligent 
SMC is proposed to increase the robustness of the FOC-
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PMSM servo drive system. The proposed intelligent robust 
position controller combining the SMC and the FNNMFC. 
Utilizing FOC, the proposed intelligent PMSM servo drive 
can be simplified to the control system block diagram as 
shown in Fig. 1. The adaptive control law is designed as: 

)()(  )()()( ** tititUtUti r
qs

r
qsFNNMFCSMC

rc
qs δ+=+=   (1) 

The q-axis current command, *r
qsi , is generated from the 

SMC and *r
qsiδ  is the adaptive control signal generated from 

the proposed FNNMFC to automatically compensate the 
performance degradation due to load disturbances and 
PMSM parameter uncertainties. The inputs to the SMC are 
the position error, θe , and the rotor speed rω  to construct 
the sliding surface S(t) and the sliding-mode control law to 
get the q-axis current command, *r

qsSMC iU = . While the 
inputs to the FNNMFC are the error between the reference 
model and actual rotor position, mfeθ , and the rate of change 
of the rotor position (speed), rK θθ & . Those signals are used 
to train the connective weights and membership functions 
of FNNMFC. The output of the FNNMFC is the adaptive 
control signal, *r

qsFNNMFC iU δ= . 

)( r
mf
r

mfe θθθ −= , dtdk rr /θθ θ=&      (2) 
 
2.2 Sliding-Mode Position Controller 
 

The sliding-mode control of the PMSM servo drive 
system is shown in Fig. 1. By considering the dynamics 
with parameter variations, disturbance load and 
unpredictable uncertainties will give: 

)()(.)()( tLtUBtAt mnrmnr ++= θθ &&&       (3) 

Lmmnmrm TDDtUBtAtL )()(.)()( ∆++∆+∆= θ&   (4) 

where ∆Am, ∆Bm and ∆Dm are the uncertainties due to 
mechanical parameters Jm and βm and L(t) is called the 
lumped parameter uncertainty and is defined as: 

The bound of the lumped parameter uncertainty is 
assumed to be fKtL ≤)( . The objective is to design a 
control law so that the rotor position of the PMSM can 
track any desired command. To achieve this control 
objective, we can define the error function 

))()(()( * ttte rr θθθ −= . The sliding surface can be defined as a 
PID performance measure with the positive constants K1, K2 
and K3 that are chosen based on the desired system response.  

∫++=
t

deKteKteKtS
0

321 )()()()( ττθθθ &     (5) 

In (5), with K2=1, differentiating S(t) with respect to time 
and using the error position function )(teθ , the tracking 
control law can be derived from (3-5), USMC(t), so that the 
rotor position, rθ , remaining on the sliding surface, S(t), for 

all t>0.  The sliding-mode control objective is given by (6). 
The first term in (6) describes the desired system 
performance, the second term is a torque estimator which is 
able to compensate for the nonlinear effect in the PMSM 
model, while the third term keeps the PMSM servo drive 
system dynamics on the sliding surface, S(t)=0 for all the 
time. To keep the trajectory in the sliding surface, the 
selection of the control gain , Kf, is very important due to its 
significant effect on the magnitude of the lumped parameter 
uncertainties of the PMSM servo drive system and hence its 
performance. The incorrect selection of this control gain 
will yield to the deviation from the sliding surface and 
causing chattering phenomena. To solve this problem an 
adaptive control signal, *r

qsFNNMFC iU δ= , is generated from 
the proposed on-line trained FNNMFC to compensate for 
the error in the control effort of the sliding-mode position 
controller, *r

qsSMC iU = . 
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2.3 Fuzzy-Neural-Network Position Controller 
 

The online trained FNNMFC for a high-performance 
PMSM servo drive system integrates the ideas of the fuzzy 
logic controller and neural network structure into an 
intelligent control system. 

(A) Architecture of the FNNMFC: The architecture details 
of the proposed four-layers FNNMFC, the signal 
propagation and the basic function in each layer are given 
in [7]. Nodes in the input layer represent input linguistic 
variables. Nodes in the membership layer act as the 
membership functions. All the nodes in the rule layer for a 
fuzzy rule base. In the proposed FNNMFC, an input layer 
(the i layer), a membership layer (the j layer), a rule layer 
(the k layer) and an output layer (the o layer) are two, six, 
nine and one respectively [8-9]. The nodes in layer 1 
transmit the input signals to the next layer. Each node 
corresponds to one input variable. The input variables are 
the error signal, mfeθ , and the rate of change of the rotor 
position (speed), rr KK ωθ θθ =& . The output of the FNNMFC 
is given by the following adaptive control signal. 

)()( * titU r
qsFNNMFC δ=          (7) 

(B) On-Line Training Signal Analysis for FNNMFC: The 
details of the on-line training signal analysis for FNNMFC 
will be given in the full paper. The selection of parameters 
for the weights and membership functions has a 
considerable effect on the network performance. The 
connecting weights between rule layer and output layer are 
adjusted on-line in addition to the weights and the 
membership functions. To describe the on-line learning 
algorithm of the FNNMFC using the supervised gradient 
descent method, the energy function is chosen as in (8). 
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Fig. 1. Configuration of the proposed intelligent sliding-mode FNNMFC for a vector controlled PMSM servo drive system 
 

The learning algorithm based on the backpropagation 
method is described in [10]. To overcome the problem of 
uncertainties of the PMSM due to parameter variations and 
to increase the on-line learning rate of the network 
parameters, a control law is proposed as in (9). 

22 )(
2
1)(

2
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r
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3  Simulation Results 
 

To investigate the effectiveness of the proposed 
intelligent sliding-mode position controller, five cases with 
parameter uncertainties are considered. The PMSM used in 
this drive system is a three-phase type, 1 hp, four poles, 208 
V, 60 Hz, 1800 rpm and has the parameters, voltage 
constant= 0.314 V.s/rad, Rs=1.5 Ω, Lss=Ld=Lq=0.05 H, 
Jm=0.003 kg.m2, βm=0.0009 N.m/rad/sec. 

Case 1: 1.0×(Rs and Ls), 1.0×(Jm and βm), 1.00×λm, 
Case 2: 0.5×(Rs and Ls), 0.5×(Jm and βm), 1.00×λm 
Case 3: 1.5×(Rs and Ls), 3.0×(Jm and βm), 1.00×λm 
Case 4: 1.0×(Rs and Ls), 1.0×(Jm and βm), 0.85×λm 
Case 5: 1.0×(Rs and Ls), 1.0×(Jm and βm), 1.25×λm 

The dynamic performance of the drive system due to 
reference model of 2π rad under subsequent loading of 0-
3.6 N.m is predicted as illustrated in Fig. 2 at Case 1. The 
disturbance rejection capabilities have been checked when a 
load of 3.6 N.m is applied to the shaft at t = 1.5 s and 
removed after a period of 1.625 s. These Figures clearly 
illustrate favorable tracking responses and robust 
characteristics in command tracking and load regulation 
performance are realized for both controllers. The sliding 

motion characteristics without reaching phase are obvious 
by determining the sliding-surface shown in Fig. 2.  

Improvement of the control performance by augmenting 
the proposed FNNMFC to the SMC shown in Fig. 1 can be 
observed from the obtained results in command tracking 
and load regulation characteristics. The simulation results 
of the dynamic response for both position controllers under 
parameter variations are plotted in Figs. 3-4. The position 
response, speed response and the load regulation 
performance of the servo drive system with the SMC and 
SMC with FNNMFC are shown in Figs. 3-4 under the cases 
of PMSM parameter uncertainties. Fig. 3 illustrates the 
position and speed tracking responses for both position 
controllers. At the same conditions, the load regulation 
performance and torque current responses are given in Fig. 
4. The results shown in these Figures clearly indicate that as 
the uncertainties of the PMSM parameters occurred, the 
responses deviate insignificantly from the nominal case for 
both SMC and SMC with FNNMFC but the SMC with 
FNNMFC confirms the correct operation and slightly 
influenced by full load conditions under the five cases of 
PMSM uncertainties. The proposed intelligent controller 
quickly returns the rotor position to the reference model 
under full load condition with a recovery time of 0.05s and 
a maximum dip of 0.053 rad while the SMC provides a 
slow response for the reference model under full load 
condition with a long recovery time of about 0.5s and a 
large dipping in the rotor position of about of 0.28 rad 
under the five cases of PMSM uncertainties. Therefore, 
robust control characteristics under occurrence of 
uncertainties can be clearly observed utilizing both the 
proposed position controllers. An obvious model-following 
error (MFE) due to the SMC reaches to 0.15 rad while the 
MFE due to SMC with FNNMFC is about 0.05 rad. Also, 
good model-following and tracking responses using SMC 
with FNNMFC at all cases of parameters uncertainties are 
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observed from these results, and the resulting regulation 
performances are also much better, in both position dip and 
recovery time, than those obtained by the SMC. Therefore, 

the SMC and SMC with FNNMFC are more suitable to 
control the rotor position of the PMSM servo drives 
considering the existence of parameters uncertainties. 

(a) Dynamic response using SMC (b) Dynamic response using SMC with FNNMFC 
Fig. 2.  Dynamic response for a reference model of 2π rad and loading of 3.6 N.m of the servo drive system for both position 

controllers 

 
(a) Model-following response using SMC 

 
(b) Model-following response using SMC with FNNMFC 

Fig. 3. The model-following position and speed responses of the servo drive system under parameter variations for both 
position controllers 
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(a) Load regulation performance using SMC 

 

 
(b) Load regulation performance using SMC with FNNMFC 

Fig. 4. The load regulation performance of the servo drive system under parameter variations for both position controllers 
 
4  Summary 
 

This paper proposed a robust intelligent and adaptive 
position controller for PMSM servo drive system under 
field orientation control which guarantees the robustness in 
the presence of parameter uncertainties. The proposed 
robust position controllers (SMC and SMC with FNNMFC) 
consists of a feed-back SMC in addition to an on-line 
trained FNNMFC. The theoretical bases and the stability 
analyses of the proposed SMC and SMC with FNNMFC 
control systems were described in details. An adaptive 
control signal is generated from the proposed FNNMFC 
and  was added to the SMC output to preserve good model-
following response under various operating conditions. 
Simulation results have shown that the proposed SMC and 
SMC with FNNMFC grant robust model-following tracking 
response and good regulation characteristics in the presence 
of PMSM parameter uncertainties and external load 
disturbance. Finally, the major contributions of this paper 
are the successful development of the intelligent SMC 
system, in which a FNNMFC is utilized to compensate the 
uncertainty bound in the SMC system on-line and the 
successful application of the proposed SMC with FNNMFC 
system methodology to control the rotor position of the 
PMSM with the existence of parameters uncertainties. 
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Abstract 
In this paper, we aim to propose a novel trend in multi-agent 

robotics: energy autonomy. A definition of energy autonomy is 

developed from an original concept “potential energy” that is 

under constraints of remaining energy capacity and related 

distance among robotic agents. Towards energy autonomy, we 

initially present a simulation of multi-agent robotic system in 

which each robot is capable of exchanging energy cells to 

other robots. Our simulation points out that: (1) each robot is 

able to not only act as an autonomous agent but also interact 

with the others to be beyond the individual capabilities; (2) To 

adapt change of the environment, each robot is situated as an 

adaptive agent in a network or a cluster of the neighboring 

robots to lead to a state of energy autonomy. Finally, based on 

discovery of the simulation we adjust rules for our real 

multirobot system.  

 

1. Introduction 

 

A multi-agent system (MAS) is a system composed of a 

number of agents that are collectively capable of reaching 

goals that are difficult to achieve by an individual agent or 

monolithic system [6]. In a MAS there is no centralized 

control, information is distributed, computation is 

asynchronous, therefore each agent is incompletely capable of 

solving a problem [8], it needs assistant from other agents to 

solve its own problem or helps other agents with their problem 

appropriately. Adaptiveness of an agent is depending on the 

characteristic of such an agent, its surrounding environment, 

its capabilities of interaction with other agents or environment 

and capabilities of organization in a network or a cluster. 

Therefore, mapping MAS to multirobot system, an 

autonomous robot is able to exhibit as an autonomous agent in 

the MAS - robotic agent. However, a robotic agent is aware of 

as a physical robot in fact, thus the robot exists if it is capable 

of solving energy resource.  

In the paper, we propose a multi-agent robotic system in 

which each robotic agent is a mobile agent and is equipped 

with a special mechanism of energy exchange, so that it is 

capable of fairly collecting and carrying energy cells, 

rechargeable batteries to share with others. The paper is 

organized as: we briefly describe our models of single robotic 

agent and their cooperation in section 2. In section 3 we 

perform our simulation of robotic agent behaviors under 

constraints of remaining energy and related distances. We 

implement the simulation in accordance with agent 

characteristics, interaction, organization and change of 

environment in order to suggest course of our real multirobot 

implementation. Finally, the paper is concluded in section 4. 

2. Model of Multi-Agent Robotic System 

Because Matlab software supports a lot of graphical 

libraries to easily execute mathematical computation, or 

generate graphs and charts, we are using the tool to implement 

our multirobot system. 

 

2.1 Model of Single Robotic Agent Robot 
 

We focus on the energetic autonomy of a multi-agent 

robotic system so we are going to simplify robotic agent as 

points moving on scanlines in the Euclidean space. Therefore, 

distance relation among robotic agents is based on Manhattan 

space. Because of difficulty of modeling a general equation of 

power consumption in robotics we are temporally using the 

Peurket’s discharging function C t
κ

 = Ι  where k is supported 

by the battery manufacturer. 

 

 
 

Fig1: Model of single robot 

 

In the simulation, a robotic agent is initialized with 800 

energy unit (eu) and it consumes a specific amount of energy 

using Peukert’s equation for each step so we propose 4 states 

of a robotic agent:  (State 1): a robotic agent has to go to 

mother to take full energy  if its energy is less than 200 eu and 

by default, it has higher priority to go to the mother station; 
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(State 2): a robotic agent is able to exchange 100 eu to other 

robotic agent if its energy amount is more than 500 eu; (State 

3): a robotic agent will stop to wait for other robot coming to 

charge 100 eu if its energy is less than 100 eu and it is 

impossible to go to the mother charging station; and (State 0): 

otherwise, a robotic agent is autonomously free to go 

anywhere to consume energy. 

 

2.2 Model of Robot Coordination 
 

To facilitate our approaching to battery exchange, we 

implement a coordination algorithm for the multi-agent robotic 

system based on two phases: path planning and battery 

exchange. Briefly, each robotic agent has a own battery 

exchange supervisor. The supervisor collects input data of the 

robots: current coordinate (X,Y)  and current state of energy 

STATE; deals with such updating data; issue output 

commands: NEXT STATE of energy, goal coordinate (Xgoal, 

Ygoal). To be more detailed, algorithm of the battery 

exchange executes infinite loops of comparison of energy 

states and current positions among the robotic agents as well 

as the robotic agent with the mother to issue commands what 

the robotic agent should do (goal of the robot).  Meanwhile 

path planner is to guide the robotic agent to reach the directed 

goal and updating the next position of the robotic agents, 

which is used as a feedback for the battery exchange algorithm 

to compute the next states of the robotic agents. 

 
 

Fig 2: Model of multi-agent robotic system 

 

3. Simulation 
 

We present early simulation results of our objectives. First, 

we emphasize potential energy and its constraints among 

robotic agents, and the robotic agent with the mother agent. 

Second, we examine how interaction and environment can 

effect to behavior of robotic agents in the entire network. 

Third, we demonstrate that an robotic agent is able to be 

energetically autonomous if it is able to exchange energy with 

other robotic agents or the mother agent.  

In the simulation setup shown in figure 3, we present 

significant information of the system. It shows four graphical 

windows (left to right): animation of robotic motion, potential 

energy of the mother agent and the robotic agent, the energy 

state of the robotic agents, and the task of the robotic agents. 

That is, the animation window shows us the motion planning 

of the robotic agents; the potential energy window presents the 

remaining energy of the robotic agents (height of the 

pyramids) and their capability to share energy with the others 

(projected contour of the pyramids); the window of the state of 

energy realizes the energy chart of the robotic agents 

according to the instant; and the task window reports operating 

tasks of the robotic agents. We also generate a register of the 

states of the robotic agents in every experiment:  

 

 
 

Fig 4: An example of a register of 5 robotic agents in 2000 running steps 

 
 

Fig 3: Graphical simulation setup 
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3.1 Potential Energy 

In this section we emphasize the potential energy of robotic 

agents under constraints of remaining energy and related 

distance. As described in figure 5, the potential energy can be 

divided into two meanings: Height of the pyramids (H) is to 

imply the remaining capacity of an agent while Contour of the 

pyramids (C) is to determine how wide the robotic agent is 

capable of distributing energy to the others. Actually, 

considering a robotic agent in state of low energy, if its 

pyramid peak, H is fully covered by the another pyramid, it 

means it is now in the space where the other robotic agent is 

able to share energy, also we can say the agent is inside the 

potential energy of other agents, and it will be in rechargeable 

state. Otherwise, the robotic agent must be waiting until the 

other robotic agents are moving close to it. Further, interfering 

wave of Contour of the pyramids also tells us more about the 

distance and the energy relationship among the robotic agent, 

and these with the mother agent.  

 

 
Fig 5: Potential Energy of robotic agents 

 

The blue lines in figure 6 show the energy and related 

distance constraints between the robotic agents, or between the 

robotic agents and the mother agent. Moreover, creating the 

blue line is based on the gradient of the potential energy 

between the robotic agents, or the mother agent. The slope of 

the blue lines shows us the reciprocal energy effects and the 

length of the projected blue lines to the corresponding 

distance. 

Indeed, figure 5 is to perform that density of the potential 

energy is stronger when the number of agents is increasing (a): 

2 agents, b): 3 agents, c): 4 agents, d) 5 agents) in the same 

field. We discuss that a robotic agent in need of energy has 

more opportunity to be recharged if the density of the potential 

energy in the field raises up, but it is more hard to reach other 

robotic agents since the number of physical interaction 

increases. Thereby, we have to estimate the balance of the 

number of robots and the mother location to deploy such a 

multi-agent robotic system. 

 

3.2 Effective Elements in Multi-Agent Robotic 

System 
 

The section is to present effectiveness to energy in a multi-

agent robotic system. First we experiment with increasing the 

number of agents in the same field. Figure 6 shows that if the 

number of agents increases (left to right) from 2 to 5, the 

number of battery exchange between robots also raises from 0 

to 4. It is indispensable that the battery exchange between 

agents is proportional to the number of agents and the robotic 

agent being far away from the mother agent need more 

assistance than the closer ones. Thereby, we have to take a 

number of robotic agents into account when we deploy them in 

a specific environment.  

 

 
Fig 6: A comparison of the increasing number of robotic agents 

 

Consequently, keeping a number of 5 robotic agents, we try 

to change the location of the mother agent in the same field. 

First, we locate the mother agent in the center of field. The 

result of 100 experiments shows that the total number of the 

battery exchange is almost the same. That is, the overall 

energy consumption is only depending on the size of the field. 

However, in the distribution seen in figure 7, since we move 

the mother to one corner of the field, robotic agents must come 

back at a more narrow area thereby, they are preferable to be 

charged by the other agents than the mother agent (red-line).  

 

 
 

Fig 7: A comparison of the different location of the mother agent 

 

3.3 Energy Autonomy 

 

In fact, if a mobile agent wants to act, it will face the 

problem of providing food as animals. Most of mobile robots 

are using rechargeable batteries as a power source. Thereby, it 

has only autonomous behavior in the duration of the battery-

life, e.g. free moving around to explore, free searching a way 
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to carry heavy objects, or searching to rescue humans after 

earthquake. A robot is able to be absolutely autonomous if it 

achieves state of energy autonomy.  

The section shows that the robotic agents are able to self-

organize in order to achieve complete autonomy, without 

human intervention if they are able to coordinate energy 

sharing with the other robotic agents. The objective also means 

that each robotic agent is able to be energetically autonomous 

or assist others to be completely autonomous. 

 

 
Fig 8:  Energy autonomy of 5 robotic agent in time scale 

 

Figure 8 shows an experiment of 5 robotic agents executing 

in 2000 steps. On the second column, we see that the potential 

energy of the mother agent can always cover the field. That is, 

every robotic agent can be globally covered by the mother 

agent (M) so it can be refilled if it is able to come to the 

mother agent. However, the potential energy of the robotic 

agents (A, B, C, D, E) is much lower so it is capable of 

covering a local vicinity. Because the robotic agent is a 

moving agent, it can be sub-mother agent for the other agents 

in its local vicinity. Therefore, every agent can be a first-aid 

unit in the case of emergency in which other agents have not 

enough energy to go back to M, or desire to finish their duty in 

a short time before coming back to M. Additionally, referring 

to the fourth column, we see that at the instant 1201, A is 

going to (->) share 100 eu with C, and C stops working to 

save energy and waiting (<~) for A. At the instant 1341, C still 

needs energy again since C has already consumed 100 eu, B is 

indicated to give battery for C. Therefore, at the instant 1691, 

we can easily be aware that C has already come back to M in 

order to be fully replenished and is now working with an 

amount of 700 eu approximately. Due to the assistance of A 

and B, C can survive to continue its duty, instead of being 

stuck on the field. As a result, robotic agents can have 

complete autonomy if they are able to achieve energy 

autonomy.  

 

4. Conclusion & Future Works 

 
This paper issues the concept of the potential energy in 

multi-agent robotic system and how to make the system to be 

complete autonomy. In a multi-agent robotic system, each 

robotic agent is a mobile agent, so it has own potential energy. 

This is the reason why it is able to be self-sustained with 

energy if it is capable of sharing energy. To deploy robotic 

agents in a specific environment, we have to solve the problem 

under constraint of effective elements as mentioned in section 

2. However, to facilitate the process, we proposed the concept 

Potential Energy and its elements in order to analysis and 

setup a multi-agent robotic system in section 1. 

Next, based on initial results of the simulation, we are going 

to experiment with our testbed of the real multirobot system. 

First, to simplify high requirements of localization and 

approaching, our mobile robots are also following the lines in 

a grid so the robot is able to know its current location. In this 

way it is rather easy to approach to contact to the mother 

station, or the other robot in order to exchange batteries. We 

will improve the techniques of sensor fusion for such robots to 

remove the grid, so our robots can be more sociable. They can 

be applied for home, office or manufacturer environments. 
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Abstract
This paper describes a visuo-motor system which

realizes a feasible collusion avoidance of a manipu-
lator in an unknown environment. In order to han-
dle spaces occluded by obstacles, we adapt the plu-
ral cameras system and multiple self-organizing maps
(SOMs).Each self-organizing map is directly connected
to the camera system and trained to perform motion
control, by which the joint angle of the manipulator
are determined. In our visuo-motor system, neither
any priori knowledge about the manipulator nor the
camera parameters are required. In addition, the sys-
tem is robust to change in its geometry. Simulation re-
sult shows that the proposed learning method ensures
that the manipulator moves smoothly and consistently
in whole workspace even using multiple maps. In this
paper, we validated the proposed approach by an ex-
periment and confirmed that proposed method real-
izes collision avoidance for the visio-motor system in
a 3D space. Thus, we presented simulation result that
the system overcomes the collusion problem in clut-
tered environments and variety of obstacle shapes by
increasing the number of cameras and self-organizing
maps.

1 introduction

Collusion avoidance is a basic problem that a robot
handles its end-effector avoiding obstacles cluttered in
an environment performing the primary task for au-
tonomous or industrial robots. To plan a path avoid-
ing collision in an intricate environment, two contrast-
ing approaches have been studied.

First, the high-level path planning is to find globally
a collision avoidance path in the configuration space.
One example of a global method is PRM (Probabilis-
tic Roadmap Method) that computes a cell decompo-
sition of the free space and uses a search graph based
on this decomposition [1]. RRT (Rapidly-exploring

Random Trees) is a roadmap method where a set of
canonical paths is used to cover the components of
the free space, and the planning task is reduced to
determine a connection to the canonical paths [2, 3].
However, in these approaches, an exact, known and
static environment model is required. In addition, the
calculation time grows exponentially with the geome-
try complexity and the number of degree of freedom
(DOF).

Therefore, local path planning techniques are po-
tentially more efficient in robot motion planning when
the environment is unknown of only partially known.
An efficient local path planning method is the poten-
tial field method which has been widely used in colli-
sion avoidance [4]. In this method, a potential func-
tion is defined in the free space, based on an attraction
component from the goal point and a repulsion compo-
nent from the obstacle boundaries, and the planning
process becomes to a determination of the global min-
ima of the potential function using a greedy and local
search.

Alternatively, obstacle avoidance can be solved on-
line by a robot controller at the low-level, which is fo-
cused on the problem of controlling a redundant robot
so that the end-effector tracks a given path in the
workspace as closely as possible and simultaneously
ensures that the links avoid obstacles. Reasoned as
above, such techniques naturally depend on the use of
different control frameworks [5, 6].

On the other hand, some methods tried to inte-
grate a task planning and a motion control, motivated
by Khatibs work [7]. This work and a few other in-
tegrated architectures [8] have utilized methods based
on potential fields in their reactive control algorithms,
while their planning and interface techniques differ [9].
The SOMs also can be used for path-planning or tra-
jectory formation tasks [10]. After the mapping has
been established, a path is generated from any initial
position to a given target, e.g., to guide an end-effector
of a robot manipulator in the presence of obstacles
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within the workspace. Using the TRN model [11],
showed that a locally optimized path can be deter-
mined by minimizing the Euclidean distance from the
current position to a given target position. However, a
collision check was necessary in the path planning, and
the proposed method was only investigated by using a
non-redundant manipulator.

In our studies, we integrate the path planning of the
end-effector and SOMs to achieve collision avoidance.
The SOMs are learned to perform motion control, by
which joint angles of the manipulator are determined.
The learning promises to make the manipulator reach
targets precisely with obstacle-free poses. The path
planning system plans a collision-free path for the end-
effector from an initial point to a target point in the
image spaces. The proposed collision avoidance ap-
proach differs from others in: (1) The system only
needs to plan a collision-free path for the end-effector;
the computational cost of the path planning does not
increase exponentially even for a high dimensional re-
dundant manipulator. (2) The obstacle-free poses of
the manipulator are achieved in the learning of the
SOMs, so collision checking is not necessary in whole
path planning process.

2 visuo-motor system

Visuo-motor system which we propose is illustrated
in Fig.1. The system contains:

Workspace

Top Camera

Side Camera

Side Camera

Side Camera Self-organizing

       Maps

Side Cameas' Image

Top Camea's Image

v

v

v  : Position vectors of the end-effector

ut : Position vectorw of target
out: Joint angle vectors of the manipulator

v, ut

ut

ut

ut

v

Fig. 1: Simulation model

1. A 4-degree of freedom redundant manipulator
moving in a 3D space.

2. The plural CCD cameras.

3. Multiple related self-organizing maps.

CCD cameras are used to acquire information about
obstacles and to recognize the position of the target,
the location of the end-effector and the pose of the
manipulator while learning. Based on visual informa-
tion provides by cameras, each SOM learns projec-
tions that convert the image vectors of targets in the
image spaces into joint angles vectors of the manip-
ulator. The manipulator is ordered by a set of joint
angle commands θout which are outputs of SOMs.

In our previous works, the system could not deal
with spaces occluded by obstacles. In this paper, a
redundant camera system is introduced to overcome
the occlusion problem [13]. One camera observes the
workspace from the top and other cameras are ar-
ranged from the sides. Because the valid workspace
is increased obviously by adding the redundant cam-
era, multiple related SOMs are employed in our sys-
tem. As shown in Fig.1, the projections of a target
point ut in side cameras and top camera are (ui, vi)
and (ut, vt) respectively. A pair of image coordinates
of side camera (ui, vi) and top camera (ut, vt) is com-
bined into a 4 dimensional vector (ui, vi, ut, vt) which
is used as the point if one. In the same way, a pair of
the other side camera and top camera is combined into
the input of another map. Since the valid workspaces
of each map and camera are different, maps are used
alternately. Besides the number of joint, no further
information about the manipulator and cameras will
be used in our visuo-motor system.

2.1 The self-organizing maps

As shown in Fig.2, each self-organizing map is con-
sisted of neurons, which are distributed in the im-
age spaces of the camera. Each neuron Ni has 4-
parameters.

For ξi, refer to our previous study.

Wi : position of the neuron in two image spaces.

Ji : Jacobi matrix from the joint space to the image
spaces.

θi : Joint angle of the manipulator at Wi.

ξi : The gradiant vector.

When a target ut is given in the workspace, an appro-
priate map is chosen based on which cameras can see
the target. In the chosen map, the neuron which wi

is the nearest to the projection of the target is cho-
sen. The joint angles θout, which conduct end-effector
to the target, are calculated obeying following linear
equation. Although the transformation from the im-
age spaces to the joint angle spaces is not a linear pro-
jection for a redundant manipulator, the domain of a
neuron is small enough to use the linear projection as
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Top Camera Side Camera

ut ut

: Neuron Image space

Fig. 2: Self-Organizing Map

an approximation of the non-linear projection. In the
actual system, weighted sum of outputs from plural
neurons around the target is used instead of the linear
equation.

θout =
∑

gn(θ + J†(ut −W ))∑
gn

(1)

Where,J† is a pseudoinverse matrix of J . gn is the
weight defined by the following equation.

gn =

{
exp(−n/λ) for exp(−n/λ) > ε

0 for exp(−n/λ) ≤ ε
(2)

Where, n is the order of the neuron determined ac-
cording to the distance between the neuron and the
target. It has a large value for the neuron that is near
to the target, and has a small value for the neuron
that is far from the target. The symbol λ and ε are
value to define neuron numbers that can affect θout.

3 Process

3.1 Learning procedure of the Self-
Organizing Map

In our system, plural SOMs are employed. If they
are learned separately, their outputs are different even
for the same target. This will result in that the ma-
nipulator moves inconsistently when it is driven from
valid workspace of one map to another. In the learn-
ing algorithm, the problem has to be solved effec-
tively. The problem also can be described as: the al-
gorithm should guarantee that the manipulator moves
smoothly and consistently in whole workspace no mat-
ter which SOM outputs joint angles for it.

The learning procedures illustrated in Fig.3. When
a target position ut is presented randomly in the
workspace, each camera sees the target. If a camera
can see the target, the SOM which is connected to the
camera will learn. While more than two SOMs learn

for a common visible target, they learn with influence
each other. In this case, one of SOMs is chosen to
determine the joint angles θout of the manipulator for
the target. The manipulator is driven by the θout, and
each camera obtains end-effector position v in each
SOM respectively. Then, each SOM corrects its pa-
rameters by using ut, θout and v. This learning proce-
dure results in that in the end of learning the neurons
of plural SOMs possess the similar value if θout, ξand
different W,J for the target given in the common vis-
ible space.

Thus, the outputs from either SOMs will ensure the
manipulator has the same pose. This means: while a
target is given in common visible parts, the outputs
from either SOMs do not result in a change of the ma-
nipulator pose. In addition, the assignment of similar
joint angles to adjacent target point is, in fact, one
of the main features of the learning algorithm of the
SOM. By the construction of a map between inputs
in the image space and the neural net, learning algo-
rithm makes sure that adjacent target points always
activate adjacent neuron in the network. The learning
forces adjacent neurons to adapt their output towards
similar values.

Therefore, at the end of the learning phase the out-
put values will very smoothly from a neuron to another
neuron. Both features bring about a continuous and
smooth transformation from the input image spaces of
target points to the out put space of joint angle sets.
According to such a learning algorithm, SOMs guaran-
tee smooth and consistent movements of the manipu-
lator in whole workspace. For detials about evaluation
function, learning algorithm and update of the param-
eter, refer to our previous paper [13].

Target

W2, J2, 2, 2

W3, J3, 3, 3

W1, J1, 1, 1

Visible in 

Side Camera 2

    Visible in 

Side Camera 1

        Visible in 

Side Camera 3

Visible in Top Camera

Fig. 3: Relation of Plural Self-Organizing Maps

3.2 Path planning

In our system, collision avoidance is based on the
idea, While projected path does not interfere with pro-
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jected obstacle, the path in 3 dimensional space can
avoid the obstacle. Here collision avoidance is realized
in the image spaces. It is not required to reconstruct
a 3D model. Consequently collision avoidance in the
image spaces by combining a SOM and a path plan-
ning system. The SOM determine joint angles of ma-
nipulator so that the end-effector of the manipulator
reaches a target position given in the image spaces
arbitrarily, and also ensures the manipulator taking
obstacle-free poses. Here, the path planning system
adapts Laplaces potential method to plan a collusion-
free path for the end-effector from an initial to a goal
position without plagued into local minima.

Since the manipulator can drive the end-effector to
a target point given in the image spaces with obstacle-
free poses under control of the SOMs, the path plan-
ning system only needs to plan a path for the end-
effector of the manipulator. Accordingly, it is not nec-
essary to pay attention to the collision between obsta-
cles and links in the process of driving the end-effector
along the planed path. It is different from most of ex-
isting algorithm, which are intended to work in config-
uration space. Our system always plans paths in 2D
spaces, so the computational cost of planning does not
increase exponentially for a high dimensional redun-
dant manipulator. For procedure of the path planning
and path planning by Laplaces potential method, refer
to our previous study [12].

4 Simulation and experimental result

CCD camreras
Redundant Manipulator

Obstacle

Monitor

: LED

Drive Unit

Digital input / Output Board

Image Processing Board

out
v, ut

Host Computer

LED control

Self-Organizing Map

video signal

Fig. 4: Outline of experimental system

A photograph and the outline of our system are re-
spectively shown in Fig.4 and Fig.5. The manipulator
is Mitsubishi Manipulator RV-1A. It is driven by us-
ing the operating signal θout which is received through

Fig. 5: Our experimental system

a Drive unit. The CCD cameras see the manipula-
tor and the outputs from cameras are lead to a frame
memory in the host computer. The size of the frame
memory is 640[pixel] × 480[pixel]. The SOMs are com-
posed in a host computer. LEDs, which are lighted by
the host computer, are set on joints so that the system
can find the position of the end-effector and links of
the manipulator in camera images. Cameras are also
used to get shapes of obstacles.

At first, by simulation, we will show that our system
can output joint angles using 3 CCD cameras and 2 re-
lated SOMs so that the end-effector of the manipulator
reaches to the target with obstacle-free poses, and that
the system accomplish collision avoidance using pro-
posed approach. Then, we will confirm reproductivity
of the system to experiment in actual environment.

Secondly, we will expend the system to increase
CCD cameras and SOMs and show that the system
makes the manipulator take obstacle-free poses and
accomplish collision avoidance.

Simulation results were shown in Fig.6 and Fig.7.
In the simulation, a SOM consisted 240 neurons was
used, and 15000 targets were given for learning. There
was one obstacle. Fig.6 shows the target positions and
the poses of the manipulator, when all cameras can
see the target after learning. In the figure, we can see
that the manipulator takes obstacle-free poses and the
end-effector reaches targets correctly. The average er-
ror of the end-effector position was 1.57[pixel]. Fig.7
illustrates planed path from initial to goal point and
manipulator poses driven by the SOMs without stop-
ping at local minima. The average error along planed
path was 3.06 [pixel].

An experimental result is shown in Fig.8 and Fig.9.
To shorten the learning time and confirm robustness
of the system, the SOMs of above simulation were
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Fig. 6: Output for manipulator by simulation
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Fig. 7: Output of collusion avoidance by simulation

used as initial state by experiment. The number of
re-learning time was 1500 and the time required pro-
cess was about 16,500[sec]. Similarly with Fig.6, Fig.8
shows target positions and poses of the manipulator
after re-learning. The average error of the end-effector
position was 1.57[pixel], and it was about 2[mm] in the
real environment. Also, Fig.9 illustrates the planed
path and the manipulator poses. The average of error
along planed path was 2.75[pixel].

By the simulation and experiments, we have veri-
fied that the system can make the manipulator take
obstacle-free poses and practice collision avoidance.

Next, simulation results, which are leaded from the
extended system, are shown in Fig.10 and Fig.11. In
the simulation, a SOM consisted 240 neurons was used,
and 30000 targets were given for learning. There was
one obstacle. Fig.10 shows the target positions and
the poses of manipulator, when all camera can see the
target after learning. In the figure, we can see that ma-
nipulator takes obstacle-free poses and the end-effector
reaches the targets correctly. The average error of the
end-effector was 1.74[pixel]. Fig.11 illustrates planed
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Fig. 8: Output for manipulator by experiment
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Fig. 9: Output of collusion avoidance by experiment

path from an initial to a goal point and the manipu-
lator poses driven by SOMs without stopping at local
minima. The average of error along planed path was
2.56 [pixel].

5 Conclusion

In this paper, we validated the proposed method ap-
proach by real experiment and confirm the efficiency
of the proposed method and robustness of the system.
Then, we extended the system by increasing number of
camera and SOM and showed the efficiency of the sys-
tem. Advantages of this approach are (1) By employ-
ing multiple SOMs alternately, the system overcomes
the occlusion problems in cluttered environment, (2)
In our visuo-motor system, neither any priori knowl-
edge about the manipulator nor the camera parame-
ters are required.

In the present system, when a target point is put
under obstacles and the top camera can not see it,
SOMs can not learn joint angles because of dependence
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Fig. 10: Output for manipulator in extended system
by simulation
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Fig. 11: Output of collusion avoidance in extended
system by simulation

on the top camera. Therefore, we have to extend the
system and make each camera independent.

A part of this study is financially supported by
Electro-Mechanic Technology Advancing Foundation,
Japan.
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Abstract 
      

     We are developing an autonomous robot that can 

perform work in a human living environment. To move 

safely in a human environment, a robot should be able 

to recognize changes in the environment. Thus, we 

have developed a mobile system for autonomous 

robots with an obstacle-detection function and a 

human-following function. This system uses image 

information from a CCD camera and image processing. 

The obstacle-detection function, which is one of the 

functions of this system, detects obstacles for safe 

move, while the human-following function allows the 

robot to follow a person using information from 

images. 

     In this paper, we explain in detail the 

image-processing algorithm used with both the 

obstacle-detection function and the human-following 

function. Furthermore, we experimentally evaluate the 

system and discuss its problems based on the results. 

 

 

1. Introduction 
 
     Autonomous robots are expected to provide 

various services in human living environments in the 

future. It is important that such robots can move safely 

in an environment with human activity and can 

communicate with humans. Therefore, we are 

developing an autonomous robot that can perform 

work in a human living environment and possesses 

these abilities. 
     Our robot has a drive mechanism of two front 

wheels and one back wheel. The front wheels are 

attached to the motor, which operates the wheels on 

either side independently, while the back wheel is a 

castor wheel. This method has the advantage of being 

able to negotiate a far smaller turn than that of a 

passenger car’s steering system, for instance. DC 

servo motors are used for the robot’s drive mechanism, 

and position control and speed control are achieved by 

the control system of the drive mechanism. The robot 

also has two arms and hands and sensors; these devices  

 

 

 

Fig. 1 Robot appearance 

 

enable the robot to respond to various demands. An 

installed wireless LAN provides remote control for 

humans. All devices are controlled by a PC, and lead 

batteries supply electric power. [1], [2], [3] 
    In order to acquire a distance perspective for the 

autonomous driving robot, we developed an 

autonomous mobile system. This system creatively 

uses two functions based on the presence of an 

obstacle or human in the first image. The 

obstacle-detection system is used when there are no 

humans in the image; the human-following function is 

used when there are.  The obstacle-detection function 

uses image differences found during the robot’s 

motion, by which obstacles can be quickly detected. 

After detection, the position of the obstacle is 

calculated using the principle of triangulation. From 

this result, the suitable operation of the robot is 

decided. In the human-following function, the location 

of the human user is first determined from the location 

information acquired before the robot runs. After 

acquisition, this function uses the color distribution of 

the area specified as a human image as a model to 

match. A similar area of the present image is sought 

using this model color distribution. Thus, if the robot 

can recognize a human, it can be made to follow the 

human. 
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2. Obstacle-detection function 
 

2.1 Outline 
 

     The robot being developed in this laboratory moves 

by using the finite-space map stored in the database. If 

an unknown obstacle not existing on the map appears 

during this motion, the robot cannot avoid this 

obstacle without an obstacle-detecting function, such 

as the one we developed. In section 2, we explain and 

experiment on this function.  

 

2.2 Method for obstacle detection 

 

      In this section 2.2, we explain the method for the 

obstacle detection. The flow for obstacle detection is 

shown in Fig 2. 

 

 

Fig.2  Flow for obstacle detection 

 

Step1. Image capture 

The PC in the robot captures two CCD camera 

images at short intervals of time for the 

post-processing algorithm. 

 

Step2. Image resolution change 

The mean value of an arbitrary block in the image 

is found, and the pixels in the block are replaced by the 

mean value. 

 

Step3. Image differences 

The wall and an obstacle in the image that doesn’t 

actually move seem to have moved due to the 

movement of the robot. Thus, a moving obstacle and a 

static obstacle cannot be distinguished by simple 

image differences. Thus, we subtract each pixel of the 

two images of low resolution. As a result, the change 

in the appearance of the background is removed. The 

surrounding area of the moving obstacle appears as an 

output image. 

 

Step4. Obstacle area presumption 

     A histogram of the image differences value is made 

for the vertical and horizontal axes of the image.  The 

moving obstacle area is presumed based on this 

histogram. 

 

Step5. Output of position information 

     The distance from the moving obstacle area 

specified in the image to the bottom of the obstacle in 

real space is calculated by the following equation: 

θθ cossin iyf

hf
L

+
= , 

where f  is the focal length, θ  is the depression 

angle, and iy  is the y-coordinate in the image. 

 

 

Fig.3  Result of obstacle detection 

 

2.3 Experiment 

 

     We performed an experiment to evaluate the 

performance of the function. The robot was made to 

run on an indoor flat passage at the speed of 0.5m/s. 

The function detected when an obstacle approached 

and when an obstacle appeared suddenly from the side. 

Moreover, the angle of depression of the camera was 

set to 30 degrees. Fig. 4 shows the result of the 

obstacle’s approach. Fig. 5 shows the result of the 

obstacle’s sudden appearance from the side. 

     As a result of the experiment in the two situations, 

the obstacle was almost exactly detected using the 

function. Thus, the effectiveness of the system at the 

speeds used in this experiment was shown. 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 53



 

 

Fig.4  Approach of an obstacle 

 

 

Fig.5  Sudden appearance of an obstacle from the side 

 

 

3. Human-following function 
 
3.1 Outline  
 
     To move safely in a human environment, a robot 

should be able to recognize the external environment. 

This environment recognition must combine 

self-positional presumption, obstacle recognition, 

route selection, etc. It is difficult for the robot to 

correctly recognize the environment given the 

limitations in its memory and calculation capacities. 

Therefore, when a person is walking forward, the 

robot can be made to follow the human. The amounts 

of memory and calculation required decrease because 

the robot simply has to recognize the human. In 

addition, it is possible to move safely because the 

robot can follow the route of the human, who 

recognizes and understands the environment. In 

section 3, we explain this human-following function. 

 

3.2 Method for human following 
 
     The human who is the target of tracking is not a 

constant shape, but rather, the change in shape is great. 

Thus, the tracking of a human using the shape feature 

is difficult. Consequently, in order to acquire the 

human feature, this function uses color distribution. 

First, the area where the human exists in the image is 

selected. After the area is selected, a histogram in 

RGB space is created for this area. Fig. 6 shows the 

appearance of the image by which the histogram is 

created. The RGB space is divided into 8×8×8. The 

memory required for a more detailed RGB space, for 

instance, 256×256×256, is huge. 

 

 

Fig.6  Creating a histogram 

 

     Next, in order to seek a similar area in image we 

analyze correlation between created histogram of 

human feature and histogram of arbitrary area of 

present image. Two normalized histograms are 

overlapped, and the minimum value of the pair of the 

value is taken. The value in which all these minimum 

values were added is set as a similarity. If this 

similarity is high overlapping of two histograms 

increase as shown upper in upper of fig6. In contrast, if 

this similarity is low overlapping of two histograms 

decrease as shown in bottom of fig.7. The area where 

this similarity is the highest in the image is judged to 

be an area where the human exists. 

 

 

 

 

Fig.7  Comparing histograms 

 

     After seeking the similar area, the distance is 

calculated using the y-coordinate at the bottom of the 

area specified as a human. The speed of the robot is 

changed in proportion to this distance, and the human 

is followed. 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 54



 

3.3 Experiment 
 

     We experimented of human tracking in the image 

for the evaluation of the function. 

 

 

 

Fig. 8 Tracking images 

 
     The tracking image for every fifth frame is shown 

in Fig. 8. The human was tracked over 30 frames. The 

similarity of the histogram during the pursuit of the 

person was maintained at 70% or more. As a result, the 

area where the human existed was able to be presumed 

with considerable accuracy. Furthermore, the distance 

to the bottom of the obstacle was able to be calculated 

with considerable accuracy.  
 

 

4.  Conclusions 
 

     We have proposed a mobile system for 

autonomous robots with an obstacle-detection 

function and a human-following function. We were 

able to show the effectiveness of both the 

obstacle-detection function and the human-following 

functions. 
     The problem of the obstacle-detection system is to 

reflect the obstacle data detected in a finite space map 

so that the robot can select a safe route that avoids an 

unknown moving obstacle. However, changes in the 

speed of the robot or increases in the background’s 

complexity impairs this detection. Thus, we want to 

improve the accuracy of the obstacle-detection by 

combination with other method. 

     In order to acquire a human-following function, we 

used color distribution. However, this function has not 

been mounted on the robot yet. Thus, we mount on the 

robot this function and we want to test in real space the 

performance of the human-following function. 

     Our next subject of study is to develop a system for 

action planning. 
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Abstract 

Blimp robots are attractive as indoor flying robots 

because it can float in the air, land safely with low 

energy, and stay in motion for a long time compared 

with other flying robots. However, controlling of 

blimp robots for surveillance is difficult, because it 

has nonlinear characteristics, is influenced by air 

streams and is easy to be influenced of inertia. 
Therefore, it is not easy to control blimp robot only by 

PID control and to carry out position control.  

However, since PID control can change the control 

characteristic easily by adjustment of a parameter, it is 

thought possible to use for rough control of operation 

Therefore, when performing control of blimp robot of 

operation, PID control performs rough operation. And 

application of blimp robot is considered to round and 

surveillance by using the more precise control method 

for detailed control of operation near the surveillance 

point. 

By this research, in order that the control 

instructions from the outside may make operation 

there is nothing independently possible, having 

improved the certainty of round surveillance is shown 

by developing blimp robot which carried all the parts 
for control and in which autonomous control is 

possible. Using learning control near the surveillance 

point and using PID control between surveillance 

points. 

1  introduction 

As compared with other flight move objects, 

floating and movement are possible for Blimp robot 

with low energy. Therefore, it is observed as a flight 
robot for indoor. Recently, researches have studied 

ways to make the best use of the features of blimp 

robot and how to apply it to indoor applications, such 

as situation, the area and house that received the 

calamity survey [1], indoor security [2].            

Blimp robot will be wanted direct motion when 

flying, example through narrow spaces for security 

and round an indoor surveillance. The thrust unit of an 

indoor blimp robot must be designed high mobility. 

And, blimp robot has to operate in the limited range. 

the entire blimp robot must be kept small. Buoyancy 

decreases by miniaturizing the airframe. In designing 
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a blimp robot, one must considering the weight of the 

controller unit, thruster unit, and the sensor unit on the 

airframe. Characteristic of blimp robots is influenced 

of inertia; establishing original control architecture 

compares the other robots. 

Based on the flight navigation of insects [5], by 

position detection using beacons [6], and based on 

camera pictures [8] are researched about the method of 

controlling Blimp robot. In addition, investigation in 

outdoor environment has been conducted using 

cooperative operation with ground robots [4], an 

original method is proposed by each research. The 

research on the round system that uses the PID control 

is performed. [10] 

2  Experiment 

This chapter explains the experimental environment 

and the experiment blimp robot to show that blimp 

robot accurately reaches the target surveillance point. 

2.1  Experimental environment 

Experiment environment is an inside of a building. 

And the blue and red circle are arranged with a diameter 

of 0.50m at intervals of 0.75m to the floor at the space 

for an experiment. As experiment space, it is referred to 

as over 3m at width, depth, and height for experiments in 

Blimp robot. 

2.2     Experiment operation 

"S" was made a starting point, and the operation of 

Blimp robot in the actual experiment was set for the 

straight line to move in order of P1~P7. In this 

experiment, P1~P7 is made a relay point, and it makes 

it to surveillance point.                          

1．When the camera installation part of blimp robot 

enters the space of 50cm in the radius for the point 

where P1~P7 is observed, it switches to the learning 

control[11].                                       
2．It rotates when is in the space of 30cm in the radius 

for five seconds for each surveillance points of P1~P7.                                   
3．After rotations are made, it moves to the next point. 

Fig.1 Round condition and PID parameters 

2.3     Blimp robot and PID controller 

Figure 2 showed appearance of blimp robot. The 

balloon is a column type, and the diameter is 0.94m, 

and 0.80m in height for enough to obtain buoyancy [8]. 

And, it has a controller and driving part under the 

balloon.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Appearance of developed Balloon Robot 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 Abstraction of the Developed Blimp Robot 

In this research, the camera of the resolution of 

160×144pixel is installed and the RGB 16bit color 

image to be able to acquire the location information by 

recognizing the landmark in the experimental 

environment is position acquired.μT-Engine calculates 

information and the image data processing from the 

sensor, and taken image and sensor value are processed 

⊿T=0.3 sec or less of the sampling duration of the 

propeller motor control.  

Fig.3 shows the block diagram of developed blimp 

0.94[m] 

0.83[m] 
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robot,μT-Engine board (M32104) controls the DC 

motor driver of the RBTMC one-board microcomputer 

board by the serial port after doing the processing of 

sensor information and the calculation concerning the 

decision of the control output, and six propellers 

(ch0~ch5) are driven. Thrust was able to be generated 

axially each for a direct movement in the direction of 

the desire and the propeller was arranged. Propeller 

motor ch4 and ch5 that intersected, united the midair 

carbon pipe, arranged the propeller motor of ch0~ch3 

that generated thrust x axis and y axis, and generated 

thrust z axis were arranged. 

The variables manipulated for translation and 

rotational motion in our PID controller were decided by 

deviations based on the relative distance from the x, y, 

and z axes and the relative yaw angle. The relative 

distances ex, ey, and ez [cm] are from the blimp to the 

target. The relative angle eθ [rad] is the angle from the 

yaw angle of the blimp to that of the target. The 

manipulated variables mx(t), my(t), and mz(t) [g] for 

translational motion, and mθ(t) [g] for rotational motion 

at time t, are calculated as  

T

Ttete
KTteKteKtm xx
DxxIxxpxx

∆

∆−−
+∆+= ∑

)()(
)()()(       (1) 

T

Ttete
KTteKteKtm
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DyyIyypyy
∆

∆−−
+∆+= ∑

)()(
)()()(   (2) 

T
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KTteKteKtm zz
DzzIzzpzz

∆

∆−−
+∆+= ∑

)()(
)()()(    (3) 

T

Ttete
KTteKteKtm DIp

∆

∆−−
+∆+= ∑

)()(
)()()( θθ

θθθθθθ
   (4) 

where KP is the proportional gain, KI, is the integral 

gain, and KD is the derivative gain. The parameters are 

adjusted for each basic motion. 

mx(t)–mθ(t) generated for propellers ch0–ch5 are 

determined by using m, my, mx, and m0 as follows: 

)()()(0 tmtmtm y θ+=           (5) 

)()()(1 tmtmtm x θ+=           (6) 

)()()(2 tmtmtm y θ−=           (7) 

)()()(3 tmtmtm x θ−=           (8) 

)()(4 tmtm z=            (9) 

)()(5 tmtm z=                    (10) 

m0(t)–m5(t) are continuation values that are 

calculated by equations (5) through (10). However, the 

motor drive developed by this research cannot control a 

continuous rotational speed. As for the drive of the 

motor, only a binary control of ON-OFF is possible.  

The drive of the motor is adjusted and thrust is adjusted 

according to the time width for that. As for the motor, a 

positive rotation and the reverse rotation are 

individually possible. By these devices, controlling 

such a propeller motor, it becomes possible to generate 

an independent thrust and blimp robot is freely 

movable to x, y, and z axis.                         

3  Result 

The result of doing Experimental operation in the 

experimental environment is shown by using developed 

blimp robot. 

 

The parameters are adjusted for each basic 

motion.  

 

 

 

Fig.4 Three-dimensional orbit result of blimp 

 

 

 

 

 

 

 

 

 

 

Fig.5 The orbit of X-Y plane of blimp 

Figure 4 showed three dimension orbit of blimp 

robot. The orbit of X-Y plane was shown for Figure 5. 

A straight line orbit lacks stability because it has 

received the influence of inertia. The control that 

moves between the target points is done by the PID 

control now. However, the appearance in which the 

orbit is corrected is shown toward the target point. 

Especially, it is shown that it is operation to which 

adjacent to the target point is done as it is a setting.   

Figure 6.7.8 showed the transition of the time of the 

orbit in x, y, and z each axis.  In each axis, blimp 

independently corrects the orbit, and does the 

movement operation to the target point. And, an 

individual axis and the orbit result shows, it is 

understood that the influence of inertia is large. 
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Fig.6 Transition at time in x axis 

 

Fig.7 Transition at time in y axis 

 

Fig.8 Transition at time in z axis 

 

4  Conclusion 

The rotation operation in the PID control and the 

surveillance point (each target point) was able to be 

achieved. However, there is a problem that the disorder 

of the orbit by the influence of inertia is caused in other 

side. And, the error margin of keeping position in the 

surveillance point is large. 

The orbit is stabilized and it will be necessary to 

improve keeping position with surveillance point in the 

future. It is scheduled to change the PID control from a 

positional control to the speed control and to try to this 

improvement. 
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ABSTRACT 

 
Based on Rowley’s approach [2], this paper aims 

at proposing a new architecture that uses a specific 
optimization technique, the DIRECT (DIviding 
RECTangle) algorithm, to improve the efficiency of face 
detection in images. The system consists of two main 
parts: a neural network-based face detection arbitrator 
and a search strategy based on an integer-handling 
DIRECT algorithm. By the architecture, the number of 
arbitration is dramatically reduced, and human faces, if 
they are present in an image, are not restricted to 
predetermined resolutions and aspect ratios. 
Experimental results show that the proposed architecture 
is efficient in terms of both speed and robustness. 
 
INDEX TERMS:  face detection, neural network, image 
processing, Image pattern recognition, DIRECT  
algorithm
 

1. INTRODUCTION 
 

Human face detection from complex background 
and in different positions of an image is an important 
step for surveillance and intelligent human-machine 
interface.           

Rowley’s approaches [2] [3] are typical image-
based face detection methods in which upright and 
frontal views of human face are detected using artificial 
neural networks (ANN). Owing to its conceptual 
simplicity, the approach of [2] has been followed by 
many researchers, such as [4]-[6] which use ANNs. In 
our previous work [11], we adopted both the image and 
feature-based techniques to design two ANNs to estimate 
the position as well as planar orientation of faces. 

However, the approach of [2] is restricted to a 
fixed training and classification template, which is of 
20×20 pixels. And the original image must be re-sampled 
at several preset resolutions due to the so-called image 

pyramid arrangement. Furthermore, the ANN must check 
all the extracted windows in all the sampled images for 
the potential existence of human face. These restrictions 
can lead to prolonged processing time and overlook of 
faces that are difficult to identify in these resolutions and 
aspect ratios. 

With these shortages of [2] in mind, this paper 
aims at proposing a new architecture that uses a specific 
optimization technique, the DIRECT (DIviding 
RECTangle) algorithm, to improve the efficiency of face 
detection in images.  
 

2. THE INTEGER DIRECT ALGORITHM 
 

We propose to apply the DIRECT algorithm [13] 
to improve the face detection architecture described in 
Section 2. The name of the optimization algorithm is an 
abbreviation of DIviding RECTangles, describing a 
specific manipulation procedure. Developed by Jones et 
al. in 1993, the procedure is deterministic, guaranteed to 
converge, and has a very fast convergence rate without 
trapping in local extremes [14]-[16]. 

In this work, the images are of finite resolution, 
and we need an integer version of the DIRECT algorithm. 
There are two parts to be considered: center definition 
and trisecting manipulation. The center point between 
two integers, say a to b, is defined as floor( (a+b)/2 ), 
where output of the floor function is the greatest possible 
integer. 

In order to divide boxes into 3 parts, the trisected 
widths are calculated according to the following equation: 

( )
⎟
⎠
⎞

⎜
⎝
⎛ +−

=Δ
3

1abfloor  

The above equation would lead to two specific 
conditions of Δ: 
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where ChildC, ChildL and ChildR denote the center, left, 
and right decedents after participation, respectively. That 
is, when Δ≧1, the box will be divided into 3 parts:    
ChildL ranges from a to a＋Δ－1 with width Δ, ChildC 
ranges from a＋Δ to b－Δ with width b－a－2Δ＋1, and 
ChildR ranges from b－Δ＋1 to b with width Δ. When Δ
＝0, the box is divided into 2 parts: ChildC  and ChildR, 
each is of unit length. 
 
 

3. PROPOSED FACE DETECTION 
METHOD 

 
Our system consists of two main parts: a neural 

network-based face detection arbitrator and a search 
strategy based on an integer-handling DIRECT algorithm. 
As shown in Fig. 1, the position, size, and aspect ratio of 
the windows to crop sub-images for face detection are 
based on the DIRECT algorithm. After cropping and 
preprocessing, the feature is extracted at predetermined 
49 locations. The feature values are then sent to the ANN 
to decide how close they represent a human face. 

In other words, the face detection problem is 
converted into an optimization problem to find out the 
best position and size of the cropping window that 
contains a human face.  
 

 
Fig. 1 The proposed face detection architecture 

 
4.1. Neural network-based face arbitrator 
 

The training and testing images for ANN in [2] are 
based on a fixed window (20×20 pixels). This approach 
not only restricts its applicability to face images with 
different aspect ratios, but also requires the 
computationally intensive resizing operation.  

Based on these observations, we propose a 
moment-based feature extraction strategy that can 
alleviate the restrictions on aspect ratio and resolution.  

The strategy takes the symmetrical property of 
human face into consideration. As Fig. 2 (a) illustrates, 
we segment the face image into 8 by 8 grids, this would 
result in 64 nodes from N0,0 to N8,8. Note that only the 
intensities at the node are used, thus no resize operation 
is required, and the template images are not required to 
be square.  
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Fig. 2 (a) Location of the 49 nodes. (b)  Distribution of these 49 
normalized values. 

 
 

Based on the first moment values of these nodes, 49 
quantities are obtained: 

( ) 7~1,7~1 , ,,, ==−×= jipppIM Cjijiji  

where pi,j denotes the position of node Ni,j, pC are the 
position of central node of this grid map, i.e., N4,4, and 
I(pi,j) represents the intensity of node Ni,j. Fig. 9 (b) 
shows distribution of these 49 normalized values 
corresponding to the example image. Obviously, the 
central moment would be smallest, and the distribution 
has a symmetrical characteristic along horizontal axis. 
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The ANN uses these 49 values as inputs to judge for the 
existence of human face. There are two output neurons, 
and the ANN is trained such that the output is [1, 0] 
when a human face is present, and [0, 1] when none.  

There are at least four variables to be decided in 
the face detection problem: the X and Y coordinates, x 
and y, width, w, and height, h. These variables are 
summarized in to an unknown vector: 

}.,,,{ hwyx=θ  
The ranges of these variables are defined within the 

≤≤
≤≤

≤≤

h
w

y . 

The problem is then formulated as finding the parameter 

following boundaries: 
width 1 ≤≤ x

9024
9024

image  theofheight 1
image  theof

vector, θ , by the DIRECT algorithm, such that the 
corresponding output of the ANN approximates the 
output of the arbitrator when a human face is present, 
which is the value [1, 0] in our current design. Fig. 3 
shows the flow chart of the face detection architecture 
using the integer-handling DIRECT algorithm 

In general, DIRECT algorithm proposes a 
search

5. EXPERIMENTAL RESULTS 
 

We randomly selected 340 frontal-view face 
image

rk is of the two-layered Multi-layered 
Pe

ing strategy to obtain all possible solution. We 
extract all solution according to a specific threshold, i.e. 
if the values of objective function less than the 
predefined threshold, the corresponding solution would 
be considered. 
 

s and 306 non-face images from the MIT-CBCL 
face recognition database, CMU face database, and our 
own database to train the ANN. Besides, we prepare 138 
images contains no face in order to improve the 
robustness of the ANN using the so-called “bootstrap” 
method [12]. 

The netwo
rceptron (MLP) architecture with 20 neurons in the 

first hidden layer and 15 neurons in the second hidden 
layer. A standard back-propagation algorithm [17] was 
used to train this 49-20-10-2 network for 500 cycles. Fig. 
4 shows the positions in the search space visited by the 
integer-handling DIRECT algorithm. Note that, for a 3-
dimensional illustration, only the X and Y coordinates, x 
and y, and width, w are shown. 

 
 

Input test image 

Define the parameters of optimization 

DIRECT algorithm 

Generate θ: (x, y, w, h) 

Crop the region according to θ 

Arbitrate the region by ANN 

Reach the criterion 

yes 

no 

Cease searching 

Fig. 3 Flow chart of the face detection architecture using the 
integer-handling DIRECT algorithm 

 
 

0 20 40 60 80 100 120

0

50

100

2

4

6

8

10

12

14

16

18

20

22

X axis of Image Space

Y axis of Image Space

S
iz

e 
In

de
x

 
Fig. 4 Positions in the search space visited by the integer-

handling DIRECT algorithm 
 
Based on 50 detection results, the system based on the 

DIRECT algorithm can efficiently locate the human face 
within 1000 arbitrations using the ANN. As a 
comparison, when a typical 600 by 400 image is 
encountered, the number of arbitration in the approach of 
[2] can easily exceed the amount of 300,000.  
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Also found in the experiments, the DIRECT 
algorithm could cause repetitive detection. This problem 
can be easily solved by integrating all the neighboring 
positions into one by, for instance, the fuzzy c-mean 
method. Furthermore, we can integrate other image 
processing techniques, such as the skin color 
segmentation, to reduce the search area to further reduce 
the computing effort.  
 

6. CONCLUSION 
 

Based on the architecture of [2], we proposed a 
new human face detection architecture using the integer-
handling DIRECT algorithm. The newly designed face 
classifier is computationally efficient and invariant to 
image size. Furthermore, the architecture is robust in 
terms of correctness, since the aspect ratio of face images 
is not faxed.  

As for future work, we will address the issues of 
rotated faces and side-view faces. Skin color 
segmentation may also be included to provide further 
acceleration.  
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Abstract

  In this paper, we propose a disturbance observer 
system for an instrument that is affected by regular 
shock. The disturbance observer uses the position 
error signal and a nominal model of the plant to 
create an estimation of the disturbance. The 
disturbance observer algorithm is designed to 
enforce robust input/output behavior by canceling 
the effects of disturbances and modeling errors. We 
apply to the filter using the binomial filter design 
method. The design of disturbance observer using 
the methods improves the performance of 
disturbance rejection. The effectiveness of the 
disturbance observer in rejecting high shock 
disturbances is demonstrated in simulation.

1  Introduction

  Recently, robot motion control has been the 
important technology. It has been expected that 
robots help us, human beings, or that robots work 
in various fields instead of us. Especially, robots 
have been expected to work in the heavy 
environment where human beings can not stand, or 
to be active in the medical and welfare fields. In 
order to respond to the above expectations, 
teleoperation has been researched as one of the 
robot motion control methods[1]. 
 Position controller is one of the important parts in 
robot motion control system. It mainly functions to 
accept command signals from the process control 
computer and feed-back signals from load, and 
output control signals to motor velocity control 
system so as to drive the mechanical transmission 
to ensure that the load tracks its target timely and 
precisely. It remains as a hard nut many people are 
trying to crack that restrict requirements are placed 
on input signal smoothing, motional disturbance, and 
system precisition, stability and quick response, as 
well the parameters are difficult to mach with each 
other.  The currently available position controls 

mostly adopt PID control mode. PID control is 
effective for simple process control but limited for 
the targets whose parameters vary in large range or 
are remarkably non-linear[3]. To meet these 
advanced requirements, various kinds of controllers 
have been proposed. Disturbance observer is 
adaptive robust controller.

 In this paper, we propose a disturbance observer 
system for an instrument that is affected by regular 
shock.  The regular disturbances cause a position 
error of the machine. Research about reducing the 
position error by the disturbance has been made 
progress. But, it is insensibility to high shock 
regular vibration. So we research possible to 
implement a disturbance observer (DOB) in the  
systems that has high shock regular vibration. 
 This research suggest a disturbance observer for 
position control of a BLDC motor that is used to 
position control of a single-link robot arm. The 
system model of the motor is calculated using 
ADAMS. And, the parameters of the disturbance 
signals are 9000N of high shock and 11Hz of 
regular shock. Fig. 1 show disturbance signal.

2  Selection of Disturbance Observer
 
  Among these kinds of robust motion control 
methods with two-loop structure, it can be said that 
the most popular method is the disturbance-observer 
(DOB)-based control. The disturbance observer uses

Fig.1 Disturbance

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 64



-

 Plant










Disturbance

Observer



Fig.2 Disturbance Observer (DOB)

the position error signal and a nominal model of 
the plant to create an estimation of the disturbance. 
The estimation is then used to compensate for the 
disturbance effects. 

 Using the low-pass filter  and the inverse of 
a nominal model, the DOB estimates the disturbance 
and the estimate signal is utilized as a disturbance 
cancellation input. Hence, the DOB makes the 
system's behavior between control input and plant 
output robust in the presence of uncertainties and 
disturbances. Fig. 2 shows the structure of the 
DOB. From the block diagram in Fig. 2, the plant 
 output   can be expressed in terms of the 
reference control input  , the external disturbance 
 , and the measurement noise 

    
    (1)

 where,                  
, nominal model    of DOB. Below the cutoff 
frequency of , ≈   is achieved. 
Hence, low-frequency disturbances are attenuated 
and the mismatch between the plant  and the 
nominal model    is compensated. Thus, the 
behavior of the real plant is to be the same as the 
given nominal model. On the other hand, 
    is achieved above the cutoff frequency 
of . Hence, high-frequency measurement noise 
is attenuated. As a result, the following observations
come to light. Firstly, the most important design 
parameter in the DOB design is the low-pass filter 
 , and secondly, the main concern is the tradeoff 
between making   small and     
small.

order condition performance
denominator   robustness 
numerator   disturbance 

rejection rate 
relative   robustness ⇩

sensor noise ⇩
time constant   sensor noise ⇩

Table.1 Factors of   Filter

max 1

(1 ( )) (1 ( )) ( )
( ) ( ) ( )

n

n

Q s Q s P s
Q s P s Q s

σ γ−

− −⎡ ⎤
<⎢ ⎥− −⎣ ⎦ (2)

 DOB is made to disappear the effect of 
perturbation, but it doesn't mean to remove 
perfectly. Therefore, we need to be concerned about 
robustness. Since Eq(2) implies the degree of 
robustness of DOB system against the perturbation, 
we define it as “robustness measure of a DOB 
system” denoted by  . Actually, there are three 
important factors in designing a   filter: the filter 
time constant, numerator order and denominator 
order (or relative degree) of   filter. Studies in [4] 
and [5] papers show condition and performance of 
each factors at Table.1.

 We apply to the filter using the Binomial filter 
design method. The method can consider to 
important facts. Now, we are to use the robustness 
measure Eq(2) as the design method of a   filter 
for second-order systems. First, we assume the   
filter of the following form:

   


 



 


(3)

where  is the filter time constant, 
  

the binomial coefficient,   the denominator order 
and  the numerator order. Hence, ≥   . 
Second, since ours system can be described by the 
second order transfer function, we assume that the 
nominal plant is given as follows: 

 
 

 

 (4)

where,  is a damping ratio,   the undamped 
natural frequency and  a constant.

  In short, this technique considers the numerator 
order, the denominator order and relative order of 
the nominal plant. The disturbance rejection performance

Fig.3 Structure of the simulink
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of the filter depends on the numerator order and 
time constant. And robustness is decided by the 
denominator and relative order. Also, the relative 
order decides measurement noise reduction 
performance.

3  Design of DOB

  Fig. 3 shows simulink at MATLAB based Fig.2 
DOB. Where, Theta(2) is the Plant output and 
angle_2(disturance) disturbance signal, and the 
system uses unit step input.

3.1  Initial environment of  Filter

  Fig. 4 depicts maximum singular values of (2) 
according to frequencies. The robustness measure 
corresponds to the maximum among maximum 
singular values for each   filter. As we 
suggested in Table.1, the robustness becomes better 

Fig. 4 Robustness comparison according to   firters
 

(a) Disturbance (b) Response without 
disturbance

Fig. 5 Disturbance &  Response without disturbance (deg)

Fig. 6 Response with disturbance

as the relative degree decreases and as the 
denominator order increases with the same relative 
degree[4].  Where, the   filter selects 
(relative degree is two) And it proved through 
simulation. Fig.7 shows effect of disturbance in 
response without disturbance in Fig.5.

3.2  Design of Important Parameter

 The system model is defined as

 
   

    (5)

 To decide optimum parameters of DOB, is referred 
Table.1 about factors effect. In order to prove 
performance of disturbance rejection,  is used the 
simulink of MATLAB. It fix   because of 
second-order system, find a optimum time constant 
τ. Fig. 7 shows results of simulation when τ 

change 0.0005 to 1. Where, a optimum time 
constant is 0.0005. And, Fig. 8 is results of 
simulation to decide denominate order. And 
optimum denominate order confirm forth-order. 
Finally, Fig. 9 shows results about numerator order 
change (τ is 0.0005, denominate order is 
forth-order). We can estimate optimum nominal 
order of second-order.

Fig.7 Response according to τ ()
τ=1, 0.5, 0.1, 0.05, 0.01, 0.005, 0.001, 0.0005

(a) Full view (b) Detail view

Fig. 8 Response according to d (τ=0.0005, n=0)
Rejection performance :    
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   filter can design to simulation. In short, a time 
constant is 0.0005, relative order second-order, 
denominator order forth-order, and numerator order 
second-order.

3.4  Stabilization

  Also, Fig. 9 shows performance of disturbance 
rejection. Where, output angle is changed 0.01  to 
0.0005  degrees after   filter design. Namely, 
disturbance rejection rate is over 95%. In order to 
consider degree of stability, is used to five times of 
disturbance. The effectiveness of the disturbance 
observer in rejecting high shock disturbances is 
demonstrated in simulation. In the Fig. 10, the 
simulation shows disturbance rejection performance 
over 95%.

4  Conclusions

  This paper presents improving performance of 
high shock disturbance rejection. We propose a 
disturbance observer (DOB) system for an 
instrument that is affected by regular shock. To 
consider to important facts, apply to the filter using 
the Binominal filter design method. Optimum value 
of the   filter parameters is found  through 
simulation using simulink of MATLAB. In order to 
consider degree of stability, is used to five times of 
disturbance. Then demonstrates disturbance rejection 

Fig. 9 Response according to numerator (τ=0.0005, d=4)
Rejection performance :    

Fig. 10 Five times of disturbance
Rejection performance :    

performance over 95%.
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Abstract
We report on learning landing control of au-

tonomous energy recharging for indoor blimp robots.
Indoor blimp robots have potential applications in
monitoring, surveillance, and entertainment. It might
be necessary for long term flight to achieve these ap-
plications,. Since blimp robots cannot load a heavy
battery, it is difficult for long time flight. We focused
on autonomous energy recharging to solve this prob-
lem, especially moving to the charging station, we call
it landing control. We make use of learning control
for landing control because of its satisfactory accu-
racy. The results of experiments demonstrated that
learning control is effective for landing control.

key words - indoor blimp robot, autonomous energy
recharging, landing, controller

1 introduction

Indoor blimp robots have the features of using
buoyancy to move three dimensional movements, mov-
ing less energy, and safety in crashed compared to
small air-crafts or helicopters. For these features, in-
door blimp robots have enormous potential for appli-
cations such as entertainment movement, monitoring
activity at high attitudes.

However they have difficulties to control because
of nonlinear thrust, balloon imbalance, and air re-
sistance, so many researches focus on control design
for indoor blimp robots, such as maintaing a fixed
position[1], and circular or triangle motion[3]. These
control design are based on achieving applications of
ahead, also it might be necessary for long periods
movement. Because of payload restrict, indoor blimp
robots cannot load batteries for long periods move-

ment. For long periods movement, we describe au-
tonomous energy recharging system, especially land-
ing control to charge battery.

2 Indoor Blimp Robot

We use columned blimp robot. Compared to el-
lipsoidal typed balloon, columned type balloon have
the advantages of uniform air resistance for directions,
moving precisely in the desired direction directly with-
out rotation. These features might be necessary to
achieve the applications for indoor blimp robots.

Figure 1: Overview of indoor blimp robot: balloon
and control system.

Figure 1 shows a columned blimp robot and control
system overview. Blimp robot consists of a balloon
for enabling to float and a driving parts for moving.
Driving parts consist of the controller, thrusters, and
sensor.

In design of balloon, we decided on diameter as
0.94[m] and height as 0.8[m] to enable the blimp to
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float by buoyancy.
The controller consists of a T-Engine board and

RBTMC board. Image processing calculations and
decisions on outputs to control the blimp are run on
the T-Engine board and sent to the RBTMC board as
control commands for propellers on thrusters. Based
on control commands, the RBTMC board controls
motors that drive propellers at a sampling time ∆T =
0.3[s], which is based on consumption time for image
process and control decision.

The blimp recognizes positional information and
environmental conditions through camera sensor,AR
camera, which sends image data to the controller via
an internal bus and is fitted on thder T-Engine board..
The image resolution is 160 × 144 pixels, and color
information is composed of 16bit data in RGB color
space.

The blimp robot has six propellers, ch0 and ch2
for x-axial movement, ch1 and ch3 for y-axial move-
ment, and ch4 and ch5 for z-axial movement. Pro-
peller thrust is adjusted by controlling motor rotation
due to hardware constraints. We attempt to adjust
thrust by switching On/Off signals controlling motor
rotation.

3 Autonomous energy recharging

Autonomous recharging is the key of long periods
movement and activities for mobile robots. In the
research activity of 2D mobile robots, autonomous
recharging are proposed[4],[5]. Many researches focus
on 1)making the charging station including environ-
ment , and 2)control design to the station. In the field
of 3D mobile robots, indoor or outdoor robots, these
functions are required.

3.1 Environment

The left figure of Figure 2 shows the environment
and charging station for indoor blimp robots. The
blimp recognizes its position information from land-
marks placed on ground and moves based on position
information, see as [3]. The blimp moves to the two
130[cm] height poles, which set 75[cm] apart, for au-
tonomous energy recharging, which movement called
as landing control for indoor blimp robots.

The right figure of Figure 2 shows landing overview.
Indoor blimp robot must move to the two-poles
from the upper space. Landing control is necessary
to descend straight. As landing control accurately,
1)putting plane coordinates, 2)slowing horizontal ve-
locity, and 3)retrying docking to the station apart from

Experimental enviornment Landing overview.

Figure 2: Experimental environment and charging sta-
tion

the station, are required. The control design of the
blimp robots satisfies these requirements.

3.2 Control design

It is difficult to design an analytical controller based
on a dynamic model because a blimp has such nonlin-
ear characteristics as air resistance, and inertia during
movement.

Researchers have experimented with PID [3],fuzzy
[6],and learning [2] controllers for blimp robots because
they do not need the complex analysis required for dy-
namic model. We use a PID controller for movements,
such as circular and triangle, and learning controller
for landing control. PID controller for the blimp robot
might be difficult for landing control with satisfactory
accuracy in the related work [3]. Learning control has
the advantages compared with PID control, such as
parameters are a little and it reflects on an inertia, air
resistance and temperature.

3.2.1 PID control

In our PID controller, the manipulated variable m(t)
is given as the ratio of the rotation time for each pro-
peller in sampling time ∆T . The manipulated vari-
ables mx(t), my(t), mz(t) are decided by the relative
velocity from the blimp robot to the target point. The
manipulated variable mθ(t) is calculated by the rela-
tive angular. These manipulated variables are defined
as follows.

mx(t) = KPxex(t) + KIxΣex(t)∆T + KDx
Dex

∆T

my(t) = KPyey(t) + KIyΣey(t)∆T + KDy
Dey

∆T

mz(t) = KPzez(t) + KIzΣez(t)∆T + KDz
Dez

∆T
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mθ(t) = KPθeθ(t) + KIθΣeθ(t)∆T + KDθ
Deθ(t)

∆T

where KP is proportional gain, KI is integral
gain and KD is derivative gain, and De(t) =
e(t) − e(t − ∆T ). Thrusts M0(t),...,M5(t) gener-
ated for propellers ch0,...,ch5 are determined by using
mx(t),my(t),mz(t),mθ(t) as follows.

M0(t) = my(t) + mθ(t), M1(t) = mx(t) + mθ(t),
M2(t) = my(t) − mθ(t), M3(t) = mx(t) − mθ(t),
M4(t),M5(t) = mz(t).

3.2.2 Learning control

Learning control is realized by updating the learning
table, its horizontal axis is the relative distance and
vertical axis is the relative velocity. The blimp robot
becomes the preferable condition using learning con-
trol after updating the learning table. Figure 3 shows
the overview of the learning control,where 0 is the pos-
itive rotation and 1 is the negative rotation. When the
relative distance do not reach to the zero of the hor-
izontal axis and the relative velocity gets across the
zero of the vertical axis, the learning table is updated
with inversion of each element. There is the possibility
to update the learning table in movements to adjust
the environment condition.

Figure 3: Overview of learning control

3.2.3 Landing area

We divide the movement area of the blimp robot into
three for landing achieving with satisfactory accuracy.
We consider that it is possible to land by this area di-
vision even if the blimp robot misses the desired orbit
to the station. First area is that the blimp robot get
near to the charging station. In this area, we make
use of PID control. Second area is near the charging
station, but the precision cannot be satisfied. In the
second area, the blimp robot move to the upper space
of the charging station by learning control to satisfy
the accuracy of the landing. Third area is that the
blimp robot descend to the charging station. In this
area, the blimp robot is controlled by its velocity with

learning control not to break the charging station and
blimp itself. If the blimp robot moves from the third
area to the second area, the blimp robot moves up and
retries landing.

4 Experiment

4.1 Experimental setup

In the experiment, we confirm the achievement of
the landing control using learning control and the com-
plicated motion for applications. The blimp robot
moves for the square and rotational motion. After the
square and rotation, the blimp robot tries the landing
motion. The square motion includes basic motions
for straight-line and twisting a corner. These motion
can be applied to various movements for indoor blimp
robot. In the square motion, the blimp robot is con-
trolled to pass apexes on the square, 200[cm] on a side
in XY -plane. The blimp robot is controlled to move
150[cm] and 250[cm] high for Z coordinate alternately
on each apex. Before the rotational motion, the blimp
robot moves to the target point for the landing mo-
tion. In the rotational motion, the blimp robot rotate
from π/2[rad] to −π/2[rad]. The rotational motion
can be applied to the autopilot and monitoring. In
the landing motion, the blimp robot tries to descend to
the target point its 3D coordinate Ps = (0, 150, 120).
Landing to the station is required accuracy , X and Y
coordinate within 10[cm] from the center of the sta-
tion, and yaw angular within π/16[rad].

The blimp robot change its control from PID con-
trol to learning control after rotational motion. The
experimental environment is the space in the building
of University as shown Figure 2. The controllable pa-
rameters are manually set by repeated trial and error
in preliminary experiments.

4.2 Result

Figure 4, 5, and 6 shows the whole motion of
the blimp robot. In the square motion, the blimp
robot has moved approximately along the objective or-
bit in XY -plane. Z coordinate movement of the blimp
robot has also moved approximately, a little unstable
because of the difficulty of the neutral buoyancy. In
the rotational motion, the blimp robot has rotated ap-
proximately to the objective angular. In the landing
motion, the blimp robot has descended to the target
point Ps instantly. Also, X, Y coordinates and yaw
angular are within the required precision. In another
experiment, the blimp robot cannot descend to the
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target point Ps instantly because of unsatisfying pre-
cision to the station. In this case, the learning control
is more effective compared to instant movement be-
cause of updating its table repeatedly. We conclude
that learning control is effective for landing motion
from the experimental result.

Exp1 Exp2

Figure 4: X-Y coordinate trajectory of the blimp robot

Exp1 Exp2

Figure 5: Z coordinate transition of the blimp robot

Exp1 Exp2

Figure 6: Yaw angle transition of the blimp robot

5 Conclusion

In this paper, we reported the learning landing con-
trol of autonomous energy recharging for indoor blimp

robot. In the experiment, we showed the motion com-
bination of the square, rotational and landing motion.
We could achieve the reliable accuracy for the landing
with learning control.

In the future works, we need to configure the elec-
trical device to charge the battery. Also, we need to
achieve a less time consumption for movements to save
the battery. In these functions, the blimp robot act the
performances, entertainment movements, and moni-
toring for the long time.
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Abstract 
 

In this report, we describe a user-recognition system for an 

autonomous robot. The proposed method enables the robot to 

recognize the person who instructs it without placing any 

markers in human living environments. The system is based on 

differences information between some camera’s images, matches 

the template, and recognizes color based on HSV information. 

The threshold can be lowered by combining features of these in 

formations. This system enables recognition under various 

environments. 

A moving object is initially extracted by using the 

difference between frames. Next, to reduce the load, the image is 

narrowed to the area on which the difference is concentrated. The 

system matches the template and forecasts the user’s position. In 

addition, it determines a flesh-colored area by using HSV 

information. When two or more people are present in the field of 

view, the system determines that the person with the 

largest-width silhouette is closest to the robot. After confirming 

that the person is standing still in its presence, the robot waits for 
the potential user to identify his or her intention to use the robot; 

this is signaled by the user raising his or her right hand. This 

process is repeated every 100 milliseconds. 

 

 

1 Introduction 
 

Due to the insufficient number of workers in Japan’s 

low-birthrate society, autonomous self-driving robots will be 

called upon to provide various services within human living 

environments. Robots are currently used in industry, where they 
simply perform a given motion previously made by humans. 

However, such robots are less useful for tasks in the home. We 

are developing an autonomous personal robot with the ability to 

perform practical tasks in a human living environment using 

information derived from sensors and a knowledge database. 

Our robot has a drive mechanism composed of two front 

wheels and two back wheels. The two front wheels are attached 

to the motor, which operates them independently, while the back 

wheels are castor wheels. DC servo motors are used for the 

robot’s drive mechanism, and position control and speed control 

are achieved by means of the control system of the drive 

mechanism. One CCD camera is installed on the head of the 

robot. It can be rotated to some sides (90 degrees to top direction, 

65 degrees to lower degrees, 90 degrees to right direction, and 90 

degrees to left direction) by two DC motors. This camera 

contains approximately 300,000 pixels. All devices are controlled 

by a personal computer, and electric power is supplied by lead 

batteries.  

To work, the robot needs to receive a command from the 

user.  The robot can be easily sent instructions from devices such 

as remote controls, personal computers and so on. However, this 

step is inconvenient. We consider that the robot should recognize 

human activity via its visual and auditory sensors, and thereby 

understand a command so that it may allow human users to act 

more naturally in their living environments. In light of this, we 

have developed a system based on images taken by the CCD 

camera installed in the robot aimed at determining the face of the 

human who has made a command. The information is passed on 
to the human instruction recognition system and the human 

tracing system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
2 User-position recognition system 
 

2.1 Outline of the system 
 

To communicate with people, the robot must confirm the 

Fig.1 our developed robot 
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position of people within its field of view. We have thus 

developed a system that can achieve position recognition. The 

system is informed by the fact that people move slightly even 

after they stop, unlike a static object. It certain moving objects 

from the camera image, and selects one prospective area from 

them. It determines whether the image is that of a human being 

by comparing the image with certain human characteristics. 

When it is judged that the image is that of a human being, this 

system outputs the position information. 

 

 

2.2 Method for estimating distance error 
 

By this system, we consider that this system is able to 

operate in real time and that it is not affected by changes in 

background  

 

 

ⅠⅠⅠⅠ.  Image Acquisition  

 

The image obtained by the CCD camera is read into a PC 

in the robot.  

 

 

ⅡⅡⅡⅡ.  Processing using the difference between frames 

 

We use the difference between frames to extract certain 

objects moving within the camera’s view. It is hard to be affected 
by a change of a background. This allows this system to resist 

being affected by changes in background. First, our robot 

acquires an image via the camera and saves it. Next, it acquires a 

succession of images. They are compared with the first image 

until differences of more than a total of 2% appear. When 

differences of RGB color model exceed the threshold, the system 

determines that a difference appears. When a moving object is 

not detected, even if the system performs ten comparisons, it 

photographs the first image again. In this way, our robot acquires 

a binary image including a human outline (Fig.2). 

 

 

ⅢⅢⅢⅢ. Determining one object for range processing 

 

The purpose of this system is to determine the position of 
a human face. The view does not have to be obtained unless a 

human being is present in the image. Therefore this system can 

treat an image in less view in other processes. At first, our system 

creates a histogram of the binary image in the lengthwise 

direction, the image having been acquired in the previous process, 

and calculates the average value of the histogram. Some 

smaller-than-average values are taken as noise, and they are 

removed. The value of the histogram at a near position is 

considered one block. (Fig. 3) The widest of the blocks is judged 

the range of the human being. By doing so, the robot recognizes 

the nearest human being as a user. (Fig. 4) From this point on, 

only the range of this image is determined. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

ⅣⅣⅣⅣ.  Template matching processing 

 

When this system begins its operation, it reads the 

template imitating the head of a person. The outline acquired by 

the previous process is compared with the template. The size of 

the template changes according to size of the search range. 

Generally, this process requires a great deal of calculation time. 

Thus, real time operation is achieved by reducing the number of 

comparisons. When the matching rate is higher than the 

threshold and reaches its maximum, the position is output as the 

position of a human face. 

 

 

 

 

 

Fig.4 two human beings in view 

One block 

Fig.3 Lengthwise histogram of Fig2 

Fig.2 Difference between flames 
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ⅤⅤⅤⅤ.Confirmation by using color information 

 

An image is difficult to identify using only conventional 

processing. The system has to finally confirm that the image is 

that of a human being. Thus, skin color is used to ultimately 

determine, using the template matching process, the identity and 

position of the human image. In this case, color information 

processing uses the HSV color model.(Fig.5) 

 

When our system performs these processes, and it is 

determined that the head of a person is in view, it outputs the 

position information. The flow of this system is shown in Figure 

6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.3 Experiment 
 

The system’s performance was evaluated under three 

conditions. 

 

A: One person under normal lighting 

B: Two person s under normal lighting 

C: One person under strong lighting 

 

The strong lighting condition in case C was a fluorescent 

light placed above the robot’s head, coming into view when the 

robot turns its head upward. The experiments were conducted in 

a conventional human living environment.  

In case A, this system was seen to operate effectively. In 

case B, it was able to identify a person and follow him or her 

throughout the field of view, but could not continue following the 

particular person and irregularly shifts its focus from object to 

object.  In case C, the system has a slight difficulty in identifying 

the person’s color, so the robot’s ability to follow the person 

under this condition deteriorates. (Fig.7) 

We consider that these results demonstrate that the system can 

detect a person and follow him or her in a human living 

environment. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.5 Check with HSV information 

Fig.7 Experiment 

(A) 

(B) 

(C) 
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Difference between flams 

Image procession 
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No 

Confirmation with HSV 

Output the position 
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Fig.6 System flow 
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3. Sign recognition system 
 

3.1 Outline of the system 
 

The user-position recognition system outputs the position 

of a person within the robot’s field of view. However, the robot 

has to determine whether the person requests it. We created a rule 

in which the human operator, after the robot’s face (camera) turns 

in a person’s direction, must raise his or her right arm to the side 

of the face. After confirming the signal, the system recognizes the 

human being as the user. 

 

3.2 Method of sign recognition 
 

The robot recognizes a humans’ position by repeatedly 

using the user-position recognition system. When these outputs 

show values close to one another’s, it is determined that the 

person is a generally fixed position. The robot then initiates the 

sign recognition system. First, the system establishes a 

recognition range beside a human face and saves the image. The 

system photographs the range in succession again. The image is 

compared with an image obtained at the beginning of the process. 

In the range, when differences exist within the range and the 

user’s skin color is detected, the system identifies the user’s 

signal. 

 

 

3.3 Method for the first position of the arm recognition 
 

As soon as this robot recognizes the sign from the user, 

this system gets the first position of the hand. The difference 

image between before and after raising the user’s right hand in 

prior process is cleared away the small noise by the Closing and 

Opening methods. Next, this system puts labels on left pixel 

blocks, judges the biggest blocks as the palm of hand, and erases 

the other small blocks. The slope of the palm is calculated with 

the next model. (Fig.8, 9, 10, Formula (1), (2)) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Formula (1) is for calculating “moment feature”. The “i” 

and “j” are each position on the x-axis and the y-axis. 

 

 

 

 

 

Formula (2) is for calculating the slope of the principal 

axis. When this formula is used, the center of gravity has to move 

to the origin of the coordinates. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.  Conclusions 
 

We have proposed a system, composed of an ocellus 

camera and for use in a indoor environment, that extracts a 

human‘s position from a field of view and determines whether 

the human requires use of the robot. This system constitutes an 

opening of communication between a robot and a human being.  

Our next subject of study is the development of a system 

for tracking the movement of a human arm using an initial value 

as the position of the right arm which the sign recognition system 

outputted. The robot will communicate with people effectively 

by identifying the direction of the human arm and acting upon it. 
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Abstract 

Carrying luggage is one of the daily tasks done in our 
life. It is tight work to carry heavy luggage especially for 
senior people. This research pays attention to helping 
those senior people carrying luggage by a mobile robot. 
The robot developed in this research aims at carrying 
luggage and following the possessor. Therefore, the 
person whose luggage is carried by the robot does not 
need to tell the destination to the robot. The person is 
also possible to stop on the way freely. The extraction 
method of a person that the user specifies, the following 
method of the person, and the control method of a mobile 
robot using captured images are described in this paper. 
The effectiveness of the developed robot is examined by 
the experiment performed on the corridor in the building. 
Some results are shown and discussion is given. 
 
Keywords: Mobile robots, human support, color 
tracking, robot vision 

 
1. INTRODUCTION 

 
When a person becomes aged, assistance in a daily life 

is needed because the body becomes weak. However, 
vivid life can be achieved as long as there is assistance to 
him/her. Recently, senior citizen's ratio has increased in 
Japan. Therefore, the number of those who need 
assistance is increasing, whereas the number of those 
who can provide assistance is decreasing. Then, the 
development of a robot which assists the function of a 
human body becomes more and more important. 
Operation of carrying luggage is one of popular tasks 
done in our daily life. This research pays attention to 
helping senior people by carrying their luggage.  

A robot system is proposed in this paper which finds a 
person who has luggage, approaches to the person, and 
carries the luggage in place of him/her, if he/she hopes to 
do so. The robot follows the person to his/her destination. 
Therefore, the person does not need need to tell the robot 
his/her destination. He/she is also possible to stop on the 
way freely. The system structure is explained along with 
the algorithms and experimental results are shown. 
 
 
 

 
Fig. 1 A robot system 

 
2. ALGORITHM 

 
2.1 A luggage carrying robot system 
 

First of all, the size of the luggage carrying robot is 
explained. The robot is unsuitable for carrying luggage if 
it is small. On the other hand, the user may feel the 
pressure if it is too big. Therefore, a robot of the height 
almost equal to the chest of an adult is introduced in this 
research. (Fig. 1) 
 
2.2 Particle filter 
 

The particle filter [1] is used in this research to track a 
particular person. The particle filter is an approximated 
probability distribution by a weighted sample set  

� �^ `NnsS nn ...1|, )()(   S  (1) 
s : hypothetical state 
S : probability 
n : particle number 

Particle filter has many advantages for tracking 
objects as they are robust to partial occlusion and change 
in shape.  
 
2.3 Setting of the center position of an object 
 

A method is explained for the reduction of the 
influence of occlusion by the change in the distance of 
the object interested. 

When the distance between the robot and the object is 
farther as shown in Fig. 2(a), the camera view is given 
by Fig. 3(a), whereas, when the distance is nearer as in 
Fig. 2(b), the view becomes the one depicted in Fig. 3(b). 
Therefore occlusion occurs when the object is nearer. 
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(a) 

 
(b) 

Fig. 2 Robot and an object 
 
 

 
(a) (b) 

 
Fig. 3 Camera view 

 
 
 

 
Fig.4 Shape of an object 

 
 

   
(a)   (b)     (c) 

Fig.5 Walking posture 
 
 
 

To solve this difficulty, emphasis is placed on the upper 
part of a human body, which is realized by using a kernel 
centered at the center of the upper body (See Fig.4). 

In this particular study, Epanechnikov Kernel [2] 
defined as follows is used as a kernel. 
 

°̄

°
®
 ��� 

�

otherwise0
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1 rrdcrk d   (2) 

d : dimension 

dc : volume of the unit d-dimensional sphere 
 
2.4 Division of a histogram 
 

The robot follows a walking person. The walking 
posture is given in Fig. 5(a). It does not become those 
postures given in Fig. 5(b) or (c). Therefore the top and 
the bottom information of a person can be used. 

The region of a person is divided into an upper part 
and a lower part as shown in Fig. 6. The upper half of the 
body is given a label 0, and the lower half of the body is 
given a label 1. With each part, position ),( yxx {  
has the HSV values and the label, which makes a 
quadruple. If H, S and V are digitized into H, S and V 
levels, respectively, they make MVSH {uuu 2  
bins. These bins are numbered and denoted by )(xh . 

The influence of light is reduced by using the HSV 
color model. Therefore, M bins considering the two 
positions labeled 0 and 1and the HSV color space is 
employed in this research. 

The distribution model ^ ` Mu
u

cc xpxp ...1
)()()(    

at the center cx  is defined with each part as follows; 
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G : Kronecker delta function 
u : the bin number 
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The parameter I is the number of all the coordinates in 
the squared region. 

The Bhattacharyya coefficient U  is used for the 
calculation of the agreement between two distributions 
p(x) and q(x), which is defined by 

¦
 

 
M

u

uu qpqp
1

)()(],[U   (5) 

q : the target model 
 

The coefficient U  approaches 1 when the difference is 
small.  
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Fig. 6 Histogram division 

 
 

2.5 Observation model 
 
 The shape of an object is expressed in two squares in 
this research. The hypothetical state is expressed by the 
expression given in the form of 

^ `Hyxyx ,,,, && s .  (6) 
yx, : location of the center 

yx &&, : motion 

H :length 

The transition of the object at time t is expressed  

by the state. 

11 �� � ttt wAss  .  (7) 

A : deterministic component 

1�tw : stochastic component 
A present state is inferred from the previous state by 
matrix A , and the noise is added by vector w . 
Parameter a used in the kernel of Eq.(3) is computed by 

22 )3( HHa �   (8) 

The weight which uses the Bhattacharyya coefficient

 is converted into the probability by Eq.(9). 
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Finally the position of the object is decided by taking 
the average of the state as follows; 

¦
 

 
N

n

nnSE
1

)()()( sS   (10) 

s : hypothetical state 
S : probability 
n : particle number 

 
2.6 Mobile robot control 
 

A camera has been installed in the developed mobile 
robot. We need two control strategies; one for the 
camera and the other for the mobile robot. 

 

 
2.6.1 Camera control 
 

The camera moves right to left to track an object. 
Speed of the camera is changed by the proportional 
control so that it captures the object at the center of the 
visual plane. The strategy is formulated as follows; 

 

)( ctcc xxpd � &      (11) 

cd& : speed of camera 
cp : proportion constant 
tx : object position  
cx : image center 

 
 
2.6.2 Mobile robot control 
 

The control of the mobile robot consists of the speed 
control and the control of the steering wheel. The speed 
is controlled so that the width of the object may become 
constant in the captured image. The view angle of the 
object is calculated from its position in the image and 
the angle of the camera. 

The speed of the robot is controlled by the following 
formula; 

 

¦ ��� )2()2( 11 HHiHHps prprr   (12) 

rs : speed of robot 
pH : width of target  
1rp : proportion constant 

1ri : integration constant  
 

On the other hand, the steering wheel is control-
led by the following formula; 
 

¦� TT 22 rrr ipd .      (13) 

rd : steering wheel angle  
T : angle of object 

2rp : proportion constant  
2ri : integration constant  

 
 
 

3. COMPOSITION of THE SYSTEM 
 

A person following robot system developed in this 
research is composed of a single camera, a video capture 
device, a note PC (Pentium M, 1.6GHz), and a mobile 
robot. The entire equipment is built on the mobile robot 
using a single frame of approximately 0.85 meter high. 
Overview of the system is given in Fig.7. 
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y 
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Fig. 7 Composition of the system 
 
 
 

4. EXPERIMENTAL RESULTS 
 

4.1 Performance of human tracking 
 

A person wearing a light jacket with dark blue check 
pattern and a black pair of trousers is captured in a 
double green square window and the region is tracked 
as the person moves. The experimental result of the 
tracking is shown in Fig. 8. 
 
4.2 Person following 

We performed the experiment on person following 
indoors using the developed robot system. An image 
containing a target person was taken initially and his 
clothes were registered manually to the system. Then, 
according to the target person walking away on the 
corridor, the robot followed him capturing his images. 
The performance is shown in Fig. 9. The robot followed 
just behind a person keeping the distance constant. 
 
 
 

5. CONCLUSIONS 
In this research, a robot system was developed for 

following a person and carrying luggage. A satisfactory 
result was obtained by the experiment. However, there 
are some problems that the illumination and the 
background sometimes give negative influence to the 
person following because the proposed technique only 
uses color information. Uemura et al. [3] proposed a 
color region tracking technique robust to illumination 
change. The technique may be employed in the present 
system. The interactive nature of the robot system is also 
going to be improved to realize various robot activities. 
 
 

 
 

  
 

  
 

Fig. 8 Result on human tracking 
 
 

  

  
 
Fig. 9 The robot following a specified person 
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Abstract 
 

 This paper describes the development of a self-care 
support robot, developed to support elderly people with 
mobility problems. The Kitasap2 consists of a host 
computer and the physical body of a robot equipped with 
a robotic arm. The two are connected by a wireless LAN. 
The robotic arm has six degrees of freedom and is 
equipped with a robotic hand having three fingers. This 
paper describes the development of the ability of the 
robotic arm to hold and transport an object so as to reduce 
the user's operational load. It is necessary that such an 
operation be based on easily given instructions from the 
user. Therefore, we have developed systems in which 
selection and the recognition of the object are carried out 
using images provided by an omni-directional camera 
and a CCD camera.  
 
1．Introduction 
 Currently, the birthrate in Japan continues to decline, 
while the proportion of elderly people increases. As the 
population of older people increases, so does the number 
of elderly with mobility problems. In the near future, we 
will see an increased burden placed on attendants of the 
elderly as a result of the falling birthrate. The quality of 
life of the immobile elderly could be improved by 
assistance from a robot capable of doing housework. The 
development of a “self-care support robot” that supports 
an elderly person’s independence can help to decrease a 
helper's workload. 
 We have developed the self-care support robot Kitasap2 
and exhibited it in the “Prototype Robot Exhibition” at 

Aichi Expo 2005. Kitasap2 was developed through a 
commission from NEDO (New Energy and Industrial 
Technology Development Organization). 
 This paper describes the development of the ability of 
the robotic arm to hold and transport an object so as to 
reduce the user's operational load. 
 It is necessary that such an operation be based on easily 
given instructions from the user. Therefore, we have 
developed systems in which selection and the recognition 
of the object are carried out using images provided by an 
omni-directional camera and a CCD camera.  
 
2．System Architecture 
 
 The Kitasap2 consists of a host computer and the 
physical body of a robot equipped with a robotic arm. 
The two are connected through a wireless LAN. The 
robotic arm has six degrees of freedom and is equipped 
with a robotic hand having three fingers. The robot also 
has various sensors, including an omni-directional camera 
(at the top of the robot), a small CCD camera (inside the 
robotic hand), a laser range sensor, and some encoders.  
 All of the robot’s devices are controlled by the computer. 
Lithium-ion batteries supply the robot’s electric power. 
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Fig. 1 Overview of the Robot system 
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Fig. 2 System Structure of the robot 
 
3．Robotic arm 
 
3.1 Structure of the Robotic arm 
 
 Many degrees of freedom are required for the robotic 
arm to hold an object automatically. So far, it has been 
necessary to move the physical body of the robot in order 
to hold an object because its degree of freedom was not 
sufficient. 
 Recently, we produced a robot arm that has six degrees 
of freedom and a total length of 450 millimeters, and we 
mounted it on Kitasap2. Fig. 1 shows a comparison 
between the old and new robotic arms.  
 The robotic arm is equipped with a robotic hand having 
three fingers. Each finger has two joints and can grab 
objects like a human finger. Moreover, a CCD camera 
that is used to recognize an object is mounted inside the 
robotic hand. 
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Fig. 3 Comparison between old and new robotic arm 
 
3.2 The Actuator 
 
 We adopted the actuator "Dynamixel DX-117," made by 
ROBOTIS, to provide the power for each joint of the 
robotic arm. The DX-117 is an actuator composed of a 
microcomputer, motor, gears and an angle sensor. 
 Moreover, because this actuator uses RS485 for the 
communication method, the actuator for each joint is 
connected as a multidrop link. For this reason, the 
actuator’s wiring can be simple. Specifically, this is 
because the control calculation for the angle of each joint 
can be done on the actuator side by using the DX-117. 
Previously, this calculation had been done on the PC side, 
requiring that the load of the calculation be large. 
 
3.3 Kinematics 
 
 To perform the calculation processing easily, the 
calculation of the inverse kinematics of the robotic arm 
was carried out according to the following method. 
 The wrist of the robotic arm moves up and down in a 
vertical direction and extends and retracts horizontally 
while the position of the wrist remains horizontal. 
Moreover, the robotic arm rotates around the J0 axis. 
 The calculation involves, first, subtracting the length of 
the wrist from the point of the fingers (Xe, Ze), to give the 
point of the wrist joint (X6, Z6). Next, we draw a circle 
whose center is located at point2 (X2, Z2), with its radius 
being equal to the length of link A. Next, we draw a circle 
whose center is located at point 6 (X6, Z6) with its radius 
being equal to the length of link B. 
 Finally, we decide on the point of the elbow joint (X4, 
Z4) and the angle of each joint of the arm. 
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Fig. 4 Kinematics 
 

4．The automatic holding system 
 
 In this system, we first select the object whose image is 
obtained by the omni-directional camera. Next, the object 
is recognized based on the CCD image. This allows the 
robotic arm to be adjusted automatically and to 
automatically grasp the object. 
 
4.1 System for selecting the object 
 
 This system uses the image obtained from a perspective 
projection conversion from the omni-directional image 
obtained by the omni-directional camera. 
 First, the object is displayed like the image shown in Fig. 
5(L) when it is put front of the robot. The user selects the 
object he wants to hold by clicking its image. Then, the 
system gets pixel information (RGB data) from the 
clicked point and memorizes the color information about 
the object. Finally, this color information is converted into 
HSV data. 
 
4.2 System for recognizing the object 
 
 This system uses the image obtained by the CCD 
camera and the color information about the object. First, 
the object is displayed like the image shown in Fig. 5(C). 
Next, all pixel data about the image is converted into 
HSV data and compared with the color information about 
the object. Then, a group of pixels similar to the color of 
the object is recognized as the object. Next, the center 

position of the recognized object and image are displayed 
on the image, as shown in Fig. 5(R). 

Center  of image

Center  of recognized object

Object Center  of image

Center  of recognized object

Object

 
Fig. 5 The image obtained by the omni-directional 
camera (L).and the image obtained by CCD camera 
(C),(R). 
 
4.3 Automatic holding 
 
 When the object is selected and recognized, the angles 
of the robotic arm’s joints are adjusted automatically. 
 First, when the object is put in front of the robot, the 
robotic arm’s position is as shown in Fig. 6①. Then, the 
robotic arm is adjusted to the center position of the 
recognized object, corresponding to the center of the 
image supplied by the CCD camera. (Fig. 6②) Next, the 
hand is extended horizontally, and the object is grasped 
by the robot. Finally, the fingers close tightly, and the 
holding operation is completed(Fig.6③). 
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Fig. 6 Automatic holding 

 
5．Experiment 
 
 The experimental environment is shown in Fig. 7(a). 
The object is put in front of the robot, where is displayed 
like the images shown in Fig. 7(b),(c). We directed the 
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arm to hold the green object that was put in front of the 
robot.  
 First, the robotic arm was adjusted to the center position 
of the recognized object, corresponding to the center of 
the image supplied by the CCD camera. The wrist of the 
robotic arm moved up and down in a vertical direction 
while its position remained horizontal. Next, the robotic 
arm rotated around the J0 axis. Fig. 8 shows the change in 
the image when the robotic arm automatically adjusted.  

(a) Object and r obot

(b) (c) 

(a) Object and r obot

(b) (c)  
Fig. 7 Experimental environment 

 
 Fig. 9 shows the appearance of the experiment while the 
object was being held. The robotic arm as it adjusted to 
the center position of the recognized object is shown in 
images (1) to (3). Next, the arm’s appearance when the 
wrist was extended and held the object is shown in 
images (4) to (6). Finally, the arm’s appearance when the 
fingers are closed tightly and the robotic arm returns to its 
original position is shown in images (7) to (9). 
 

(2)(1) (3)

(4) (5) (6)

(2)(1) (3)

(4) (5) (6)  
Fig. 8 Center correction 

(2)(1)

(4)

(3)

(5) (6)

(7) (8) (9)

(2)(1)

(4)

(3)

(5) (6)

(7) (8) (9)  

Fig. 9 Experiment of automatic holding of the object 
 
6．Conclusion 
 
 We have developed a system for a robotic arm that 
automatically holds an object in order to reduce a user's 
operational load. 
 The developed system is able to select and recognize an 
object in an image obtained by an omni-directional 
camera and a CCD camera. In addition, the robotic arm 
can be adjusted automatically to grasp the object.  
 Our next subject of study will be to develop another 
method for the recognition of the object.  
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Abstract

Adaptability to the environment is crucial for mo-
bile robots, because the circumstance, including the
body of the robot, may change. A robot with a large
number of degrees of freedom possesses potential to
adapt to such circumstances, but it is difficult to de-
sign a good controller for such a robot. We previ-
ously proposed a reinforcement learning (RL) method
called the CPG-actor-critic method, and applied it to
automatic acquisition of vermicular locomotion of a
looper-like robot through computer simulations. In
this study, we developed a looper-like robot and ap-
ply our RL method to the control of this robot. Ex-
perimental results demonstrate fast acquisition of a
vermicular forward motion, supporting the real appli-
cability of our method.

1 introduction

To realize a mobile robot that acts in a real environ-
ment, adaptability to changes in the environment due
to its dynamic nature and various disturbances is nec-
essary. Reinforcement Learning (RL) is a framework
for autonomous acquisition of control rules and has
been successfully applied to various automatic control
problems [1]. Because real robots often have a large
number of degrees of freedom (DOF), RL methods to
control them need some devices to avoid the problem
of ”curse of dimensionality”.

Motivated by the animal’s control mechanism for
rhythmic locomotion, which is induced by neural cir-
cuits in the spinal cord of vertebrates called central
pattern generators (CPGs), robot control schemes us-
ing a CPG controller have been studied mainly in the
field of robotics [2][3]. Because the parameter of the
CPG controller is designed such that the CPG con-
troller and the robot interact with each other and are

eventually entrained into a stable limit-cycle attrac-
tor, the robot controlled by a CPG controller is robust
against possible disturbances from the environment.

Although there have been some studies of designing
a CPG controller, autonomous learning framework for
a CPG controller is necessary to realize the adaptabil-
ity to dynamic nature of the environment including
its own body. We formerly proposed an RL frame-
work called the CPG-actor-critic model for designing a
CPG controller [4]. Since control signals are restricted
to be rhythmic in favor of the CPG, this RL method
would be able to avoid ”curse of dimensionality”. In
this method, the parameter of the CPG controller is
updated according to the gradient of the performance
indicator, the average reward per step for example,
with respect to the parameter (policy gradient) and
this gradient can be obtained by interaction with the
environment. After learning, the CPG controller be-
comes to generate stable locomotion suited to the en-
vironment surrounding the robot.

In the current study, we configure a real looper-like
robot and its CPG controller. Because a looper has
an ability to move by many of simple and rhythmic
telescopic motions, a looper-like robot would have an
adaptability to various environments. In our previ-
ous study, we showed through computer simulations
that a good CPG controller can be obtained by the
CPG-actor-critic method [5]. In real environments,
however, there may arise much difficulty; e.g., it is dif-
ficult to approximate contact between the robot and
ground, outputs of sensors generally include unknown
noise and time delays. In this study, we apply the
CPG-actor-critic method to the real looper-like robot
we have developed, for achieving automatic acquisition
of “vermicular” locomotion.
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2 Robot System

Looper-like robot
The looper-like robot we have developed is depicted

in Fig.1. This robot is composed by three links,
eight actuators and six passive wheels. The first to
fourth actuators are linear actuators which are each
located between two links, and used to expand-and-
contract the body of the robot. We call these actua-
tors body actuators. The length of these actuators
is about 13cm at minimum and about 18cm at maxi-
mum. Black semicircles in Fig.1 denote the ball joint,
so that the body of the robot bends when lengths of
these actuators are different from one another. The
fifth to eighth actuators are also linear actuators which
are located to the head or tail link. They move verti-
cally to clamp corresponding links to the ground. We
call these actuators leg actuators.

In order to make the robot move forward, it is
required to repeat expand-and-contract motions, by
clamping the head link and the tail link in an appro-
priate but different timing.

CPG controller
Because a looper-like robot has a substantial po-

tential to move by a rhythmic locomotion, we employ
a CPG controller [5] which outputs rhythmic control
signals. As shown in Fig. 2, the CPG controller com-
prises three neural oscillators each of which consists
of two neurons, and each actuator is controlled by a
single neural oscillator. The (2i− 1)-th and the 2i-th
neuron’s dynamics are defined as

1
c ẏ2i−1 = −y2i−1 + tanh(W sy2i−1 + W Iy2i + ui)

1
c ẏ2i = −y2i + tanh(−W Iy2i−1 + W sy2i)

, (1)

where y2i−1 and y2i denote the (2i − 1)-th and the
2i-th neuron’s states, respectively. WS , W I and c
are the self-excitatory connection weight, the mutual
inhibitory connection weight and the time constant,
respectively. ui is an input to the i-th neural oscilla-
tor, in this study, calculated as the weighted sum of
the robot’s state variable x and the output of the CPG
controller y: as ui = θjy0+· · ·+θkx0+· · · . Each neural
oscillator outputs sinusoidal control wave whose ampli-
tude and frequency are mainly determined by WS and
W I , and c, respectively. The phase relation between
the neural oscillators and the robot are determined by
the input to the CPG neurons u, i.e., the phase can
be tuned by changing the weight parameter θ of the
CPG. In this study, this weight parameter θ is trained
by the CPG-actor-critic method (see below).

Tail 
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Head 

link

Leg actuator
Body actuator

Leg actuator

Wheel

Side view

Top view

1

8

7
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5

4

3
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Figure 1: Looper-like robot

Control signal

State

u

s=(x,y)

CPG Controller

Figure 2: Control scheme using a CPG controller

3 Learning method
Here, we describe our RL algorithm for the CPG

controller, which we formerly proposed and called the
CPG-actor-critic model [5]. In this controlling by a
CPG controller, the control signal depends not only
on the state of the target system, but also its own
state, because the CPG controller has its own dy-
namics. This is problematic because most RL algo-
rithms assume the target policy is stationary (time-
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independent), and furthermore, heavy computation
would be required for training recurrent neural net-
works like the naive CPG controller. In order to over-
come these difficulties, the CPG controller is divided
into two parts, the basic CPG and the actor [4]. The
basic CPG is a part of the CPG controller with fixed
connection parameters, i.e., W I , WS , and c are fixed.
We treat the physical system and the basic CPG as
a single dynamical system to control, and we call this
system a CPG-coupled system.

Since the actor turns out to be a feed-forward neu-
ral network having no its own dynamics in the CPG-
coupled system, we can easily apply usual RL algo-
rithms. The control signal u for the CPG-coupled
system is conceptually represented as

u ∼ π(u, s), (2)

where π denotes the control policy of the actor and
s ≡ (x,y) is a state of the CPG-coupled system. For
the sake of simplicity, we assume that Eqs. (1) and
(2) are discretized in time by an appropriate method,
and the learning system receives an immediate re-
ward r(s(t),u(t)) at a discrete time step t. The policy
πθ(s,u) is defined by a parametric stochastic policy,
i.e., the probability of a control signal u at a state s is
given by p(u|s; θ), where θ is a parameter vector of the
policy. The objective of RL here is to obtain the policy
parameter that maximizes the expected reward accu-
mulation defined by ρ(θ) ≡ Eθ[

∑
t γt−1r(s(t),u(t))],

where γ ∈ (0, 1] is a discount factor. The partial dif-
ferential of ρ(θ) with respect to the policy parameter
θi is calculated [6][7] as

∂ρ(θ)
∂θi

= 〈ψi(s,u)Qθ(s,u)〉, (3)

where ψi(s,u) ≡ ∂
∂θi

ln πθ and Qθ(s,u) denotes the
action-value function (Q-function). 〈·〉 stands for the
expectation with respect to the stationary distribu-
tion of the state-action pair (s,u). When the Q-
function is approximated by a weighted sum of base
functions ψ : Qw

θ ((s,u)) ≡ ∑
i wiψi(s,u), where w

is the weight vector of the approximate Q-function,
the optimal weight in the least square sense, w̃ =
arg minw〈(Qθ(s,u)−Qw

θ (s,u))2〉, provides the natural
policy gradient with no estimation bias for the gradi-
ent, so that the policy parameter can be updated [1]
as

θi := θi + ηw̃i, (4)

where η is the learning rate. the optimal weight w̃
is thus estimated simultaneously based on the least
square method [4][1].

4 Experiment

Setup
The aim of the experiment have is to examine if

our RL can be applied to a real looper-like robot, we
then conducted an experiment attempt to obtain a
controller which allows the looper-like robot to move
in the forward direction. For the simplicity of the ex-
periment setting, all body actuators were controlled
by a single neural oscillator, and front leg actuators
(5-th and 6-th actuators) and hinder leg actuators
(7-th and 8-th actuators) were controlled by a single
neural oscillators, respectively. The output signal τ to
these actuators is defined by

τi =

{
1, y2i−1 > 0
0, otherwise .

When τi = 1(0), the corresponding actuator expands
(contracts). The control signal u to the CPG-coupled
system is defined by

u1 = θ1X1 + θ2X2 + ε1
u2 = θ3y1 + θ4y2 + ε2
u3 = θ5y1 + θ6y2 + ε3

, (5)

where X = {x2 − x3 − l, ẋ2 − ẋ3}, x2 and x3 denote
the position of the head link and that of the tail link,
respectively. εi(i = 1, 2, 3) is a small random noise
obeying a normal distribution. l denotes the mean
length between the head link and the tail link. The
policy parameter θ determines phase relations among
the robot and the neural oscillators and was adjusted
by RL. WS , W I , and c which are CPG system pa-
rameters were fixed at 1.1, 0.7, and 4.0, respectively.

The immediate reward r(s(t)) was given by

r(s(t)) = ẋ1,

where x1 denote the position of the center link. Be-
cause the robot currently possesses no sensors to mea-
sure its position, an USB camera is placed above the
experimental field.

We chose the state representation for RL as fol-
lows. Because the phase portrait between two neu-
rons presents a circle whose center is the origin, the
angle ω1 = arctan(y2/y1) carries the essential fea-
ture of the first neural oscillator. Similarly, ω2 =
arctan(y4/y3) and ω3 = arctan(y6/y5) should be use-
ful features of the second and the third neural oscil-
lators, respectively. Furthermore, when the looper-
like robot repeats expansion and contraction, ω4 =
arctan((ẋ3 − ẋ2)/(x3 − x2)) is also an important fea-
ture of the robot’s movements. Because the phase dif-
ference seemed to be more important than the phase
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Figure 3: Learning curve. The horizontal axis denotes
the number of learning episodes, and the vertical axis
denotes the average reward in one episode. The line
shows the moving average over 30 episodes.

in this experiment, we employed 49 basis functions for
the approximate state-value function: φ16(i−2)+j(s) =
exp(−3 cos(ωi−ω1 +π/16j)−1) for i = 2, 3, 4 and j =
1, 2, ..., 16 and φ49 = 1. At the beginning of an episode,
the learning parameter was initialized at random: θ =
{0.0006, 0.0001, 0.0012,−0.0005,−0.0004, 0.0011}. In
each episode during the training, the robot was con-
trolled by the current actor for 45 sec.

Result
Fig.4 shows the learning curve, indicating that ap-

propriate control was achieved after about 10 training
episodes. Fig.5 shows actual movements of the looper-
like robot before learning and after learning(after 100
learning episodes). Before learning, the robot acciden-
tally moved backward first, and then started to move
forward slowly. After learning in contrast, the robot
became to move forward much faster. After the learn-
ing 100 episodes, the CPG parameters grew as: θ =
{0.0007,−0.0064,−0.0027,−0.0011,−0.0102, 0.0017}.

5 Conclusion

In this study, we have configured a CPG-based con-
trol architecture for a real looper-like robot, and ap-
plied RL to obtain a controller for the robot to move
in the forward direction. The experiments showed
that a good CPG controller for this robot can be effi-
ciently obtained by our RL method. Applying our RL
method to many other situations including changes in
the ground condition and changes in its body, for ex-
ample, is our future work.

position(pix cel)

Figure 4: Control result, showing the location of the
position of the robot’s center.
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Abstract: 

 
The field of evolutionary humanoid robotics is 
a branch of evolutionary robotics specifically 
dealing with the application of evolutionary 
principles to humanoid robot design.  Previous 
studies [1,2] demonstrated the possible future 
potential of this approach by evolving walking 
behaviours for simulated humanoid robots 
with up to 20 degrees of freedom.  In this 
paper we extend the work presented in the 
previous publications in several ways.  We 
present preliminary results in the analysis of 
the behaviour of specific high-fitness evolved 
controllers and of the evolutionary process 
itself by examining the changes in diversity 
over time in the evolutionary process. 
We then investigate the effect of minor 
alterations in robot morphology in walking 
ability.  These include an alteration of the 
surface area of the robot in contact with the 
ground (foot size) and the effect of the 
immobilization of individual joint or joints in 
the robot.  The latter study may be of potential 
future use in prosthetic design. 
We explore also the possibility of the 
evolution of humanoid robots which can cope 
with different environmental conditions.  
These include reduced ground friction (ice) 
and modified gravitation (moon walking). 
Finally we present initial results in the 
implementation of our simulated humanoid 
robots in hardware using the Bioloid robotic 
platform. 
 
Introduction 
 
The humanoid robot is simulated using the 
Webots mobile robot simulation package 
[3,4,5].  This system allows for the creation 
and modification of a large variety of robot 
types and robot worlds and it also allows for 
the creation of controllers for these robots.  It 
also employs an accurate physics simulator 
allowing for the potential transfer of evolved 

robots from simulation to real embodied robots 
with little or no modification. 
A number of keyframe values are defined and 
then passed to a separate existing utility; the 
sequence manager. These keyframes are values 
that must be reached at a specific point in the 
movement. An interpolation function in the 
sequence manager then fills in the motor 
values between individual keyframes. Every 
keyframe must be passed through in turn; once 
the final frame is reached the cycle repeats. A 
genetic algorithm is used to provide the values 
for the individual keyframes.  The initial 
fitness function employed was a simple 
function mainly based on the robot remaining 
standing together with the distance traveled by 
the robot in a forward direction.  Different 
varieties of walking behaviours were 
developed by the evolved robots and many 
observers commented of the lifelike nature of 
some of the walks developed.   
Nolfi and Floreano provide a good 
introduction to the general topic of 
evolutionary robotics  [6].  For a discussion on 
the general topic of the performance evaluation 
of bio-inspired embodied and simulated 
artifacts Eaton et al [7]. See references [8-11] 
for other work in this general area. 
 
Experimental setup 
 
  In previous experiments it was found that the 
proportion of the maximum range of 
movement allowed to the robot for each joint 
was an important factor in evolving successful  
Initial experiments placed no restriction on the 
range of movement allowed and walks did not 
evolve unless the robot was restricted to a 
stooped posture and a symmetrical gait, even 
then results were not impressive. In these 
experiments we include a value in the genome 
that specifies the fraction of the maximum 
movement range that is allowed for each joint. 
The genome length is 336 bits comprising 4 
bits determining the position of the 20 motors 
for each of 4 keyframes; 80 strings are used 
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per generation.  16 bits define the fraction of 
the maximum movement range allowed.  The 
maximum range allowed for a particular 
genome is the value specified in the 
corresponding to each motor divided by the 
number of bits set in this 16-bit field, plus 1, 
divided by 2. The genetic algorithm uses 
roulette wheel selection with elitism; the top 
string being guaranteed safe passage to the 
next generation, together with standard 
crossover and mutation.  Two-point crossover 
is applied with a probability of 0.5 and the 
probability of a bit being mutated is 0.04.  
These values were arrived at after some 
experimentation.   
In order to gain some insight into the 
evolutionary process we use a slightly 
modified version of the degree of population 
diversity described in by Leung et al [12]. This 
measure provides an easy to calculate and 
useful measure of population diversity: i.e. 
how alike the different strings in a population. 
We subtract this value from the genome bit 
length to produce our inverse degree of 
population diversity measure (IDOPD).  This 
value will vary from 0 (no similarity in the 
strings) to a value corresponding to the 
genome length (all genomes have the same 
value at every bit location). 
 
Evolution of walking in a robot with 
full functionality 
 
Figure 1 shows the maximum and average 
fitness values together with the diversity 
measure described above, for a 20 degree of 
freedom robot with full functionality, and with 
16 bits defining the maximum joint range. The 
20 degrees of freedom comprise three for each 
leg (knee and two ankle joints), three for each 
hip, two for the back (twist and bend), two for 
each shoulder, and two elbow joints.  The 
graph shows results as averaged over three 
runs and the fitness function is as described 
previously [2].  Diversity value is given on the 
right-hand vertical axis. The diversity value 
starts very low initially (corresponding to low 
similarity) as we would expect, as all strings 
are initially created at random.  Sharp 
increases in the diversity measure correspond 
then to increases in maximum fitness as highly 
fit individuals attempt to make many copies of 
themselves.  This is followed by a reduction 
thereafter as the genetic operators of mutation 
and crossover strive to maintain diversity in 
the population. 
A fitness above about 800 should correspond 
to a reasonable walk in the forward direction, 
1200 or above corresponding to stable walks in 
the forward direction.  We see that the average 

maximum value peaks at around the value 
3000, corresponding to a fast forward walk, 
with the knees kept fairly straight. 
 

Evolution of bipedal locomotion
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Figure 1.  Evolution of walking in a fully 
functional robot 
 
Effect of alterations in robot 
morphology 
 
We now investigate the effect of restraining 
motion in part of the robot.  We do this by 
immobilising the robots right knee joint, and 
both ankle joints.  This might correspond to a 
situation of a person walking with a prosthetic 
leg.  Figure 3 shows the results of this 
experiment again averaged over 3 runs 
 
 

 

 

 
Figure 2.  Walking with right leg restrained 
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Walking with one leg restrained
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Figure 3.  Average of three runs with right 
leg restrained 
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Figure 4.  Results for reduced friction run 
 
From simulation to reality  
 The robot learns to walk albeit with a reduced 

maximum fitness compared to the robot with 
no constraints.  Figure 2 illustrates a typical 
walk which develops.  The right (constrained) 
leg moves sideways and forwards, coming 
well off the ground, as the right arm moves 
backwards in a steadying motion.  The left leg 
follows in a shuffling motion, and the cycle 
repeats.  This pattern of motion proved 
surprisingly effective.  We have also 
experimented with the alteration in foot size 
successfully producing walking with much 
reduced foot size but space precludes a 
detailed discussion of these results. 

We are now beginning work to implement our 
simulated robots in the real world using the 
Bioloid robot platform. This platform is 
produced by Robotis Inc. Korea and consists 
of a CPU (CM-5), a number of senso-motoric 
actuators (Dynamixel AX12+) and a large 
number of universal frame construction pieces. 
Using this platform it is possible to construct a 
wide variety of robots, from simple wheeled 
robots to complex humanoid robots with many 
degrees of freedom.  To gain initial experience 
with this kit we constructed a “puppy-bot” 
(Fig. 5) which can walk on four legs, avoid 
obstacles and perform several cute tricks.  
With this experience we then constructed the 
Bioloid humanoid robot (Fig. 6), which has 18 
degrees of freedom in total. A modified 
version of this humanoid robot was used for 
Humanoid Team Humboldt in the RoboCup 
competitions in Bremen 2006. [13] 

 
Effect of different environmental 
conditions 
 
We are currently investigating the effect that 
different environmental conditions have on the 
evolution of walking (skating) behaviour; 
specifically walking on a surface with reduced 
friction, simulating icy conditions, and 
walking under conditions of reduced gravity.  
Fig. 4 shows the effect of reducing coulomb 
friction to 0.01, simulating the effect of very 
icy conditions.  This is for a single run so the 
variation of diversity with fitness can be 
clearly seen.  A quite effective sideways 
skating motion develops around generation 
150.   Further investigations are continuing to 
see what different patterns of skating develop.  
We have also started experiments in moon-like 
gravity producing walking, but far slower than 
in earth-like gravity; these results will be 
discussed in more detail in a later article. 

The Bioloid system has two pieces of software 
provided; the behaviour control programmer, 
and the motion editor.  The behaviour control 
programmer programs the humanoids response 
to different environmental stimuli, while the 
motion editor describes individual motions 
based on the keyframe concept described in 
our work.  We are currently building an 
accurate model of the Bioloid humanoid in 
Webots, and working on translating the 
information in our sequence control file into a 
format understandable by the Bioloid motion 
editor.  Once this work is completed we hope 
to evolve walking, and other behaviours, in 
Webots using our accurate model, and then 
transfer the evolved behaviour directly to the 
Bioloid humanoid robot. 
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Figure 5.  The “puppy-bot” 
 
 

 
Figure 6. The Bioloid humanoid robot 
 
 
Summary and future work 
  
Using an accurate physics simulator a 
humanoid robot has evolved bipedal 
locomotion under a variety of different 
morphological constraints and under different 
environmental conditions.  We have looked at 
the changes in diversity over the evolutionary 
process and at the behaviour of evolved robots.  
Finally we introduced the Bioloid robotic 
platform, which because of its modular and 
extensible nature is well suited to research in 
evolutionary robotics, and the 18 DOF Bioloid 
humanoid robot.  Work is continuing in all of 
the areas described above, and particularly in 
moving our simulated humanoid robots into 
the real world using an enhanced (20 DOF) 
version of the Bioloid humanoid robot . 
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Abstract
We report on following the line based on camera im-

age for indoor blimp robot. Indoor blimp robot can be
moved to the altitude and the place with differences in
the building. There are applications of the guide and
the round in the building by using those features. It is
generable target orbit to put the one that becomes a
landmark on the moved place. Therefore, we put the
line as a landmark. The line is showing flat informa-
tion in the target orbit, and information on height can
be obtained according to the width of the line. In this
paper, we report the extraction method of the line,
and how to follow the line.

key words - indoor blimp robot, following line, au-
tonomous robot

1 Introduction

The blimp robot can be moved to the altitude and
the place with differences in the building, it is an ad-
vantage for blimp robot that the place to which the
robot of a humanoid type is not moved easily can be
moved. Moreover, it is possible to move safely in the
building compared with a small airplane and the heli-
copter, etc. and use to the applications like the guide
in the building, the round and the watch are thought
by using of such a feature.[1] There is a problem of
enlarging the balloon to obtain big buoyancy, so it is
difficult to use a lot of sensors. Moreover, the con-
trol is difficult because the influence of inertia is large,
and it sensitively reacts to turbulence by movement of
air-conditioning and the person on an environmental
inside.

It is needed to make it follow to the generation of
the target orbit and the orbit to achieve such an ap-

plication. It is moved to the target point recognizing a
three-dimensional position of an environmental inside
by using the landmark in a research up to now. How-
ever, the target orbits on the plane can be given by
closely arranging the landmark in the moving place in
the application that moves only a specific indoor place.
Then, it aims to move to the target point to assume
the landmark to be a line, to give the target orbits,
and to make on the orbits follow in research. The line
is an easy landmark that expresses the target orbits,
and the height of the target orbits is recognized from
the width of the line. Because the calculation cost of
this is lower than the method such as putting the sign
on the line, it is thought the control way is effective
in the place where the turbulence that rotates by 180
degrees momentarily does not occur.

In this paper, the composition of the balloon robot
used, the extraction method of the line, and how to
decide to thrust are described as follows.

2 Blimp robot

Blimp robot has an elliptical body to reduce air re-
sistance. These airships are generated by high-speed
movement. However, it is not necessary important for
indoor blimp robots to generate high-speed movement.
So we designed a columned blimp robot.[1][2][3] This
design can make air resistance in the direction of move-
ment equal. And the column type can greatly take the
volume. And, it is preferable the airframe’s without
turning when thinking a narrow indoor space is moved
to be able to move directly. This blimp robot has
three propulsion units.Ch4 is enabled vertical move-
ment, and ch0, ch1, ch2 and ch3 are enabled dimen-
sional horizontal plane movement.
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Figure 1: blimp robot and overview

Figure 2: propeller unit

We decided on diameter D[m] and height H[m] to
determine balloon size. Total weight of blimp robot
W[g] is calculated as follow calculation.

W = πρheH(
D

2
)2 + πcD(H +

D

2
) + U (1)

ρhe = 178.5[g/m3] is helium density and, c[g/m2] is
the unit weight of balloon material. Balloon material
is aluminum film, whose unit weight c is 30.0[g/m2].
U is the weight of the propeller unit consisted of the
six propellers, the camera sensor, and the controller.
Weight U is about 480[g]. And, Bu is the buoyant
force.

Bu = πρairH(
D

2
)2 (2)

ρair=1226.0[g/m3] at 0 ℃,1atm. Bu must be larger
than W. We set diameter D to 0.94[m], and height H
to 0.8[m].

The propellers are positioned independently axial
direction fixed to the blimp. Because the motors for
propellers are driven by ON/OFF signal, it is difficult
to generate certain amount of thrust. So 10 switching
points set at sampling time ∆T=0.3[s]. Blimp robot
is equipped AR camera as a sensor. The image resolu-
tion is 160×144 pixels. And, Color information is sent

by 16 bits RGB color space. The image information
obtained with the camera is sent to T-Engine board,
and thrust that processes the image there is decided.
The motor control command is sent from T-Engine
board to RBTMC board and the motor is rotated.

3 Line extraction

To follow the line, width and the centerline of the
line are acquired from the image. The purpose of the
width of the line is to request the height of the blimp
robot, and it is followed to the centerline of the line to
take both sides of the line in the image. To calculate
them, the edge point of the line is searched out. The
edge point is a verge of the color of the line and the
color of the floor. The distinction of the color of the
color of the line or the floor is judged from a color
near the threshold by the YUV space. It is difficult in

Figure 3: Information on line in camera image

the point of the calculation time to judge whether it
is an edge point of all pixels of the camera image. So,
we search edge points from the pixel of the image of
a round. And, it searches for the pixel of the image
in putting several points and it looks for an internal
point of the seeing line. An internal point is a point
judged that four pixels in surroundings are the colors
of the line. When ,every one point, it is searched for
to the edge of the image from the internal point, and
it is judged an internal point, the edge point, and the
color of floor, the edge point is judged as an edge point
of the line.

When the line is taken in the camera image, it might
have the edge point in four points. Two straight lines
of the edge line are calculated from the edge point in
four points. The centerline of the line is calculated by
averaging expressions two straight lines.

The method of calculating the width of the line cal-
culates the distance with another edge line from one
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edge point.

linewidth =
| j − Ai − B |√

1 + A2
(3)

J and i are shown the pixel position in the camera im-
age of one edge point. A and B are shown the gradient
and the cut in the camera image of another edge line
from the edge point. And, the value of the width of
the line changes by the position of the calculated point
because the edge lines are not parallel when calculat-
ing only in one point. Therefore, the width of the line
is calculated with each edge point in two points on the
same edge line, and the average value is used as width
of the line at that time.

Next, the distance of the blimp and the line is cal-
culated. The standard of the distance is a centerline
of the line. The distance of the center of the cam-
era image and the centerline of the line are calculated
because it is made in the composition of this balloon
robot so that the position of the camera may come to
the center of the airframe. Because the size of the cam-
era is 160× 144 now, a center pixel of the camera be-
comes point (72, 80). The point that distances shorten
most in the centerline of the line for this point is cal-
culated. These points are centerlinei and centerlinej .
Because the distance of these points is a unit of the
pixel, the number of pixels for the actual width of a
line and the width of the line acquired from the image
is used for an actual distance to change.

dline =
√

(centerlinei − 72)2 + (centerlinej − 80)2

× line

linewidth
(4)

The line is actual width of the line, and linewidth is
calculated width of line. And, the angle to the line
with centerline is calculated. This angle is calculated
by trigonometric function as follows.

θ = Cos−1(
1√

1 + A2
center

) (5)

Acenter is gradient of centerline.

4 Control method

It is described how to decide to thrust in this sec-
tion. Because it is possible to be thought about the
direction of Z of the propeller independently, we think
about the control by the X-Y plane. It is necessary

to control to approach the centerline in X-Y plane.
The blimp robot is made to follow to the line by keep-
ing producing thrust in the direction and adjusting
the angle hand like the robot of the car type[4] and
the mouse type. Then, it keeps putting out constant
thrust in two of four propellers of the X-Y plane, and
the angle is adjusted by other two. Constant thrust is
generated with ch0 and ch2 of Figure 2, and the angle
is ch1 and ch3 of Figure 2. To adjust the angle to be
suitable for the direction of the centerline of the line,
the angle of the target is set. The angle of the target
makes it can be influenced by deflection with the line
though it grows and set greatly.

θtarget = Cos−1(
dline√

FORWARD2 + dline2
) (6)

θtarget is the angle of target, and FORWARD is a con-
stant number to decide the angle of the target. Blimp
robot is difficult to decide the analytical controller.[3]
Because the parameter can be decided by the trial and
error, the PID control is used for the control of the di-
rection of height. However, it is made to control by
the PD control because it is thought that the influence
of the paragraph of I effective after time passes doesn’t
come out in the adjustment of the angle.

mz(t) = KzP ez(t) + KzI

∫
ez(t)dt + KzD

dez(t)
dt

(7)

mθ(t) = KθP eθ(t) + KθD
deθ(t)

dt
(8)

KzP and KθP are proportional gain, KzI is inte-
gral gain, and KzD and KθD are derivative gain.
e(t) is deflection with velocity of target, and de(t) =
(e(t) − e(t − ∆T )). mz is thrust in propeller ch4, and
mθ is thrust in propeller ch1 and ch3. And, number
of propellers ch0 and ch2 are propeller for generating
constant thrust.

5 Experiment

5.1 Experimental setting

In this experiment, the line is drawn at the straight
line and blimp robot moves on that. The line puts red
paper with length of 5[m] on the floor. And, the width
of the line is set by 0.1[m]. If the width of the line is
0.1m, it sees it by 32 pixels when the position of the
camera of the blimp is 0.5[m], and 16 pixel when 1[m].
The interval that searches for the edge point is made
four pixels. And, the constant to decide the angle of
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the target to control the angle is set as 100. Moreover,
the target position of height is assumed to be 1[m].
This is because of thinking the blimp robot moves in
the building. The camera has equipped the under the
airframe of the robot and the top part of the robot is
about 2.3[m] at 1[m] in the height of camera.

5.2 Result

Fig.4, Fig.5 and Fig.6 show with the target value
when blimp robot is made to follow the line. Even if
each graph is seen, the part where the value changes
greatly is seen. This is caused from the large differ-
ence from the previous value when the width of the
line is calculated. Fig7 is the one that the number of
extracted edge points was shown. It is showed when
it is a number of edge points less than it though the
width of the edge calculates correctly if the edge point
is gotten by four points. Moreover, because height and
the distance with the line are calculated based on the
value of the width of the line, this value is personally
effective in the control. And, power toward direction
that came off might be larger than power to face the
line by the turbulence such as the winds. It is not pos-
sible to control by disappearing the line in the camera
image. The angle is an error margin of about 0.1[rad]
against the angle of the target.

In this experiment, it mostly went off from the line
around 3[m] of the line, and it was possible to move by
5m because it advances straight when the influence of
the deflection of the angle and the wind is little. Every
experiment, the erratic value was seen in the graph of
height.

Figure 4: Deflection with
line

Figure 5: Deflection with
height of target

6 Conclusion

In this paper, we reported the following to the line
for indoor blimp robot. It needs to be improved in the
extraction accuracy of the line because graph of height
actual has resulted greatly the vibration. Moreover, it

Figure 6: Deflection with
angle of target

Figure 7: Number of the
edge points

was often thrown away form the line by the power of
the disturbance such as the winds.

In the future work, it is necessary that blimp robot
is moved by guessing actual height whether to improve
the extraction accuracy of the width of the line. In
addition, the line is not made easy to lose sight by
installing the fish-eye lens in the camera to get wider
view. We want to move blimp robot in not only the
straight line but also the curve.
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)(st−1

ct−1

)(
st−1 cT

t−1

)
.

�,+�

�����
���% ���� ��� �		������ �*=� (â21Â22) 	���	
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Abstract 

 
The feedback Group Method of Data Handling 

(GMDH)-type neural network algorithm proposed in this 
paper is applied to 3-dimensional medical image 
recognition of the blood vessels in the brain. The neural 
network architecture fitting the complexity of the medical 
images is automatically organized by the feedback 
GMDH-type neural network algorithm so as to minimize 
the prediction error criterion defined as Akaike’s 
Information Criterion (AIC). In this feedback GMDH-type 
neural network algorithm, the optimum neural network 
architecture is automatically selected from three types of 
neural network architectures such as the sigmoid function 
type neural network, the radial basis function (RBF) type 
neural network and the polynomial type neural network. 
The recognition results show that the feedback GMDH-type 
neural network algorithm is useful for the 3-dimensional 
medical image recognition of the blood vessels in the brain 
and is very easy to apply the practical complex problem 
because the optimum neural network architecture is 
automatically organized. 
Keywords: GMDH, Neural network, Medical image 
recognition 
 
1  Introduction 
 

The Group Method of Data Handling (GMDH)-type 
neural networks and their applications have been proposed 
in our early works [1],[2]. The GMDH-type neural networks 
can automatically organize the neural network architecture 
by using the heuristic self-organization method [3],[4]. In 
this study, a feedback GMDH-type neural network 
algorithm self-selecting the optimum neural network 
architecture is proposed. In the feedback GMDH-type 
neural network algorithm, the optimum neural network 
architecture is automatically selected from three types of 
neural network architectures such as the sigmoid function 
type neural network, the radial basis function (RBF) type 
neural network and the polynomial type neural network. 
Furthermore, the structural parameters such as the number 
of layers, the number of neurons in the hidden layers and the 
useful input variables are automatically selected so as to 
minimize the prediction error criterion defined as Akaike’s 
Information Criterion (AIC) [5] or Prediction Sum of 
Squares (PSS) [6]. The feedback GMDH-type neural 

network has a feedback loop and the complexity of the 
neural network increases gradually using feedback loop 
calculations so as to fit the complexity of the nonlinear 
system. 

The feedback GMDH-type neural network algorithm 
proposed in this paper is applied to 3-dimensional medical 
image recognition of the blood vessels in the brain. The 
neural network architecture fitting the complexity of the 
medical images is automatically organized by the feedback 
GMDH-type neural network algorithm so as to minimize 
the prediction error criterion defined as AIC.  
 
2  Feedback GMDH-type neural network 
 
   The architecture of the feedback GMDH-type neural 
network proposed in this paper has a feedback loop as 
shown in Fig.1. The feedback GMDH-type neural network 
algorithm can select the optimum neural network 
architecture from three types of  neural network 
architectures  such as the sigmoid function type neural 
network, the RBF type neural network and the polynomial 
type neural network. The feedback GMDH-type neural 
network algorithm uses three  types of neuron architectures 
which are the sigmoid function type neuron, the RBF type 
neuron and the polynomial type neuron. In the feedback 
GMDH-type neural network, optimum neuron architectures 
fitting the characteristics of the nonlinear system are 
automatically selected by using AIC. 
      The feedback GMDH-type neural network is shown as 
follows. 
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Fig.1 Architecture of the feedback GMDH-type neural 
network 
 
2.1 First loop calculation 
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yk=  zk                                                                            (11)    First, all data are set to the training data. In this algorithm, 
it is not necessary to separate the original data into the 
training and test data because AIC can be used for 
organizing the network architectures. Then the architecture 
of the input layer is organized. 

ii) The second type neuron 
Σ: (Linear function) 
zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )             (12) 
f : (Linear function) 

1) Input layer yk=  zk                                                                            (13) 
  uj=xj   (j=1,2,…,p)                                                        (1)       Here, θ1 =1 and wi (i=0,1,2,…) are the weights between 

the first and second layer and estimated by applying the 
stepwise regression analysis [7] to the training data. Only 
useful input variables ui (i=1,2, …) are selected by using 
AIC. In the first type neuron, the value of r, which is the 
number of input variables u in each neuron, is set to two. In 
the second type neuron, the value of r, which is the number 
of input variables u in each neuron, is set to be greater than 
two and smaller than p. p is the number of input variables xi  
(i=1,2,…,p). The output variables yk of the neurons are 
called as the intermediate variables.  

where xj (j=1,2,…,p) are the input variables of the system, 
and p is the number of input variables. In the first layer, 
input variables are set to the output variables. 
2) Hidden layer 
       All combinations of the r input variables are generated. 
For each combination, three types of neuron architectures 
which are the sigmoid function type neuron, the RBF type 
neuron and the polynomial type neuron, are generated and L 
neurons which minimize AIC value are selected for each 
type of neuron architectures.   
      Furthermore, for each combination, optimum neuron 
architectures fitting the characteristics of the nonlinear 
system are automatically selected by using AIC. 

      L neurons having the smallest AIC values are selected 
for three types of neuron architectures which are the 
sigmoid function type neuron, the RBF type neuron and the 
polynomial type neuron. The output variables yk of L 
selected neurons for three types of neuron architectures are 
set to the input variables of the neurons in the output layer. 

a) Sigmoid function type neuron: 
i) The first type neuron 
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj +w8uiuj

2 
3) Output layer  

+w9uj
3 – w0θ                                                                                           (2)      For three types of neural network, the outputs yk of the 

neurons in the hidden layer are combined by the following 
linear function. 

f : (Nonlinear function) 

)(1
1

kzk e
y −+

=                                                               (3) 
                                                                                (14)∑

=

+=
L

k
kk yaa

1
0

*φ  

ii) The second type neuron 
Σ: (Linear function) Here, L is the number of combinations of the input variables 

and yk is the intermediate variables. The useful intermediate 
variables yk are selected by using the stepwise regression 
analysis in which AIC is used as the variable selection 
criterion.  

zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )                (4) 
f : (Nonlinear function) 

)(1
1

kzk e
y −+

=                                                                (5) 
     Equation (14) is calculated for three types of neural 
network architectures which are the sigmoid function type 
neural network, the RBF type neural network and the 
polynomial type neural network. Then, the neural network 
architecture which has smallest AIC value is selected as the 
GMDH-type neural network architecture from three types 
of neural network architectures  

b) RBF type neuron: 
i) The first type neuron  
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj+w8uiuj

2  

+w9uj
3 – w0θ                                                                                               (6) 

f : (Nonlinear function) 
)( 2

kz
k ey −=                                                                     (7)      Then, the estimated output values φ* which is selected in 

the output layer is used as the feedback value and it is 
combined with the input variables in the next loop 
calculation. 

ii) The second type neuron 
Σ: (Linear function) 
zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )               (8)  f : (Nonlinear function) 2.2  Second and successive loop calculations )( 2

kz
k ey −=                                                                                    (9)  

      The optimum neural network architecture is selected 
from three types of neural network architectures in the 
output layer. Therefore, in the second and successive loop 
calculations, only one type of neuron architecture, which is 
the sigmoid function type neuron or the RBF type neuron or 
the polynomial type neuron, is used for the calculation. 

c) Polynomial type neuron: 
i)  The first type neuron 
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj+w8uiuj

2  

+w9uj
3 – w0θ                                                                                     (10) 

f : (Linear function) 
   First, the estimated output value φ* is combined with the 
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input variables and all combinations between the estimated 
output value φ* and the input variables are generated. The 
same calculation as the first feedback loop is carried out for 
each combination. Here, only one type of neuron 
architecture, which is selected in the first loop calculation, is 
used in the calculation. When AIC value of the linear 
function in (14) is increased, the loop calculation is 
terminated and the complete neural network architecture is 
organized by the L selected neurons in each feedback loop.  
 
3 Application to 3-dimensional medical image 
recognition of the blood vessels in the brain 
 
        In this study, regions of the blood vessels in the brain is 
recognized automatically using the following two 
recognition procedures. Multidetector row computed 
tomography (MDCT) images of the brain are used in this 
study. In the first recognition procedure, the feedback 
GMDH-type neural network is organized to recognize the 
brain regions and then these regions are extracted using 
organized neural network. In the second recognition 
procedure, another new feedback GMDH-type neural 
network is organized to recognize the blood vessel regions 
and then these regions are extracted using organized new 
neural network. Using these recognition procedures, the 
blood vessel regions are recognized and extracted. 
 
3.1  Recognition of brain regions 
 

In this study, an original MDCT image shown in Fig. 2 is 
used for organizing the feedback GMDH-type neural 
network. Then, image features are extracted and used as 
input variables of neural network. Statistics of image 
densities in neighboring regions, N×N pixel regions, are 
used as image features. The following statistics are used as 
input variables. 1) mean, 2) standard deviation, 3) variance, 
4) median, 5) minimum, 6) maximum, 7) range.  Out of 
these statistics, only three parameters namely, mean, 
standard deviation and variance are selected as useful input 
variables. Output value of neural network is zero or one. 
When N×N pixel region is contained in regions of the brain, 
neural network sets pixel value at the center of N×N pixel 
region to one and this pixel is shown as white point. Neural 
network was organized when values of N are 5, 10 and 15. 
When N equals 5, output image is most accurate. 
Calculation of the feedback GMDH-type neural network 
was terminated at the fourth layer. Three useful neurons 
were selected in each hidden layer. RBF neural network 
architecture was selected as the feedback GMDH-type 
neural network in the first feedback loop calculation. 
Feedback GMDH-type neural network output brain image 
and post-processing analysis of brain image was carried out, 
based on which regions of the brain were extracted. In 

post-processing of output image of the neural network, 
small isolated regions outside or inside of the brain regions 
are eliminated by the image processing such as the dilatation 
and the erosion. Then, outlines of regions of the brain were 
expanded outside by N/2 pixels and outline of the brain 
were extracted. Fig.3 shows output image after this 
processing.  In order to check matching between original 
image and output image of the neural network, the output 
image was overlapped on original image after 
post-processing. Overlapped image is shown in Fig.4.  From 
Fig.4, we can see that extracted regions are very accurate. 
 
 
 
 
 
 
 
 
 
 

Fig.2  Original image(1) 
 
 
 
 
 
 
 
 
 
 
Fig.3 Output image after          Fig.4  Overlapped image (1) 
           post-processing (1) 
 
3.2 Recognition of blood vessel regions in the brain 
 
       The blood vessel regions are recognized by the 
feedback GMDH-type neural network and extracted. First, 
gray scale image of the brain (Fig.5) was subtracted from 
the original image (Fig.2) by using the output image of the 
feedback GMDH-type neural network (Fig.3). This gray 
scale image is used as a new original image to organize new 
feedback GMDH-type neural network. The new feedback 
GMDH-type neural network was organized and recognized 
the blood vessel regions. The organization procedures of the 
new feedback GMDH-type neural network are the same as 
those of the brain regions. Image features are extracted and 
used as input variables of neural network. Statistics of 
image densities in neighboring regions, N×N pixel regions, 
are used as image features. Only three parameters namely, 
mean, standard deviation and variance are selected as useful 
input variables. Neural network was organized when values 
of N are 5, 10 and 15. When N equals 5, output image is 
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In this paper, this algorithm was applied to 3-dimensional 
medical image recognition of the blood vessels in the brain 
and it was shown that feedback GMDH-type neural network 
algorithm was a useful method for 3-dimensional medical 
image recognition of the blood vessels in the brain because 
the neural network architecture is automatically organized 
by the feedback GMDH-type neural network algorithm. 

most accurate. RBF neural network architecture was 
selected as the feedback GMDH-type neural network 
architecture in the first feedback loop calculation. Feedback 
GMDH-type neural network output blood vessel image and 
post-processing analysis was carried out, based on which 
regions of the blood vessels were extracted. Fig.6 shows 
output image after the post-processing. Then, gray scale 
image of the blood vessel was subtracted from the original 
image by using the output image of the feedback 
GMDH-type neural network (Fig.6). Figure 7 shows 
overlapped image of blood vessel regions. These 
subtraction processing were carried out for the all slices of 
MDCT. Then, 3-dimensional images of the blood vessels 
were generated using gray scale images for all slices of 
MDCT by the rendering software. Figure 8 are 
3-dimensional blood vessel images.   

 
 
 
 
 
 
 
 
 
  

  
  
                        (a)                                        (b)  
         Fig.8   3-dinensional images of the blood vessels 
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4  Conclusion 
 

In this paper, the feedback GMDH-type neural network 
algorithm self-selecting optimum neural network 
architecture was proposed. In this algorithm, optimum 
neural network architecture is automatically selected from 
three neural network architectures such as sigmoid function 
neural network, RBF neural network and polynomial neural 
network. Furthermore, structural parameters such as the 
number of layers, the number of neurons in hidden layers 
and useful input variables are automatically selected to 
minimize prediction error criterion defined as AIC.  
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Abstract
This paper examines whether and how a primi-

tive form of communication emerges between adap-
tive agents by using their excess degrees of freedom in
action and perception. As a case study, we consider
a game in which two reinforcement learning agents
learn to earn rewards by intruding into the other’s
territory. Our simulation showed that the agents with
lights and light sensors could learn turn-taking behav-
iors by avoiding collisions using visual communication.
Further analysis revealed that there was a variety in
what message is mapped to what signal, and in some
cases there was role differentiation into a sender and
a receiver.
Keywords: Reinforcement Learning, Intrusion Game,

Emergence of Protocommunication, Role Differentiation

1 Introduction

The prototype of communication, or protocommu-
nication, would have emerged to help individuals to
earn rewards and to improve fitness. Then how did
protocommunication emerge based on what capacity
of individuals? These questions have been discussed
in various fields for a long time, but unlike other ques-
tions in archeology, these questions are hard to answer
as there is no fossil of communication until written lan-
guages emerged recently. Thus, we address this ques-
tion by ”understanding by construction” using math-
ematical modeling and computer simulations [1].

The studies on emergence of communication can be
classified into two broad categories: one adopting evo-
lutionary optimization [2, 3] and the other employing
learning agents [4, 5]. However, a major limitation in
most previous studies is that they assumed the pre-
existence of the basic frameworks for communication,
such as signals and meanings or a speaker and a hearer,
and just verified the evolution or learning of mappings
between signals and meanings by taking the success of

communication itself as the objective function. There-
fore, it is difficult for those studies to answer how com-
munication emerged from a world where concepts like
signals, words, and speaking did not exist.

The purpose of this study is to test if communi-
cation can emerge between individuals who have ba-
sic behavior learning functions but do not have ded-
icated mechanisms or absolute needs for communica-
tion. Specifically, we run a case study of an ”intru-
sion game” in which two agents move on a linear track
and earn rewards by intruding into the other’s terri-
tory while avoiding collisions. We consider what ac-
tion, sensation and memory capacities are necessary
for learning of cooperative behaviors, and when it is
learned, what meanings agents assign to their excess
degrees of action and sensation. Further, we investi-
gate the developmental process of cooperative behav-
iors by communication and the cases of role differen-
tiation into a speaker and a hearer.

2 Intrusion Game

We consider an “intrusion game (IG),” which sim-
plifies situations like a turf war between foraging ani-
mals. Two players can move back and forth on a one
dimensional space with four slots. Players are bounded
by walls on the “west” and “east” ends of the track
and cannot jump over or stay together in the same slot
with another agent. Figure 1 depicts six possible sets
of positions that the players can takes. We denote the
six position patterns by 0 to 5. The “west” player can
get a reward by entering the east half of the track (i.e.,
position pattern 5) and the “east” player by entering
in the west half (i.e., position patter 2) without a col-
lision. A punishment (negative reward) is given when
a player collides with a wall or another player.

A crucial problem in this game is how the players
resolve the conflict at the position pattern 4. If the
players act selfishly, i.e., to maximize its own reward,
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Figure 1: Six possible position patterns of the players,
denoted by 0 to 5.

both would take an action to move forward, but it will
cause a collision with negative rewards to both players.

3 Reinforcement Learning Agents

In order to test whether agents with general ac-
tion learning capability can also learn to communicate,
we adopt reinforcement learning agents [6] which can
learn various behaviors based on rewards and punish-
ment. We use the Q-learning method [6] which is stan-
dard for discrete tasks like IG. Q-values are updated
by the following equation.

Q(st, at) := Q(st, at) +

α
[
rt+1 + γ max

a
Q(st+1, a) − Q(st, at)

]
,

where α is a learning rate (0 < α < 1), γ is a discount
rate (0 < γ < 1), and r(t) is the reward given after ac-
tion a(t) was taken at state s(t). We used the ε-greedy
policy in which an actions is randomly selected with
probability ε and otherwise an action that maximize
Q-value for a given state is selected.

In order to investigate how the agents’ sensory, ac-
tion, and memory capabilities affect the learned be-
haviors, we tested four types of agents. A null or N-
type agent simply has two moving actions (backward
or forward) and can sense the position pattern (0 to 5)
of the two agents. In addition, a light-capable, or L-
type agent has actions of turning on or off its headlight
and also a light sensor to see if the other agent’s light is
on or off. A memory-based, or M-type agent keeps the
memory of its previous action (backward or forward)
to augment its state space. A light-and-memory, or
LM-type agent has both light signaling and memory
capabilities.

4 Simulation Results

We performed 10 simulation runs each for the four
types of agents with the following setups: positive re-
ward +1 for successful intrusion, negative rewards -1
each for collision with the wall and the other agent,
ε = 0.01, α = 0.01, and γ = 0.9.

4.1 Agents’ Behaviors

First, we present examples of typical behavioral
patterns obtained from the analysis of the change of
each agent’s position pattern (Fig. 2).( a ) N o n � c o o p e r a t i v e d o m i n a n c e b y o n e a g n e t2 :4 : 5 :4 :( b ) A s y m m e t r i c c o o p e r a t i o n2 :4 :2 :4 :5 :

2 :4 :
4 :

5 :4 :5 :4 :

2 :4 :0 :4 :5 :4 :

( c ) S u b o p t i m a l c o o p e r a t i o n2 :4 :
0 :4 :5 :

4 :
2 :4 :
4 :5 :

( d ) O p t i m a l     c o o p e r a t i o n

Figure 2: Four examples of typical behavioral pat-
terns. (a) Non-cooperative dominance by one agent.
(b) Asymmetric cooperation. (c) Suboptimal cooper-
ation. (d) Optimal cooperation.

Figure 2(a) shows a non-cooperative dominance by
one agent. In this pattern, only one agent can earn a
positive reward every two steps. The other can get no
reward, but can receive negative reward if it changes
its behavior. Figure 2(b) presents an asymmetric co-
operation which can be seen only in LM-type agents.
In this case, one agent can get two positive rewards
during a six step cycle, the other can obtain while
only once. Figure 2(c) depicts a suboptimal coopera-
tion leading to one reward every six steps. Figure 2(d)
shows an optimal cooperation in which both agents
earn a reward every four steps.

We analyze the occurrence frequency of four typi-
cal behavioral patterns for the four types of agents.
As can be seen in Fig. 4, the agents without light
(N- and M-type) can learn only the non-cooperative
dominance. In contrast, the agents with light (L- and
LM-type) can show various cooperation. Further, LM-
type agents can achieve the optimal cooperation more
frequently than L-type agents without action history.
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Figure 3: Occurrence frequency of four typical behav-
ioral patterns for four types of agents.

4.2 Developmental Process

Next we examined how the behaviors changed by
learning before converging to one of four typical pat-
terns. Figure 4 shows the developmental history of
four LM-type agents who acquired one of four typical
behavioral patterns at final episode. We recorded the
Q-values of the agents every 1,000 steps and let the
agents play the IG (with ε = α = 0) from all possible
initial states1.
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Figure 4: History of occurrence frequency of behav-
ioral patterns. The x-axis and the y-axis of each fig-
ure are the steps and the occurrence frequency of con-
verged behavioral patterns, respectively. Each numer-
ical string represents a sequence of position patterns
in a cyclic behavior.

Figure 4(a) shows an example of the history of a
pair that converged to non-cooperative dominance by

1For example, the number of states of the L-type agents is 24,
where initial positions and light states are 6 and 4, respectively.

the east agent. The other diagrams in Fig. 4 indicate
(b) asymmetric, (c) suboptimal and (d) optimal coop-
eration. A common feature in these cooperative cases
that the agents experienced took both position pattern
sequences 4 to 2 and 4 to 5 in the early stage before
becoming able to switch between the two.

4.3 Variety of Signaling

We observed emergence of various types of commu-
nication emergence. Figure 5 exemplifies four typical
types of communication that realizes the optimal co-
operation.

Figure 5: Typical examples of emerged communica-
tion. (a) Symmetric signaling. (b) Asymmetric sig-
naling. (c) One-way communication between a sender
and a receiver after a role differentiation. (d) Cooper-
ation without communication.

Figure 5(a) shows an example of symmetric signal-
ing in which agents can resolve the conflict at the po-
sition pattern 4 by alternately turning on the light
while stepping forward. This means that the agents
can convey their next actions as messages by their
lights. An asymmetric signaling can also be observed,
in Fig. 5(b), in which one agent turns the light on to
step forward, while another agent turns the light on
to step back.
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Unlike the symmetric and asymmetric signaling,
communication examples shown in Fig. 5(c) and (d)
can be seen only in LM-type agents. Figure 5(c) de-
picts a one-way communication between a sender (the
east agent) and a receiver (the west agent) after a role
differentiation. In this case, only the east agent uses
its light source, and the west agent behaves according
to the east agent’s light signal. The east agent, who
cannot rely on the light signal of the west agent, de-
termines its actions based on memory of its own past
action in order to solve the conflict on the position
pattern 4. Figure 5(d) is a case of optimal coopera-
tion without communication. As can be seen, the east
agent always turns on its light when entering the posi-
tion pattern 4 from 2 or 5. Therefore, the west agent
cannot solve the conflict on the position pattern 4 by
using the east agent’s light signal. Both agents behave
based only on the memory of their past actions.

5 Discussion

Our simulation study showed that simple communi-
cation can emerge from iteration of searching for roles
of redundant actions through a generic reinforcement
learning process and interaction with the others.

Animal communication is defined as a transmission
of signals that senders can profit by reactions of re-
ceivers [7]. Our simulation confirms that this type
of communication can be emerged from repeated in-
teractions between reinforcement learning agents with
enough physical capacity. Tomasello claims that com-
municative signals can be created by forming each
other’s behaviors between two individuals through it-
eration of social interaction [8]. Our simulation results
also support his claim.

Tomasello furthermore advocates that the following
is important for acquisition of habitual use of linguistic
symbol [8]. An individual 1) understands that the oth-
ers are individuals with some intents, 2) participates in
a joint attention situation, 3) comprehends the other’s
intent in such situation, and 4) can use a symbol that
others used toward the individual. Although our rein-
forcement learning agents did not explicitly have such
functions, the simple two-person setup of the game
probably made it unnecessary to use attentive mecha-
nisms.

6 Conclusion

We have proposed an intrusion game (IG) for inves-
tigating the emergence of protocommunication from a

world where a teacher of communication or even any
dedicated mechanisms for communication do not exist.

Using computer simulations of IG, we have shown
that agents who can turn on/off their lights as re-
dundant actions became able to spontaneously acquire
meanings of light signals and cooperate with the other
agent. We have also found that agents with working
memories can differentiate their roles as a sender and a
receiver. Further, our simulation demonstrated that a
cooperation without communication can emerge from
interaction between the agents having both signaling
and memory capabilities.

Our simulation results suggest that repeated inter-
action between individuals with a reinforcement learn-
ing function can play an important role in establishing
protocommunication, even if individuals do not have
dedicated mechanism for communication.
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Abstract 
 
The emission of dioxins from waste incinerators is one 

of the most important environmental problems today. It 
is known that optimization of waste incinerator 
controllers is a very difficult problem due to the complex 
nature of the dynamic environment within the 
incinerator. 

In this paper, we propose applying self-organizing 
map (SOM) for visualizing topological information of 
waste incinerator data for time-series data, and aimed at 
finding correlation in real waste incinerator data to 
predict high dioxin emission. 
 
 
1.  Introduction 

 
The emission of dioxins from waste incinerators is one 

of the most important environmental problems today. It 
is known that optimization of waste incinerator 
controllers is a very difficult problem due to the complex 
nature of the dynamic environment within the incinerator. 
This is because the environment in the incinerator is a 
complex dynamic environment in which the different 
items are dependent on each other, and is not a simple 
dependency relationship. 

There has been past research in intelligent estimation 
of dioxins emission from waste incinerators. Fujiyoshi et 
al [1] has proposed applying fuzzy control to incinerator 
control to decrease the dioxins emission. Ichihashi et. al 
[2] has applied statistical analysis to calculate the 
correlation of various input signals with dioxins 
emissions. Fukushima [3] has proposed applying fractal 
fuzzy control in order to estimate and control dioxins 
emission. 

For this research we investigate methods applying 
SOM to classify time-series data for complex 
environments, and propose applying self-organizing map 
(SOM) for visualizing topological information of waste 
incinerator data for time-series data. Our aim is to find 
correlation in real waste incinerator data to predict high 
dioxin emission. 

 
 
2. Training Requirements for Waste 
Incinerators 
 
  For this experiment, we used sensor data from a waste 
incinerator plant as the time-series data, and aimed at 
visually classifying instances of high dioxin emission. 
We used real waste incinerator data provided by Hitachi 
Zosen Corporation. Figure 1 shows the schematic 
diagram of the fluidized bed waste incinerator. 

The data consists of the following 12 sensor values 
measuring various conditions of the incinerator. Flapper 
angle (0 - 100.00%), oxygen concentration in incinerator 
exit (0 - 25.000%), garbage rate (t/H), incinerator 
temperature (0 - 1200.0 ℃ ), carbon monoxide 
concentration (0 - 500.0ppm), incinerator pressure 
(-2000.0 - 1000.0ppm), cooling liquid rate 
(0-1.0000m3/h), conveyer belt speed (0 - 7.000rpm), 
primary air supply(0 - 7.500KNm3/h), secondary air 
supply base (0 - 7.500Nm3/h), secondary air supply 
modification (0 - 7.500KNm3/h). 

It is known that CO (carbon monoxide) concentration 
over 100ppm show strong correlation with dioxins 

Flapper Angle 
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Waste 

d
*１ *１

*2�
*2�

Primary Air Fan
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Sludge removal
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Figure 1.  Schematic diagram of Fluidized Bed 

Sensor input 
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concentration. For this research, we use the CO 
concentration as the target output, and aim to reduce the 
average CO concentration as well as to reduce the 
number of CO concentration peaks over 100ppm. 
 
 
3. Learning Time-series Data using 
Self-organizing map 
 
  Self-organizing map (SOM) is a type of artificial 
neural networks proposed by Kohonen[5]. It is trained 
using unsupervised learning to produce low dimensional 
representation of the training samples while preserving 
the topological information of the input space. SOM 
applies neighborhood learning to enable the creation of 
close output for similar input. This feature is effective 
for classification and visualizing in complex problems. 
  On the other hand, standard SOM cannot directly 
handle time-series data. Several approaches to allow 
SOM to learn patterns in time-series data have been 
previously proposed, such as adding a feedback loop[7] 
to create a multi-layer SOM, and adding delayed time 
units to SOM[6]. 

For this research, we used delayed-time units in order 
to map time-series data into the input pattern space. 
Figure 2 shows the model of time-series data that 
consists of two elements (A, B) is input to SOM using 
delayed-time unit. Its approach to learn patterns in 
time-series data does not require change in the SOM 
method, because it is possible to implement the 
additional input by preprocessing. 
 

 
 
4.  Method for Visualizing Information of 
Time-series Data 
 

For this research we use delayed-time units to learn 
time-series pattern on SOM. For the output we construct 
the map using the weight values of the competitive layer. 
  For this experiment we construct the following two 

patterns of maps. The first pattern of maps is visualized 
from difference between predicted values and the actual 
values of each sensor recorded for the same time frame. 
For the values of predicted sensor values, the weight 
values of winner node at each time frame were used. In 
this map, the purpose is to display the state of the sensor 
value in each time frame. 
 The second pattern of maps is visualized from weight 
values of each element of the time-series data. For 
example, using time-series data that consists of three 
elements (A, B, C), three maps are constructed for each 
elements. These maps can be displayed by using AND 
operation (ex. [A AND B,] [A AND B], and [B AND C]). 
This function has the aim of displaying correlation from 
each element of data. 
  Additionally, for this experiment we draw the tracks 
of the winner node for each time frame over the above 
two maps. Figure 3 shows the method for drawing tracks 
of the winner node. Tracks of winner nodes are drawn in 
a line such that newer data are emphasized. Drawing 
tracks of winner node have the aim of presenting the 
change in the temporal pattern in the visually. 
 

.  Experiment Result 

For the SOM input data, we use all of the 12 sensor 
ty

eriment we used following SOM. The 

 
 
5
 

pes, and 20 continuous time-series data (each data at 
30 seconds delay for 10 minutes) per each sensor type as 
1 time-series sequence. The input data used for learning 
was selected from a day high frequency of abnormal 
range of CO (>100ppm) from the incinerator sensor data 
base. 15000 time-series sequences were used for the 
input data set. 

For this exp

Figure 3. Visualizing Tracks of Winner Node

Output Example 

Winner Node 

Time

Winner Node on 
 Competitive Layer 

Past

Current

Input A 
Input B 

Delayed-Time Unit 

Input Layer 

Competitive Layer  

A (t) A (t-1) A (t-2) 
B (t) B (t-1) B (t-2) 

Figure 2.  Model of SOM using Delayed-Time Unit

Standard SOM 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 117



competitive layer of size the 100x100, and the weights 
for the competitive layer was initialized by random. For 
neighborhood function we use the Gaussian type. For the 
decision of winner node we use Euclidian distance. 

Figure 4 and Figure 5 is the maps that constricted by 
proposed method at the same time frame. Figure 6 shows 

th

.  Conclusion 

 simulation, we showed that the 
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eferences 
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e change of the time series of CO concentration 
corresponding to tracks of the winner node. Figure 4 
shows that the map that consists of difference between 
predicted values and the actual values was able to 
visually represent low and high dioxin emission 
combustion states. Similarly, Figure 5 shows that the 
map that consists of an element of sensor data was able 
to visually classify abnormal range.  
 
 

ement of sensor data was able 
to visually classify abnormal range.  
 
 
66
  
  Through computer  Through computer
pp
low and high dioxin emission combustion states. The 
change in state of the waste incinerator was able to be 
confirmed by drawing tracks of the winner node visually. 
Further, we felt that the tracks of the winner node 
contain important information on the time-series pattern. 
  For future works, we will consider methods to 
visualize time-series patterns, as well as reevaluate 

low and high dioxin emission combustion states. The 
change in state of the waste incinerator was able to be 
confirmed by drawing tracks of the winner node visually. 
Further, we felt that the tracks of the winner node 
contain important information on the time-series pattern. 
  For future works, we will consider methods to 
visualize time-series patterns, as well as reevaluate 
learning method for time-series data using SOM. 
Specially, we plan to divide the learning of time-series 
data in two stages. We hope that by separately training 
the time-series pattern and state at a time frame will 
enable visualizing these information more directly. 
 
 

learning method for time-series data using SOM. 
Specially, we plan to divide the learning of time-series 
data in two stages. We hope that by separately training 
the time-series pattern and state at a time frame will 
enable visualizing these information more directly. 
 
 

Figure 4.  Map of difference between predicted 
values and the actual values 
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Abstract 
  

This paper introduces the design of a real time 
evaluation system for multiple neuro-biological signals. 
In this system, multiple types of neuro-biological 
signals can be automatically processed in a single 
system in real time, including EEG, EMG, EOG, ECG, 
etc. It not only can display the wave shapes of these 
signals both in online and offline, calculate the feature 
parameters, but also can evaluate these signals based on 
different criteria. Therefore, it is possible to provide 
information about multiple types of neuro-biological 
signals simultaneously, which will provide great 
assistance for doctors to interpret neuro-biological 
signals for judging the diseases and for engineers to 
define the control signals for BCI device using different 
types of neuro-biological signals. This system will be 
an open system that can integrate more kinds of 
neuro-biological signals. New functions can be easily 
added into this system according to different requests. 
  
 
1. Introduction 

 
At present, there already have plenty of researches 

on the processing and evaluation of neuro-biological 
signals and the applications of these signals for the 
interpretation of these signals and control of 
Brain-Computer Interface (BCI) devices. The main 
methods include Fourier analysis, brain mapping, 
feature extraction and pattern recognition [1–3]. 
However, it is lack of an effective system which can 
process and evaluate multiple types of neuro-biological 
signals in a single system in real time, so that it is 
possible to provide information about several types of 
neuro-biological signals simultaneously. Therefore, it 
can be adopted to assist doctors to interpret 
neuro-biological signals for judging the diseases and 
assist engineers to define the control signals for BCI 
devices. In this research we want to develop a new real 
time evaluation system for multiple neuro-biological 
signals, such as electroencephalogram (EEG), 
electromyogram (EMG), electrooculogram (EOG), 
electrocardiogram (ECG), and so on.  

So far, we have already carried out a lot of works 
for developing this system, such as summarizing the 

methods of processing and evaluating neuro-biological 
signals, developing a prototype of this system for EEG 
[4], designing some types of BCI devices [5][6], and so 
on. In this research, we design a real time evaluation 
system for multiple neuro-biological signals based on 
our previous works. In the paper, we will introduce the 
structure, main functions, operation of this system. In 
the discussion part of this paper we will introduce the 
possible applications of this system and the future 
research on this system. 
 
2. System Structure 

 
In the real time evaluation system for multiple 

neuro-biological signals, as illustrated in Fig.1, it 
mainly has the following modules: (1) human-friendly 
interface module; (2) real time pre-processing module; 
(3) evaluation module; (4) output module for the 
interpretation of neuro-biological signals and the design 
of controlling signals for BCI device.  

 

Interface Module

Pre-processing
Module

Evaluation
Module

Output Module

Real Time Evaluation System for Neuro-biological System

original
 signals

evaluation
  results

processed
  signals

processed
  signals

processed
  signals

 
Fig.1 System structure of real time evaluation system 

for multiple neuro-biological signals 
 

Each module contains the following parts. 
(1)Interface module: a human-friendly 

windows-type menu, displaying wave shape region, 
displaying processing and evaluation results region, etc.  

(2) Pre-processing module: judgement of types of 
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neuro-biological signals, segmentation of signals, 
elimination of noise in the signals, selection of 
qualified signals, etc.  

(3) Evaluation module: calculation parts for 
different types of signals, comparison parts among 
segmentations of multiple signals, generating 
evaluation reports, etc. 

(4) Output module: output control signals through 
I/O interface of computer, printing signals as well as 
evaluation reports, etc. 

The system structure is designed for implementing 
the functions introduced in the following section. 
Actually, it can be extended according to the requests 
on this real time evaluation system for multiple 
neuro-biological signals. 
 
3. System Functions 

 
The real time evaluation system for multiple 

neuro-biological signals mainly has the following three 
functions: (1) real time pre-processing; (2) evaluation 
of multiple neuro-biological signals; (3) output for 
interpretation of signals and controlling BCI devices 
using information from multiple neuro-biological 
signals. In the following parts, these three functions are 
explained in detail.  
 
3.1 Pre-processing of multiple neuro-biological 
signals 

The purpose of pre-processing of multiple 
neuro-biological signals is to obtain qualified signals. 
First of all, it needs to automatically judge which type 
of signals will be processed. Since the basic features of 
various neuro-biological signals are quite different, it 
will be easy to judge the type of signals. For example, 
for each type of neuro-biological signal, one specific 
frequency region is defined as the judgement criterion. 
In the system, to determine the type of signals, it is only 
needed to check the specific frequency region.  

Secondly, there always have a large mount of 
neuro-biological signals. According to the request, they 
can be divided into each segment. For example, a 
continuous signal can be divided into a set of segments 
and each segment may have 5 second long. Therefore, 
it will be helpful to make the further processing. This 
segmentation work can be automatically made by the 
system in online or offline. 

Thirdly, in the pre-processing of signals, one of the 
important jobs is to obtain qualified signals. The 
so-called qualified signal is based on the requirement. 
For example, Fig.2 (a) illustrates the qualified EEG 
signals and Fig.2 (b) the qualified EMG signals. The 
selection of qualified signals is based on the calculation 
of feature parameters. In addition, the noise 
contaminated in the signals should be eliminated. There 
are two ways to eliminate the noise. One is to eliminate 
them when recording the signals in real-time. Another 
is to pick up the segments contaminated with noises 

offline from the existed signals. Any ways are both 
important to obtain the qualified signals..  
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 (a)                    (b) 

Fig.2 Example of wave shape displaying on the screen, 
(a) A qualified EEG signal, (b) A qualified EMG signal. 

 
When selecting the qualified signals and 

eliminating the noise, feature parameters are quite 
important. For example, the features of EEG records in 
each channel can be expressed by the periodogram 
parameters, including: 

 Amplitude: )(6)( xSxA zz =  
 Symmetry: 

100)(6/)(6),( ×+−= yxSyxSyxP zzz  
 Asymmetry: 

100)(6/)(6),( ×−+= yxSyxSyxG zzz  

 Extension: 100)(6/)(6),( ×= xSySyxE zzz  
 Duration:  100)(/)()( ×= xSxSxD Tzz

 Central frequency: 
  ))((max|)()(

)(
maxmax

xfPPxfxF z
fxff

P
c
zz

upperzlower ≤≤
=⋅=

 Normalization of parameter: 
))(min)(/(max))(min)(()( iQiQiQiQi zzzz

Q
z −−=Φ   

where x, y both represent each electrode of Fp1, F3, C3, 
P3, O1, Fp2, F4, C4, P4, O2, F7, T3, T5, F8, T4, T6; z 
denotes the respective EEG components: L(0–0.5 Hz), 
δ(0.5–4 Hz), θ(4–8 Hz), α(8–13 Hz), β(13–25 Hz), 
T(0.5–25 Hz), H(35–50 Hz);  is the frequency 

within the frequency band of z in channel x;  is 
the central frequency within the frequency band of z in 
channel x and corresponding to the maximal power 
spectrum;  is the lower limit of the frequency 
band;  is the upper limit of the frequency band; 
and i is the segment number.  

)(xf z

)(xf c
z

lowerf

upperf

The following items are employed in the 
parameters definition:  

 is the amount of EEG components 
calculated by the summation of periodogram with 
the frequency band of z in channel x; 

)(xS z
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 Electrode:  is the amount of EEG components 
calculated by the summation of periodogram with 
the frequency band of 0.5–25 Hz in channel t; 

)(xST
 ,(x: respective electrdes on one 

side) 
VxA µδ 25)( ≥

 ∑ ≤ %3011/),( yxPδ , (x, y: respective 
neighborhood electrode on one side of the 
scale) 

 is the amount of EEG components 
calculated by the summation of periodogram with 
the frequency band of z in channels x and y, in 
which the EEG time series of channel y is 
subtracted from that of the channel x; 

)( yxS z −

 ∑ ≤ %508/),( yxPδ , (x, y: a pair of 
homologous electrodes on both sides)  is the amount of EEG components 

calculated by the summation of periodogram with 
the frequency band of z in channels x and y, in 
which the EEG time series of channel x adds that 
of the channel y. 

)( yxS z +

Based on the above parameters and relative criteria 
of judgement, the qualified EEG records can be 
selected. Due to the limitation of space, we will not 
introduce the criteria of judgement. 

 

 Base-line drift: 
 (x: respective electrodes) ,60)( VxAL µ≥

With the same way, various types of 
neuro-biological signals can be evaluated for different 
items. 
 
3.3 Output of the system 

The output is an important function of the real time 
evaluation system for multiple neuro-biological signals 
because it is related with the application of the system. 
In this system, it has two types of output ways. Some 
information will be displayed on the screen of the 
computer. Some information can be directly output 
through I/O interface of computer so that it can be 
adopted to control the BCI devices.  

3.2 Evaluation of multiple neuro-biological 
signals 

One of most important functions of the real time 
evaluation system for multiple neuro-biological signals 
is to evaluate various types of neuro-biological signals. 
Therefore, for this purpose the system should be able to 
carry out calculation, comparison and making report.  Concerning the output of information by displaying 

on the screen, as illustrated by Fig.3, it could be the 
signal recordings, control signals, evaluation reports, 
etc., for multiple neuro-biological signals. 

The evaluation of neuro-biological signals is also 
based on the feature parameters of neuro-biological 
signals. For different types of neuro-biological signals, 
the evaluation items and equations are quite different. 
For example, based on the following criteria, the 
technical artifacts in EEG can be evaluated.  

 

 
Fig.3 Output of information by displaying on the screen of computer 
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Concerning the output of information through I/O 
interface of computer, it can be directly adopted to 
control BCI devices. For example, a developed meal 
assistance robot has been directly controlled by the 
signals generated by EOG [5]. Besides, considering the 
requirement from users, based on the above system, 
multiple neuro-biological signals can be processed and 
adopted simultaneously to control BCI devices.  
 
4. System Operation 
 

Since the real time evaluation system for multiple 
neuro-biological signals has a human-friendly interface, 
the operation of the system is easy by use of its menu. 
Based on its different functions, its operation has three 
stages.  

Stage 1: Pre-processing:  
For per-processing, the operation procedure is as 

below:  
Step 1: Input data;  
Step 2: Select pre-processing mode: online or 

offline; 
Step 3: Start pre-processing program; 
Step 4: Display the pre-processing results. 
 
Stage 2: Evaluation 
For this stage, the operation procedure is as below:  
Step 1: Input the processed data;  
Step 2: Select the evaluation items; 
Step 3: Start the evaluation program; 
Step 4: Display the evaluation reports. 
 
Stage 3: Output 
For this stage, the operation procedure is as below:  
Step 1: Input the processed data;  
Step 2: Select the output mode: displaying or 

outputting control signals; 
Step 3: Start the output program; 
 
Actually, in the system there also have many other 

items, which can be executed by use of menu of the 
system. In the near future, we will also extend the 
functions of the system.  
 
5. Discussion 

 
The proposed real time evaluation system for 

multiple neuro-biological signals has many attractive 
applications. Basically, it can be adopted for doctors to 
interpret the neuro-biological signals and therefore 
diagnose the diseases. Particularly, it can provide 
enough information from multiple neuro-biological 
signals. In addition, the output of the system can be 
directly used to design the control signals to control the 
BCI devices. Besides, the proposed system can be used 
for other situation. For example, when using the online 
processing of neuro-biological signals, engineers can 
assist doctors to obtain qualified signals during the 

course of getting the neuro-biological signals. In 
addition, with this system we can create a 
neuro-biological signals database for each specific 
subject. This system not only can be regarded as a tool 
to process the multiple neuro-biological signals, but 
also can be regarded as a platform for interpretation of 
neuro-biological signals and controlling BCI devices. 
 
6. Conclusions 

 
This paper introduces the design of a real time 

evaluation system for multiple neuro-biological signals. 
This system not only can pre-process various types of 
neuro-biological signals online or offline, but also can 
evaluate the signals based on the user’s requirement.  
The output of the system can be possibly adopted to 
assist doctors to interpret neuro-biological signals for 
judging the diseases and define the control signals for 
BCI devices. In the near future, we will continue to 
develop this system and extend its functions. 
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Abstract 

 
    In this study, a feedback Group Method of Data Handling 
(GMDH)-type neural network algorithm self-selecting the 
optimum neural network architecture is proposed. In this 
algorithm, the optimum neural network architecture is 
automatically selected from three types of neural network 
architectures such as the sigmoid function type neural 
network, the radial basis function (RBF) type neural 
network and the polynomial type neural network. 
Furthermore, the structural parameters such as the number 
of layers, the number of neurons in the hidden layers and the 
useful input variables are automatically selected so as to 
minimize the prediction error criterion defined as Akaike’s 
Information Criterion (AIC). The feedback GMDH-type 
neural network has a feedback loop and the complexity of 
the neural network increases gradually using feedback loop 
calculations so as to fit the complexity of the nonlinear 
system. This algorithm is applied to the identification 
problem of the complex nonlinear system. 
Keywords: GMDH, Neural network, Identification 
 
1  Introduction 
 

The Group Method of Data Handling (GMDH)-type 
neural networks and their applications have been proposed 
in our early works [1],[2]. The GMDH-type neural networks 
can automatically organize the neural network architecture 
by using the heuristic self-organization method [3],[4]. The 
GMDH-type neural networks can also determine such 
structural parameters as the number of layers, the number of 
neurons in the hidden layers and the useful input variables. 
In the GMDH-type neural networks, the neural network 
architecture is organized so as to minimize the prediction 
error criterion defined as Akaike’s Information Criterion 
(AIC) [5] or Prediction Sum of Squares (PSS) [6].  
    In this study, the feedback GMDH-type neural network 
algorithm self-selecting the optimum neural network 
architecture is proposed. In this algorithm, the optimum 
neural network architecture is automatically selected from 
three types of neural network architectures such as the 
sigmoid function type neural network, the radial basis 
function (RBF) type neural network and the polynomial 
type neural network. The feedback GMDH-type neural 
network has a feedback loop and the complexity of the 
neural network increases gradually using feedback loop 

calculations so as to fit the complexity of the nonlinear 
system. 
   The feedback GMDH-type neural network algorithm 
proposed in this paper is applied to the identification 
problem of the complex nonlinear system. The optimum 
neural network architecture fitting the complexity of the 
nonlinear system is selected from three types of the neural 
network architectures. The identification results of the 
feedback GMDH-type neural network are compared with 
those of the GMDH algorithm and the conventional 
multi-layered neural network trained using the back 
propagation algorithm. It is shown that the feedback 
GMDH-type neural network is a very useful identification 
method of the complex nonlinear system because the 
optimum neural network architecture is automatically 
organized so as to minimize AIC. 
 
2  Feedback GMDH-type neural network 
 
   The architecture of the feedback GMDH-type neural 
network proposed in this paper has a feedback loop as 
shown in Fig.1. The feedback GMDH-type neural network 
algorithm can select the optimum neural network 
architecture from three types of  neural network 
architectures  such as the sigmoid function type neural 
network, the RBF type neural network and the polynomial 
type neural network. The feedback GMDH-type neural 
network algorithm uses three  types of neuron architectures 
which are the sigmoid function type neuron, the RBF type 
neuron and the polynomial type neuron.  
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Fig.1 Architecture of the feedback GMDH-type neural 
network 
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+w9uj
3 – w0θ                                                                                     (10) 2.1 First loop calculation 

f : (Linear function)  
yk=  zk                                                                            (11)    First, all data are set to the training data. In this algorithm, 

it is not necessary to separate the original data into the 
training and test data because AIC can be used for 
organizing the network architectures. Then the architecture 
of the input layer is organized. 

ii) The second type neuron 
Σ: (Linear function) 
zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )             (12) 
f : (Linear function) 

1) Input layer yk=  zk                                                                            (13) 
  uj=xj   (j=1,2,…,p)                                                        (1)        Here, θ1 =1 and wi (i=0,1,2,…) are the weights between 

the first and second layer and estimated by applying the 
stepwise regression analysis [7] to the training data. Only 
useful input variables ui (i=1,2, …) are selected by using 
AIC. In the first type neuron, the value of r, which is the 
number of input variables u in each neuron, is set to two. In 
the second type neuron, the value of r, which is the number 
of input variables u in each neuron, is set to be greater than 
two and smaller than p. p is the number of input variables xi  
(i=1,2,…,p). The output variables yk of the neurons are 
called as the intermediate variables.  

where xj (j=1,2,…,p) are the input variables of the system, 
and p is the number of input variables. In the first layer, 
input variables are set to the output variables. 
2) Hidden layer 
       All combinations of the r input variables are generated. 
For each combination, three types of neuron architectures 
which are the sigmoid function type neuron, the RBF type 
neuron and the polynomial type neuron, are generated and L 
neurons which minimize AIC value are selected for each 
type of neuron architectures.   
      Furthermore, for each combination, optimum neuron 
architectures fitting the characteristics of the nonlinear 
system are automatically selected by using AIC. 

       L neurons having the smallest AIC values are selected 
for three types of neuron architectures which are the 
sigmoid function type neuron, the RBF type neuron and the 
polynomial type neuron. The output variables yk of L 
selected neurons for three types of neuron architectures are 
set to the input variables of the neurons in the output layer. 

a) Sigmoid function type neuron: 
i) The first type neuron 
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj +w8uiuj

2 3) Output layer  
+w9uj

3 – w0θ                                                                                           (2)      For three types of neural network, the outputs yk of the 
neurons in the hidden layer are combined by the following 
linear function. 

f : (Nonlinear function) 

)(1
1

kzk e
y −+

=                                                               (3) 
                                                                                (14)∑

=

+=
L

k
kk yaa

1
0

*φ  

ii) The second type neuron 
Σ: (Linear function) Here, L is the number of combinations of the input variables 

and yk is the intermediate variables. The useful intermediate 
variables yk are selected by using the stepwise regression 
analysis in which AIC is used as the variable selection 
criterion.  

zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )                (4) 
f : (Nonlinear function) 

)(1
1

kzk e
y −+

=                                                                (5) 
     Equation (14) is calculated for three types of neural 
network architectures which are the sigmoid function type 
neural network, the RBF type neural network and the 
polynomial type neural network. Then, the neural network 
architecture which has smallest AIC value is selected as the 
GMDH-type neural network architecture from three types 
of neural network architectures  

b) RBF type neuron: 
i) The first type neuron  
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj+w8uiuj

2  

+w9uj
3 – w0θ                                                                                               (6) 

f : (Nonlinear function) 
)( 2

kz
k ey −=                                                                     (7)      Then, the estimated output values φ* which is selected in 

the output layer is used as the feedback value and it is 
combined with the input variables in the next loop 
calculation. 

ii) The second type neuron 
Σ: (Linear function) 
zk= w1u1+w2u2+w3u3+…+wrur – w0θ  ( r<p )               (8)  f : (Nonlinear function) 2.2  Second and successive loop calculations 

)( 2
kz

k ey −=                                                                                    (9)  
      The optimum neural network architecture is selected 
from three types of neural network architectures in the 
output layer. Therefore, in the second and successive loop 
calculations, only one type of neuron architecture, which is 
the sigmoid function type neuron or the RBF type neuron or 

c) Polynomial type neuron: 
i)  The first type neuron 
Σ: (Nonlinear function) 
zk= w1ui+w2uj+w3uiuj+w4ui

2+w5uj
2+w6ui

3+w7ui
2uj+w8uiuj

2  
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the polynomial type neuron, is used for the calculation. 
   First, the estimated output value φ* is combined with the 
input variables and all combinations between the estimated 
output value φ* and the input variables are generated. The 
same calculation as the first feedback loop is carried out for 
each combination. Here, only one type of neuron 
architecture, which is selected in the first loop calculation, is 
used in the calculation. When AIC value of the linear 
function in (14) is increased, the loop calculation is 
terminated and the complete neural network architecture is 
organized by the L selected neurons in each feedback loop.  
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(19) 
where  φi  (i =1,2,⋅⋅⋅,20) were the actual values and  φi

*
  (i 

=1,2,⋅⋅⋅,20) were the estimated values by the feedback 
GMDH-type neural network. The values of J 1 for four 
output variables are shown in Table1.   

3 An application to nonlinear system 
identification  

(6)  The prediction accuracy 
The prediction accuracy was evaluated by using the 
following equation:  

    To verify the performance of the feedback GMDH-type 
neural network, it is applied to the nonlinear system 
identification problem. 
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3.1 Nonlinear system identification problem 
 (20) 

    The nonlinear system is assumed to be described by the 
following equations: 

where φi  (i =21,22,⋅⋅⋅,40) were the actual values and φi
*
  (i 

=21,22,⋅⋅⋅,40) were the predicted values by the feedback 
GMDH-type neural network. The values of J2 for four 
output variables are shown in Table1.  

φ1 =(1.0+1.1x1+1.2x2+1.3x3)4 + ε1                                                             (15) 
φ2 =(1.0+1.4x1+1.5x2+1.6x3)4 + ε2                                                             (16) 
φ3 =(1.0+1.7x1+1.8x2+1.9x3)4 + ε3                                                             (17)  
φ4 =(1.0+2.0x1+2.1x2+2.2x3)4 + ε4                                                             (18) 

Table 1  Prediction and estimation accuracy 
Here, φ1 ∼ φ4 show output variables and x1 ∼ x3 show input 
variables. ε1∼ ε4 show noises. Furthermore, x4 is added as the 
input variable of the neural network in order to check that 
the feedback GMDH-type neural network can eliminate the 
useless input variables. The neural network is organized by 
using twenty training data. The prediction is carried out by 
using twenty testing data so as to check the generalization 
ability.  

 Mo
 GMDH

 
 GMDH

 N
 

dels        J     Φ1      Φ2     Φ3     Φ4
-NN       J1 0.013 0.022 0.023 0.024

      J2 0.025 0.028 0.029 0.029
      J1 0.056 0.058 0.038 0.039
      J2 0.055 0.058 0.044 0.044

N       J1 0.119 0.133 0.108 0.11
      J2 0.114 0.133 0.102 0.109

 
(7)  Variation of AIC and estimated values 

 The variation of AIC in Eq.(14) of the output variables φ1 is 
shown in Fig.2. It decreased gradually by the feedback loop 
calculations and converged at the seventh feedback loop 
calculation. The estimated values of φ1 by the feedback 
GMDH-type neural network is shown in Fig.3. We can see 
that the estimated values are very accurate. 

3.2 Identification results obtained by using the 
GMDH-type neural network 
 
(1)  Input variables 
Four input variables were used but the useless input 
variables x4 was automatically eliminated.  
(2)  Number of selected neurons 3.3 Comparison of the feedback GMDH-type neural 

network and other models Four neurons were selected in the hidden layer. 
(3) Selection of the neural network architecture  
Polynomial type neural network architecture was selected as 
the GMDH-type neural network architecture in the first 
feedback loop calculation. 

    The identification results were compared with those of 
the GMDH algorithm and the conventional multilayered 
neural network trained using the back propagation 
algorithm.  (4)  Structure of the neural network 

The calculation of the GMDH-type neural network was 
terminated at the seventh feedback loop calculation. 

(1)  The GMDH algorithm 
The identification results were referred from [8]. Four input 
variables were used but the useless input variable x4 was 
automatically eliminated. Four intermediate variables were 
selected. The calculation was terminated at the fourth layer. 

(5)  Estimation accuracy 
The estimation accuracy was evaluated by using the 
following equation: 
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The values of J1and J2 are shown in Table1. 
(2)  The conventional multilayered neural network 
The neural network had three layered structures. Four input 
variables were used in the input layer and eight neurons 
were used in the hidden layer. The neurons in the output 
layer were described by the linear function. The values of J1 
and J2 are shown in Table1. 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.2  AIC variation 
  
         °       °  GMDH-type NN   •       •  Actual values  
 
 
 
 
φ1 
 
 
 
 
 
 
                                    Data number 
Fig.3 Estimated values of φ1 by feedback GMDH-type 
neural network 
 
4  Discussion  
 
    From the identification results, we can say the following: 
(1) Both estimation and prediction errors of the feedback 
GMDH-type neural network were smallest in the three 
identified models. We can see that the feedback 
GMDH-type neural network was a very accurate 
identification method for the nonlinear system.  
(2)  In the feedback GMDH-type neural network, AIC value 
at the first loop calculation was not small but it was 
gradually decreased by the feedback loop calculations. So 
we can see that the feedback loop calculation plays a very 
important role in the feedback GMDH-type neural network. 
(3)  In the conventional neural network, the effects of high 
order terms of the input variables are not considered. 
Furthermore, it does not have the ability of self-selecting 
useful input variables and the optimum neural network 

architecture. So the accuracy of the neural network was not 
good.  
    The feedback GMDH-type neural network can organize 
the conventional neural network architecture (sigmoid 
function type architecture) and the GMDH architecture 
(polynomial type architecture). This algorithm contains the 
characteristics of the conventional neural network and the 
GMDH algorithm and it is a very flexible method for the 
identification problem of the complex nonlinear system. 
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5 Conclusion  
 
   In this study, the feedback GMDH-type neural network 
self-selecting optimum neural network architecture was 
proposed. This algorithm can automatically organize a 
multilayered neural network architecture fitting the 
complexity of the nonlinear system by using the heuristic 
self-organization method. It is very easy to apply this 
algorithm to the identification problem of the practical 
complex system because the optimum neural network 
architecture fitting the complexity of the nonlinear system is 
automatically organized. This algorithm was applied to the 
nonlinear system identification problem and it was shown 
that this algorithm was a very useful method. 
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Abstract 
      This paper proposes a new learning rule of 
multi-layer neural network controllers in order to eliminate 
an inference of neural network weights of each layer and 
to discuss stability condition of nonlinear three layer 
neural network controllers. This learning rule is that the 
neural network weights between one layer and next layer 
are only changed at same time and other neural network 
weights are not changed, and after some sampling numbers, 
the neural network weights between other layer and next 
layer are changed.  The proposed learning rule is applied 
to an adaptive type neural network direct controller and a 
simulation result shows it performed well. 
 
1. Introduction 
 
      Many studies have been undertaken in order to 
apply both the flexibility and the learning capability of 
neural networks to control systems.[1]-[3]  However, 
there are few attempts to clear the stability conditions of 
neural network control systems.  Among these attempts, 
we proved local stability condition of a three layer neural 
network direct controller whose neurons have a linear 
input output relation.[1][2]  We also confirmed that the 
interference between neural network weight learning of 
each layer causes more difficulty to analyze the stability 
condition in comparison with the stability analysis of 
conventional adaptive controllers in this study.  This 
interference is caused by an usual neural network learning 
rule so as to change whole neural network weights at same 
time.  In other words, the usual neural network learning 
rule has good efficiency of the neural network weight 
convergence, but it causes difficult stability analysis of the 
neural network controllers.  One of simple methods to 
avoid this interference is to use a two layer neural network 
as a controller.  However, the nonlinear mapping 
capability of such neural network is limited because it was 
proved that a nonlinear three layer neural network was able 
to approximate any continuous nonlinear functions.  That 

is, this method means that such neural network controllers 
have less nonlinear mapping capability in comparison with 
the nonlinear three layer neural network.  Another 
method  to avoid above problem is to use a linear three 
layer neural network.  However, the linear three layer 
neural network can not realize sufficient approximation for 
nonlinear functions.  This also means that such neural 
network controllers have less nonlinear mapping 
capability. 
     Thus, we propose a new neural network learning 
rule for three layer nonlinear neural network controllers in 
this paper.  It is called separate learning rule of each layer 
in this paper.  This learning rule is that the neural network 
weights between one layer and next layer are only changed 
at same time and other neural network weights are not 
changed, and after some sampling numbers, the neural 
network weights between other layer and next layer are 
changed.  That is, we can eliminate the interference 
between layers and realize easier discussion about the 
nonlinear neural network controller stability although the 
separate learning rule has slow convergence in comparison 
with the usual neural network learning rule.  We can 
realize the same nonlinear mapping capability because the 
neural network has the nonlinear three layer structure.  
The proposed learning rule is applied for an adaptive type 
neural network direct controller and the discussion about 
its stability condition is presented.  A simulation result of 
the adaptive type neural network direct controller with the 
separate learning rule shows that the proposed learning 
rule can be realized. 
 
2. Interference between neural network weights 
 
       This section explains the structure of the adaptive 
type neural network direct controller briefly.[1][2]  The 
interference between neural network weight learning of 
each layer is focused and it is discussed why the stability 
analysis of the nonlinear neural network controllers with 
the three layer structure is difficult in comparison with that 
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of controllers with linear two layer structure such as 
conventional adaptive controllers.  Based on this 
discussion, necessity of the separate learning rule of each 
layer is confirmed. 
   The following object plant is selected in this paper. 
 

  Y(k) = f(Y(k-d)•••Y(k-d–n),U(k–d)•••U(k–d–m))     (1) 
 
Where Y(k) is the plant output, U(k) is the plant input, k is 
the sampling number, d is the dead time, n&m are the 
plant orders and f is the nonlinear function which 
expresses a nonlinear characteristic of the plant.  The 
output error ε(k) is defined by the following equation. 
 

  !(k) = Yd(k) – Y(k)                             (2) 
 
Where Yd is the desired value.  Figure 1 shows the 
scheme of the direct controller.  As shown here, the plant 
input is only composed of the neural network output in the 
direct controller.  From eqs.(1) and (2), the neural 
network input vector I is selected as follows; 
 

  I
T
(k) = [Yd(k+d),Y(k)•••Y(k–n),U(k–1)•••U(k–m)]    (3) 

 
    To simplify, the following discussion selects that the 
neural network has three layers, its output neuron is one 
and both the number of neurons in the input and hidden 
layers are the same as the order of the input vector I.  
When the adaptive type learning is selected, the usual 
neural network learning rule is expressed as the following 
equation through the use of the δ rule. 
 

  W(k+1) = W(k–d) – !'
"J(k)

"W(k–d)   
  J(k) =

1

2
!2(k)

 
  !(k+1) = !(k–d) – "'

#J(k)

#!(k–d)                     (4) 
 
Where W is the weight matrix composed of the neural 
network weights between the input and hidden layers , ω is 
the weight vector composed of the neural network weights 
between the hidden and output layers, J is the cost function 
and η’ is the parameter determining convergence speed.  
When the neural network is linear, we derive the following 
learning rule from eq.(4). 
 

  W(k+1) = W(k–d) – !"(k)#(k–d)IT(k–d) 
  !(k+1) = !(k–d) – "#(k)W(k–d)I(k–d) 
  ! = !'(

"Y(k)

"U(k–d)
)

                               (5) 
 

As shown in eq.(5), the learning of the weight matrix W 
uses the weight vector ω and the learning of the weight 
vector ω uses the weight matrix W.  This fact causes the 
interference between the neural network weight learning of 
each layer and the difficulty of the stability analysis in 
comparison with that of the linear two layer structure 
controllers such as the conventional adaptive controller.  
The separate learning rule is proposed as one solution of 
above problem in the next section. 
 

 Neural network Plant

UYd Y

 
 

Fig.1 Scheme of direct controller. 
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weight vector !
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Fig.2 Scheme of separate learning of each layer. 
 
3. Separate learning rule of each layer 
 
       This section proposes the separate learning rule of 
each layer as a solution to overcome the interference 
between the neural network weights.  Figure 2 shows its 
scheme. This learning rule is that the neural network 
weights between one layer and next layer are only changed  
and other neural network weights are not changed within 
some sampling numbers which is called learning section.  
For this example, the weight vector ω is selected in the 
first learning section.  That is, the learning rule for the 
weight ω of eq.(4) is only used.  In the second learning 
section, the neural network weights between other layer 
and the next layer are changed.  For this example, the 
weight matrix W is selected and the learning rule for the 
weight matrix W of eq.(4) is only used.  As mention 
above, the neural network weights of each layer are 
independently changed.  That is , we can eliminate the 
interference of the neural network weights.  The 
nonlinear mapping capability is not reduced because our 
neural network has the three layer structure. 
     The stability condition of the weight vector ω is 
briefly discussed in the neighborhood of the converged 
vector.  The following equation is obtained from the 
separate learning rule and eq.(4). 
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  !
0 – !(k+1) = !

0 – !(k–d) – "'
#Y(k)

#U(k–d)
Sg(WcI(k–d))

 (6) 
Where ω0 is the converged vector within one learning 
section and Sg is the sigmoid function.  When the weight 
vector ω is changed, the weight matrix W is the constant 
matrix Wc.  Form eq.(6), the following stability condition 
of the weight vector ω is obtained when the Taylor 
expansion of the output error with regard to the weight 
vector ω is used. (Details are mentioned in the Appendix) 
 

  0 ! "(
#Y(k)

#U(k–d)
)$

0
! 2

      
  ! = !'(

"Y(k)

"U(k–d)
)

        (7) 
 
Where λ0 is the maximum eigen value of the following 
matrix P. 
 

 P = Sg(WcI(k–d)){Sg(WcI(k–d))}T
                 (8) 

  
The stability condition of the weight matrix W can be 
obtained in the similar method if we can use some 
assumptions. (Details are mentioned in the Appendix) 
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Fig.3 Simulation result. 
 
4. Simulation 
 
     This section shows a simulation result of the 
adaptive type direct controller with the proposed separate 
learning rule of each layer. The simulated plant is follows:  
A simulated plant is selected as follows; 
 
Y(k) = - a1Y(k-1) - a2Y(k-2)  
       +U(k-1) +bU(k-2) -a3Y(k-3)+ CnonY

2
(k-1)    (9) 

 
Where a1, a2 & b are the plant parameters, a3 is the parasite 
term and Cnon is the nonlinear term. For this simulation, 
a1=-1.3, a2=0.3, b=0.7, a3=-0.03 and Cnon=0.2 are selected. 
The rectangular wave is also selected as the desired value 
Yd. We select the following sigmoid function f(x) as the 
input output relation of the hidden layer neuron. 
 

f(x)=
Xg{1-exp(-4x/Xg)}

2{1+exp(-4x/Xg)}                          (10)  
 
Where Xg is the parameter determining the sigmoid 
function shape.  Xg=0.5 is selected in this simulation. 
      Figure 3 shows the simulation result where η=1.5 
and the learning section is 2 cycle of the desired value.  
The solid line is the plant output Y and the broken line is 
the desired value Yd.  As shown here, the output error 
suddenly increases after 2 cycle of the desire value, but 
after that, the plant output converges with the desired value 
as learning progresses.  This result shows that the 
proposed learning rule performs well. 
 
4. Conclusion 
 
       This paper proposed the new learning rule of the 
multi-layer neural network controller in order to eliminate 
the inference of the neural network weights of each layer .  
We can discuss the stability condition of the nonlinear 
three layer neural network controller through the use of 
this learning rule.  It was applied to the adaptive type 
neural network direct controller and the simulation result 
showed that it performed well. 
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Appendix 
 
       First, this appendix discusses the stability 
condition of the weight vector ω.  The following 
parameter error vector ζ is defined.  
 

  !(k) = "
0 – "(k)

                             (a-1) 
 
It is assumed that ε(k)=0, when ω(k)=ω0.  From eq.(6) 
and the first order Taylar expansion of the output error ε(k) 
with regard to the weight vector ω(k-d), Following 
equations are obtained. 
 

  !T(k+1) = !T(k–d)[E – "'g2(k)Sg(WcI(k–d)){Sg(WcI(k–d))}T] 

  !(k) = g(k) Sg(IT(k–d)WcT)    
  g(k) =

!Y(k)

!U(k–d)      (a-2) 
 
Where E is the identity matrix.  When ϕ(k)=ζT(k)ζ(k) is 
selected as a candidate of the Lyapunov function, we can 
obtain the following equation. 
 

  !"= "(k+1) – "(k–d)  
    = !T(k–d)Q!(k–d)  

  Q = – 2!'g2(k)P + !' 2g4(k)P2
                     (a-3) 

 
Since P defined by eq.(8) is the real symmetric matrix 
whose eigen values are not negative, there is a real 
orthogonal matrix V so as to P=V-1βV where β is a 
diagonal matrix whose diagonal elements are the eigen 
values of P.  From eq.(a-3), the following equation is 
derived. 
 

  Q = V–1(!' 2g4(k)"2 – 2 !' g2(k)")V               (a-4) 
 
When λi is defined by the eigen value of β, λi is not 
negative and the rank of β is 1.  That is, the positive λi is 
1 and this is the maximum eigen value λ0.  From 
eqs.(3)(4), when the following equation is satisfied, Δϕ is 
not positive and the neural network controller is stable 
with regard to the weight vector ω learning. 
 

  0 ! "(
#Y(k)

#U(k–d)
)$

0
! 2

      
  ! = !'(

"Y(k)

"U(k–d)
)

        (7) 
 
      Next, the stability condition of the weight matrix 
W is discussed.  When the weight matrix W is changed, 

the weight vector ω(k) is constant vector whose symbol is 
ωc.  When the chain rule is use, the following equation is 
obtained from eqs.(2) and (4).  
 

  !J(k)

!W(k–d)
= –"(k)

!Y(k)

!U(k–d)

!U(k–d)

!W(k–d)                (a-5) 
 
From the neural network structure, the following equation 
is obtained. 
 

  !U(k)

!Wij(k)
= "ciSg'{ Wij(k)I j(k))#

j= 1

n

}I j(k)

           (a-6) 
 
Where Sg’ is the derivative of the sigmoid function Sg 
with regard to its input and n is the number of the input 
and hidden layers.  We can define the diagonal matrix Γ 
whose iith diagonal element is follows; 
 

  
Sg'{ Wij(k)I j(k))!

j= 1

n

}
                         (a-7) 

 
From eqs.(4) and (a-5)-(a-7), the learning rule of the 
weight matrix W is expressed as the following equation. 
 

  W(k+1) = W(k–d) + !'"(k)g(k)#(k–d)$cIT(k–d)       (a-8) 
 
Here, when the input vector I is continuous, we can derive 
the following equation from eq.(8). 
 

  W(k+1)I(k+1) ! W(k+d)I(k–d)  
  = W(k–d)I(k–d) + !'"(k)g(k)#(k–d)$cIT(k–d)I(k–d)    (a-9) 

 
The following equation is the definition of the parameter 
error vector ζ for the weight matrix W. 
 

  !(k)= W
0
I(k) – W(k)I(k)                        (a-10) 

 
Where W0 is the converged weight matrix W within one 
learning section.  From eqs.(4)(a-9)(a-10) and the first 
order Taylar expansion of output error ε(k) with regard to 
W(k-d)I(k-d), we can obtain the following equation. 
 

  !T(k+1)= !T(k–d){E – "'g2(k)#(k–d)  

                 
  !"c "cT#(k–d)IT(k–d)I(k–d)}  (a-11) 

 
From eq.(a-11), we can obtain the stability condition of the 
weight matrix W in the same way. 
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Abstract
Informally, a parallel Turing machine (PTM) pro-

posed by Wiedermann is a set of identical usual se-
quential Turing machines (STM’s) cooperating on two
common tapes − storage tape and input tape. More-
over, STM’s which represent the individual processors
of the parallel computer can multiply themselves in
the course of computation. On the other hand, dur-
ing the past about twenty-five years, automata on a
three-dimensional tape have been proposed as compu-
tational models of three-dimensional pattern processing
and several properties of such automata have been ob-
tained. In this paper, we propose a three-dimensional
parallel Turing machine (3-PTM), and investigate its
some properties. Especially, we deal with a hardware-
bounded 3-PTM, whose inputs are restricted to cubic
ones. We believe that this machine is useful in mea-
suring the parallel computational complexity of three-
dimensional images.

Key Words: computational complexity, hardware-
bounded computation, nondeterminism, parallel Turing
machine, three-dimensional automaton

1 Introduction

A parallel Turing machine (PTM) is a set of identical
sequential Turing machines (STM’s) cooperating on two
common tapes − storage tape and input tape [5]. More-
over, STM’s which represent the individual processors
of the parallel computer can multiply themselves in the
course of computation. In [5] it is shown, for example,
that every PTM can be simulated by an STM in poly-
nomial time, and that the PTM cannot be simulated by
any sequential Turing machine in linear space.

In [1], two-dimensional version of PTM was investi-
gated. On the other hand, due to the advances in many
application areas such as computer vision, robotics,

and so forth, it has become increasingly apperant that
the study of three-dimensional pattern processing has
been of crucial importance. Thus, we think that the
research of three-dimensional automata as a compu-
tational model of three-dimensional pattern process-
ing has also been meaningful. During the past about
twenty-five years, automata on a three-dimensional tape
have been proposed and several properties of such au-
tomata have been obtained. In this paper, we propose
a three-dimensional parallel Turing machine (3-PTM),
and investigate its some properties. Especially, we deal
with a hardware-bounded 3-PTM, a variant of the 3-
PTM, whose inputs are restricted to cubic ones. The
hardware-bounded 3-PTM is a 3-PTM, the number of
whose processors is bounded by a constant or variable
depending on the size of inputs. The investigation of
hardware-bounded 3-PTM’s is more useful than that of
3-PTM’s from the practical point of view.

2 Preliminaries

Definition 2.1. Let Σ be a finite set of symbols, a
three-dimensional tape over Σ is a three-dimensional
rectangular array of elements of Σ. The set of all three-
dimensional tapes over Σ is denoted by Σ(3). Given a
tape x ∈ Σ(3), for each integer j (1 ≤ j ≤ 3), we let
lj(x) be the length of x along the jth axis. The set of
all x ∈ Σ(3) with l1(x) = n1,l2(x) = n2 and l3(x)=n3 is
denoted by Σ(n1,n2,n3). When 1 ≤ ij ≤ lj(x) for each
j (1 ≤ j ≤ 3), let x(i1, i2, i3) denote the symbol in x
with coordinates (i1, i2, i3). Furthermore, we define

x[(i1, i2, i3),(i′1, i
′
2, i

′
3)],

only when 1 ≤ ij ≤ i′j ≤ lj(x) for each integer j
(1 ≤ j ≤ 3), as the three-dimensional input tape y
satisfying the following conditions:

(1) for each j (1 ≤ j ≤ 3), lj(y) = i′j − ij + 1;
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(2) for each r1, r2, r3 (1 ≤ r1 ≤ l1(y), 1 ≤ r2

≤ l2(y), 1 ≤ r3 ≤ l3(y)), y (r1,r2,r3) = x (r1+i1-1,
r2+i2-1, r3+i3-1). (We call x[(i1, i2, i3),(i′1, i

′
2, i

′
3)] the

[(i1, i2, i3),(i′1,i
′
2, i

′
3)]-segment of x.)

For each x ∈ Σ(n1,n2,n3) and for each 1 ≤ i1 ≤ n1, 1
≤ i2 ≤ n2, 1 ≤ i3 ≤ n3, x[(i,1,1),(i1,n2,n3)], x[(1,i2,1),
(n1,i2,n3)], x[(1,1,i3),(n1,n2,i3)], x[(i,1,i3),(i1,n2,i3)],
and x[(1,i2,i3),(n1,i2,i3)] are called the i1th (2-3) plane
of x, the i2th (1-3) plane of x, the i3th (1-2) plane
of x, the i1th row on the i3th (1-2) plane of x, and
the i2th column on the i3th (1-2) plane of x, and are
denoted by x(2-3)i1, x(1-3)i2, x(1-2)i3, x[i1, ∗, i3], and
x[∗, i2, i3], respectively.

Definition 2.2. Three-dimensional parallel Turing ma-
chine (denoted by 4-PTM) is a 10-tuple M = (Q, E,
U , qs, q0, Σ, Γ, F , δn, δf ), where

(1) Q = E ∪ U ∪ {q0} is a finite set of states;
(2) E is a finite set of nondeterministic states;
(3) U is a finite set of fork states;
(4) qs is the quiescent state;
(5) q0 ∈ Q - {qs} is the initial state;
(6) Σ is a finite input alphabet (# /∈ Σ is the bound-

ary symbol);
(7) Γ is a finite storage tape alphabet containing the

special blank symbol B;
(8) F ⊆ Q −{qs} is the set of accepting states;
(9) δn : E × (Σ ∪ {# }) × Γ →

2(Q−{qs})×(Γ−{B})×Din×Ds (where Din = {east,
west, south, north, up, down, no more} and Ds =
{left, right, no more}) is a next nondeterministic move
function; and

(10) δf : U× (Σ∪{# }) × Γ→ U1≤k≤∞ ((Q−{qs})×
(Γ − {B}) × Din × Ds) is a next fork more function
with the restriction that for each q ∈ U , each a ∈ Σ ∪
{# }, and each A ∈ Γ, if δ(q, a,A) = ((p1, c1, d11, d21),
(p2, c2, d12, d22), . . ., (pk, ck, d1k, d2k)), then c1 = c2 =
. . . = ck.

As shown in Figure.1, M has a read-only three-
dimensional rectangular input tape with boundary sym-
bols “#’s”, and one semi-infinite storage tape (extended
to the right), initially filled with the blank symbols. Fur-
thermore, M has inifinite processors, P1, P2, . . ., each
of which has its input head and storage-tape head. M
starts in the situation that (1) the processors P1 is in the
initial state q0 with its input head on the upper north-
westmost corner of the input tape and with its storage-
tape head on the leftmost cell of the storage tape, and
(2) each of other processors is in the quiescent state qs

with its input head on the upper northwestmost corner

Figure 1: Three-dimensional parallel Turing machine.

of the input tape and with its storage-tape head on the
leftmost cell of the stroage tape.

Five-way three-dimensional parallel Turing machine
(denoted by FV3-PTM) is a 3-PTM, input heads of
whose processors cannot move up. In this paper, we
are concerned with three-dimensional parallel Turing
machines whose input tapes are restricted to cubic
ones. Let L : N → N and H : N → N be func-
tions. A 3-PTM (FV3-PTM) M is called L(n) space-
bounded if for any n ≥ 1 and for any input tape x
with l1(x) = l2(x) = l3(x) = n, M on x uses at most
L(n) cells of the storage tape, and M is H(n) hardware-
bounded if for any n ≥ 1 and for any input tape x with
l1(x) = l2(x) = l3(x) = n, M on x activates at most
H(n) processors. We use the follwing notations:
· D3-PTM(L(n),H(n)): the class of sets of cu-

bic tapes accepted by L(n) space-bounded and
H(n) hardware-bounded deterministic 3-PTM ’s ·
N3-PTM(L(n),H(n)): the class of sets of cu-
bic tapes accepted by L(n) space-bounded and
H(n) hardware-bounded nondeterministic 3-PTM ’s ·
DFV3-PTM(L(n),H(n)): the class of sets of cu-
bic tapes accepted by L(n) space-bounded and H(n)
hardware-bounded deterministic FV3-PTM ’s · NFV3-
PTM(L(n),H(n)): the class of sets of cubic tapes ac-
cepted by L(n) space-bounded and H(n) hardware-
bounded nondeterministic FV3-PTM ’s

3 Main Results

This section mainly investigates accepting powers of
FV3-PTM’s, based on hardware complexity.
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A function L : N → N is fully space constructible by
a k head one-dimensional deterministic Turing machine
if there is a k head one-dimensional deterministic Turing
machine [4] M such that for any n ≥ 1 and any input
word x of length n, M on x marks off exactly L(n) cells
of the storage tape and halts. (In this case, we say that
M constructs the function L.)

Theorem 3.1. Let H : N → N be a function which
satisfies the following (1), (2), and (3), where k ≥ 1 is
an integer :

(1) H is fully space constructible by a k head one-
dimensional deterministic Truing machine;

(2) ∃n0 ∈ N, ∀n ≥ n0 [H(n) ≥ k];
(3)

(
H(n)

2

) ≤ n
2 (n ≤ 2).

Furthermore, let H’ : N → N and L : N → N be
functions which satisfy the following (4) and (5):

(4) ∃n0 ∈ N, ∀n ≥ n0 [
(
H′(n)

2

) ≤ (
H(n)

2

)
];

(5) max { H ′(n)2
(
H(n)

2

)
log n,

H ′(n)2
(
H(n)

2

)
log L(n),

L(n)H ′(n)
(
H(n)

2

) } = o(n).
Then,
DFV 3-PTM(H(n),H(n)) − NFV 3-PTM(L(n),

H ′(n)) 6= φ.

Proof: Let T (H) be the following set depending on the
function H in the theorem:

T (H) = { x ∈ {0, 1}(3) | ∃n ≥ 2
(
H(n)

2

)
[l1(x)=l2(x)

=l3(x)=l4(x)=n & ∀i(1 ≤ i ≤ (
H(n)

2

)
) [the ith plane of

x is identical with the (2
(
H(n)

2

)
+1-i)th plane of x]] }.

To prove the theorem, we show that T (H) ∈ DFV 3-
PTM (H(n), H(n)) − NFV 3-PTM (L(n),H(n)).
T (H) is accepted by an H(n) space-bounded and H(n)
hardware-bounded DFV 3-PTM M which acts as fol-
lows. Suppose that an input tape x with l1(x) =
l2(x) = l3(x) = n is presented to M . Let M1 be a
k head one-dimensional deterministic Turing machine
which constructs the function H. By simulating the ac-
tion of M1 on the first plane of x, the first k processors
P1, P2, . . . , Pk of M mark off exactly H(n) cells of the
storage tape.

After this, each processor Pi(2 ≤ i ≤ k) positions
its storage-tape head on the ith cell (from the left) of
the storage tape, and processor P activates processors
Pk+1, Pk+2, . . . , PH(n) in such a way that for each j
(k + 1 ≤ j ≤ H(n)), the storage-tape head of Pj is
positioned on the jth cell (from the left) of the stor-
age tape. Then P1 positions the input head at the
northwsetmost corner of the (2

(
H(n)

2

)
+ 2 − H(n))th

plane of x, which for each i (2 ≤ i ≤ H(n)), Pi po-

sitions the input head on the northwestmost corner of
the (H(n) − i + 1)th plane of x. And P1 systemati-
cally traverses the (2

(
H(n)

2

)
+ 2 − H(n))th plane, . . .,

the 2
(
H(n)

2

)
th plane (from the first column to the last

column in each plane, and from the first row to the last
row in each column), and compares these planes with
the (H(n)−1)th plane, . . . , the first plane, respectively,
by using the information from P2, P3, . . . , PH(n).

These input heads are then positioned at the north-
westmost end of the H(n)th plane of x. The same pro-
cedure is used inductively to verify that H(n)th plane
through the (2

(
H(n)

2

)
+ 1−H(n))th plane has a desired

form.
Next, we show that T (H) /∈ NFV 3-PTM (L(n),

H’(n)). Suppose to the contrary that there is an NFV 3-
PTM (L(n),H’(n)) M ’ accepting T (H). Let s and t be
the numbers of states of the finite control of each pro-
cessor and storage tape symbols of M ’, respectively. For
large n ≥ 2

(
H(n)

2

)
, let

V (n) = { x ∈ {0, 1}(3) | l1(x) = l2(x) = l3(x) = n &
∀i (1 ≤ i ≤ (

H(n)
2

)
) [the ith plane of x is identical with

the (2
(
H(n)

2

)
+1− i)th plane of x] & [(1, 1, 2

(
H(n)

2

)
+1),

(n, n, n)] ∈ {0}(3) }.
Below, we consider the computation of M’ on input

tapes in V (n). Clearly, each tape x in V (n) is in T (H),
and so x is accepted by M’.

A configuration of M’ is an infinite-tuple (α,
((i1, j1, k1), q1, h1), ((i2, j2, k2), q2, h2), ..., ((im, jm, km),
qm, hm), . . . ) where α is the non-blank contents of the
storage tape of M’, and for each m ≥ 1, (im, jm, km), qm

and hm are the input head position, the state of the fi-
nite control and the position of storage-tape head of the
mth processor of M’, respectively. The type of a config-
uration C =(α, ((i1, j1, k1), q1, h1), ((i2, j2, k2), q2, h2),
..., ((im, jm, km), qm, hm), . . . ), denoted by Type(C),
is an infinite-tuple ([i1], ..., [im], . . .), where for each
m ≥ 1,

[im] = { im if im ≤ (
H(n)

2

)

2
(
H(n)

2

)
otherwise.

Let c1(x), c2(x), ..., clx(x) be the sequence of config-
urations of M’ during an (arbitrary selected) accepting
computation of M’ on a tape x in V (n). Here lx is the
length of this computation. Let d1(x), d2(x), . . . , dl′x(x)
be the subsequence obtained by selecting c1(x) and
all subsequent ci(x)’s such that Type(ci(x)) 6=
Type(ci+1(x)). We call d1(x), d2(x), . . . , dl′x(x) the pat-
tern of x. Let p(n) be the number of possible pattern of
M ′ on x in V (n). Since L′x ≤ H ′(n)(2

(
H(n)

2

)− 1) + 1 ≡
Q(x) (note that M ’ uses at most H’(n) processors when
it reads tapes in V (n)), we get the following inequality:

p(x) ≤ ((s(n + 1)(n + 1)(n + 1)L(n))H′(m)tL(n)
)Q(n).

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 133



Now we classify the tapes in V (n) according to their
patterns. There must exist a pattern d̂1, d̂2, . . . , d̂l which
corresponds to a set S(n) of at least 2n×n×(H(n)

2 ) / p(n)
tapes in V (n). Since

(
H′(n)

2

) ≤ (
H(n)

2

)
(from condition

(4) in the theorem), the same observation as in the proof
of Theorem 3 in [2] reveals that for any computation of
M ’ on an x ∈ V (n), there exists an index i such that
the ith plane of x and the (2

(
H(n)

2

)
+ 1 − i)th plane of

x are never being read simultaneously.
Let i0 be such a value for the pattern d̂1, d̂2, . . . , d̂l.

we now define a binary relation E on tapes in S(n) as
follows: For each u and v in S(n), let

uEv ⇔ ∀i(/∈ {i0, i0, 2
(
H(n)

2

)
+ 1− i0) [ith planes of u

and v are identical].
Obviously the relation E is an equivalence relation,

and there are q(n) = 2n2((H(n)
2 )−1) E-equivalence classes

of tapes in S(n). From condition (5) in the theorem, we
can easily show that |S(n)| > q(n) for large n. There-
fore, there exist two different tapes in S(n) which belong
to the same equivalence class. Let x and y be such two
different tapes in S(n). And let z be the tape obtained
from x by replacing the (2

(
H(n)

2

)
+ 1− i0)th plane with

the (2
(
H(n)

2

)
+ 1 − i0)th plane of y. By an argument

similar to that in the proof of theorem 1 in [6], it can
be shown that there is an accepting computation of M ’
on z. Consequently, z must be accepted by M ’. This
contradicts the fact z is not in T (H). ¤

We consider the following functions:

· log(1)n = { 0 (n = 0)
dlogne (n ≥ 1),

and for each r ≥ 1,
· log(r+1)n = log(1)(log(r)n).

It is shown in [3] that the function log(k)n (k ≥ 1) are
fully space-constructible by three head one-dimensional
deterministic Turing machines. From this fact and The-
orem 3.1, we have:

Corollary 3.1. For each k ≥ 3,
DFV 3-PTM (log(k)n, log(k)n) − NFV 3-PTM

(log(k)n, log(k+1)n) 6= φ.

Corollary 3.2. Fpr each X ∈ {D,N} and each k ≥ 3,
XFV 3-PTM (log(k)n, log(k+1)n) ⊆ XFV 3-PTM

(log(k)n, log(k)n).
Letting H(n) = k + 1 (where k is a positive integer),

H’(n) = k, and L(n) = o(n) in Theorem 3.1, we have :
DFV 3-PTM (k +1, k +1) − NFV 3-PTM (0(n), k)

6= φ.

From this and from the obvious fact that

DFV 3-PTM (k+1, k+1) = DFV 3-PTM(1, k+1),
we have the following corollary.

Corollary 3.3. For any integer k ≥ 1,
DFV 3-PTM (1, k+1) −NFV 3-PTM (o(n), k) 6= φ.

4 Conclusion

This paper investigated fundamental properties
of three-dimensional parallel Turing machines with
bounded number of processors. We conclude the pa-
per by giving several open problems.

(1) What is a relationship between the accepting
powers of FV 3-PTM ’s and 3-PTM ’s?

(2)What is a relationship between the accepting pow-
ers of deterministic and nondeterministic FV 3-PTM ’s?

(3) What is a hierarchy of the accepting powers of
FV 3-PTM ’s, based on the hardware complexity de-
pending on the side-length of input tapes?
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Abstract
It is conjectured that the three-dimensional pat-

tern processing has its our difficulties not aris-
ing in two-dimensional case. One of these dif-
ficulties occurs in recognizing topological proper-
ties of three-dimensional patterns because the three-
dimensional neighborhood is more complicated than
two-dimensional case. Generally speaking, a property
or relationship is topological only if it is preserved
when an arbitrary ’ rubber-sheet ’ distortion is applied
to the pictures . For example, adjacency and connect-
edness are topological ; area, elongatedness, convexity,
straightness, etc. are not. In recent years, there have
been many interesting papers on digital topological
properties. For example, an interlocking component
was defined as a new topological property in three-
dimensional digital pictures, and it was proved that no
one marker automaton can recognize interlocking com-
ponents in a three-dimensional digital picture. In this
paper, we deal with recognizability of topological com-
ponents by three-dimensional Turing machines, and
investigate some properties.

KeyWords : digital geometry,interlocking compo-
nent, one marker automaton, three-dimensional au-
tomaton, Turing machine, topological component

1 Introduction
Digital geometry has played an important role in

computer image analysis and recognition[3]. In par-
ticular, there is a well-developed theory of topolog-
ical properties such as connectedness and holes for
two-dimensional arrays[4]. On the other hand, three-
dimensional information processing has also become
of increasing interest with the rapid growth of com-
puted tomography, robotics, and so on. Thus it has
become desirable to study the geometrical proper-
ties such as interlocking components and cavities for
three-dimensional arrays[2,5]. In[2], interlocking com-
ponents was proposed as a new topological property

of three-dimensional digital pictures : Let S1 and S2

be two subsets of the same three-dimensional digital
picture. S1 and S2 are said to be interlocked when
they satisfy the following conditions:

(1) S1 and S2 are toruses,
(2) S1 goes through a hole of S2,
(3) S2 goes through a hole of S1.

The interlocking of S1 and S2 is illustrated in Fig.1.
This relation may be considered as a chainlike connec-
tivity.

Fig. 1: Interlocking components.

It is proved that no one marker automaton can rec-
ognize interlocking components in a three-dimensional
digital picture in [2]. In this paper, we investigate
recognizability of topological properties such as inter-
locking components by three-dimensional Turing ma-
chines.

2 Preliminaries

Definition 2.1. Let Σ be a finite set of symbols. A
three-dimensional tape over Σ is a three-dimensional
rectangular array of elements of Σ. The set of all three-
dimensional tapes over Σ is denoted by Σ(3). Given
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a tape x ∈ Σ(3), for each j(1≤j≤3), we let lj(x) be
the length of x along the jth axis. When 1≤ij≤lj(x)
for each j(1≤ j≤3), let x(i1, i2, i3) denote the symbol
in x with coordinates (i1, i2, i3), as shown in Fig. 2.
Furthermore, we define

x[(i1, i2, i3), (i′1, i
′
2, i

′
3)],

when 1≤ij≤i′j≤lj(x) for each integer j(1≤j≤3), as the
three-dimensional tape y satisfying the following :

(i) for each j(1≤j≤3), lj(y)=i′j − ij + 1;

(ii) for each r1,r2,r3 (1≤r1≤l1(y), 1≤r2≤l2(y),
1≤r3≤l3(y), y(r1, r2, r3)=x(r1 + i1−1, r2 + i2−1,
r3 + i3 − 1).

Fig. 2: Three-dimensional input tape.

Definition 2.2. A three-dimensional nondetermi-
nistic one-marker automaton 3-NM1 is defined by the
six-tuple

M = (Q, q0, F, Σ, {+,−}, δ),
where

(1) Q is a finite set of states;

(2) q0∈Q is the initial state;

(3) F⊆Q is the set of accepting states;

(4) Σ is a finite input alphabet (]/∈Σ is the boundary
symbol);

(5) {+,−} is the pair of signs of presence and absence
of the marker; and

(6) δ: (Q×{+,−}) × ((Σ∪{]}) × {+,−})→
2(Q×{+,−})×((Σ∪{]}) × {+,−}) × {east,west,so-
uth,north,up,down,no move}) is the next-move
function, satisfying the following: For any
q,q′∈Q, any a,a′ ∈ Σ, any u,u′,v,v′ ∈ {+,−},
and any d ∈ {east,west,south,north,up,down,no

move}, if ((q′,u′),(a′,v′),d)∈δ
((q,u),(a,v)) then a=a′, and
(u,v,u′,v′)∈{(+,−,+,−),(+,−,−,+),(−,+,−,+),(−
,+,+,−),(−,−,−,−)}.

We call a pair (q,u) in Q×{+,−} an extended state,
representing the situation that M holds or does not
hold the marker in the finite control according to the
sign u = + or u = −, respectively. A pair (a,v) in
Σ× {+,−} represents an input tape cell on which the
marker exists or does not exsit according to the sign
v = + or v = −, respectively.

Therefore, the restrictions on δ above imply the fol-
lowing conditions. (A) When holding the marker, M
can put it down or keep on holding. (B) When not
holding the marker, and (i) if the marker exists on the
current cell, M can pick it up or leave it there, or (ii)
if the marker does not exist on the current cell, M
cannot create a new marker any more.

Definition 2.3. Let Σ be the input alphabet of 3-
NM1 M . An extended input tape x̃ of M is any three-
dimensional tape over Σ×{+,−} such that

(i) for each j(1≤j≤3), lj(x̃)=lj(x),

(ii) for each i1(1≤i1≤l1(x̃)), i2(1≤i2≤l2(x̃)), and
i3(1≤ i3≤l3(x̃)), x̃(i1, i2, i3) = x(i1, i2, i3, u) for
some u ∈ {+,−}.

Definition 2.4. A configuration of 3-NM1 M =
(Q, q0, F, Σ, δ) is an element of

((Σ ∪ {]})× {+,−})(3) × (Q× {+,−})×N3,

where N denotes the set of all nonnegative inte-
gers. The first component of a configuration c =
(x̃,(q, u),(i1, i2, i3)) represents the extended input tape
of M . The second component (q, u) of c represents the
extended state. The third component (i1, i2, i3) of c
represents the input head position. If q is the state
associated with configuration c, then c is said to be
an accepting configuration if q is an accepting state.
The initial configuration of M on input x is

IM (x) = (x−, (q0,+), (1, 1, 1)),

where x− is the special extended input tape of
M such that x−(i1, i2, i3)=(x(i1, i2, i3),−) for each
i1, i2, i3 (1≤i1≤l1(x̃)),1≤i2≤l2(x̃,1≤i3≤l3(x̃)). If M
moves determinately, we call M a three-dimensional
deterministic one-marker automaton 3-DM1.

Definition 2.5. A five-way three-dimensional
Turing machine is defined by the six-tuple

M = (Q, q0, F, Σ, Γ, δ),

where
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(1) Q is a finite set of states;

(2) q0∈Q is the initial state;

(3) F⊆Q is the set of accepting states;

(4) Σ is a finite input alphabet (]/∈Σ is the boundary
symbol);

(5) Γ is a finite storage-tape alphabet (B∈Γ is the
blank symbol); and

(6) δ⊆(Q×(Σ∪{]})×Γ)×(Q×(Γ−{B})×{east,west,
south,north,down,no move}×{right,left,no
move}).

If M moves determinately (nondeterminately), we
call M a five-way three-dimensional deterministic
(nondeterministic) Turing machine FV3-DTM
(FV3-NTM).

Let L: N→R be a function. A five-way three-
dimensional Turing machine M is said to be L(m)
space bounded if for all m≥1 and for each x with
l1(x)=l2(x)=l3(x)=m, if x is accepted by M , then
there is an accepting computation path of M on x
in which M uses no more than L(m) cells of the
storage tape. We denote an L(m) space-bounded
FV3-DTM (FV3-NTM) by FV3-DTM(L(m)) (FV3-
NTM(L(m))).

Definition 2.6. Let T (M) be the set of three-
dimensional tapes accepted by a machine M , and
let £[3-DM1]={T |T (M) for some 3-DM1 M}. £[3-
NM1], etc. are defined in the same way as £[3-DM1].

We can easily derive the following theorem by using
ordinary technique[6].

Theorem 2.1. For any function L(m) ≥ log m2,
£[FV 3-NTM(L(m))]⊆Uc>0 £[FV 3-DTM(2c(L(m)))
].

3 Simulation of three-dimensional
one-marker automata by three-
dimensional Turing machines

In this section, we first investigate the suffi-
cient spaces (i.e., upper bounds) for five-way three-
dimensional Turing machines to simulate three-
dimensional one-marker automata[6].

Theorem 3.1. £[3-DM1]
⊆£[FV3-NTM(m2 log m2)].

Proof : Suppose that a 3-DM1 M = (Q, q0, F, Σ, δ)
is given. We partition the extended states Q×{+,−}
into disjoint subsets Q+ = Q×{+} and Q− = Q×{−}
which correspond to the extended states when M is

holding and not holding the marker in the finite con-
trol, respectively. We assume that M has a unique
accepting state qa, i.e., |F | = 1. In order to make our
proof clear, we also assume that M begins to move
with its input head on the southmost and eastmost
bottom boundary symbols ]’s of input tape , i.e., po-
sition (l + 1,m + 1, n + 1) and, when M accepts an
input, it enters the accepting state at the same posi-
tion (l + 1,m + 1, n + 1) with the marker held in the
finite control.

Suppose that an input tape x with l1(x) = l, l2(x) =
m, and l3(x) = n is given to M . For M and x, define
three types of functions f↑−h ,f↑+h and f↓−h .

f↑−h (q−, i, j) = (q′−, i′, j′): Suppose that we make
M start from the configuration (x−,q−,(i,j,h−1)), i.e.,
no marker existing either on the input x or in the finite
control of M . After that, if M reaches the hth plane
of x in some time, the configuration corresponding to
the first arrival is (x−,q′−,(i′,j′,h)),

f↑+h (q+, i, j) = (q′+, i′, j′): Suppose that we make
M start from the configuration (x−,q+,(i,j,h − 1)),
i.e., holding the marker in the finite control of M .
After that, if M reaches the hth plane of x with its
marker held in the finite control in some time (so,
when M puts down the marker on the way, it must
return to this position again and pick up the marker),
the configuration corresponding to the first arrival is
(x−,q′+,(i′,j′,h)),

f↓−h (q−, i, j) = (q′−, i′, j′): Suppose that we make
M start from the configuration (x−,q−,(i,j,h+1)), i.e.,
no marker existing either on the input tape or in the
finite control of M . After that, if M reaches the hth

plane of x in some time, the configuration correspond-
ing to the first arrival is (x−,q−,(i′,j′,h)),

l: M never reaches the hth plane of x.
Then, we can show that there exists an FV3-

NTM(m2 log(m2)) M ′ such that T (M ′)=T (M).
Roughly speaking, while scanning from the top plane
down to the bottom plane of the input , M ′ guesses
f↓−h , constructs f↑−h+1 and f↑+h+1, checks f↓−h−1, and fi-
nally at the bottom plane of the input, M ′ decides by
using f↑−t+1 and f↑+t+1 whether or not M accepts x. In or-
der to record these mappings for each h, O(m2) blocks
of O(log m2) size suffice, so in total, O(m2 log m2) cells
of the working tape suffice. It will be obvious that
T (M)=T (M ′). ¤

From Theorems 2.1 and 3.1, we get the following.

Corollary 3.1. £[3-DM1]
⊆£[FV 3-DTM(2O(m2 log m2))].

We next show that m4 space is sufficient for FV3-
NTM’s to simulate 3-NM1’s. The basic idea of the
proof are the same as those of Theorem 3.1.

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 137



Theorem 3.2. £[3-NM1]⊆£[FV 3-NTM(m4)].

From Theorems 2.1 and 3.1, we get the following.

Corollary 3.2. £[3-NM1]
⊆£[FV 3-DTM(2O(m4))].

Next, we show that the algorithms described in the
previous section are optimal in some sense.

Definition 3.1. Let x be in Σ(3) (Σ is a finite set
of symbols) and l1(x)=l2(x) = m. For each r (1≤r≤
Q[l3(x)/m2]) (where Q[l3(x)/m2] denotes the quotient
when l3(x) is divided by m2),

x[(1, 1, (r − 1)m2 + 1), (m,m, rm2)]

is called the rth (m,m)-block of x. We say that the
tape x has exactly c(m, m)-blocks if l3(x) = cm2,
where c is a positive integer.

Definition 3.2. Let (m1,m1),(m2,m2),. . . be a se-
quence of points (i.e., pairs of three natural numbers),
and let {(mi,mi)} denote this sequence. We call a se-
quence {(m1,m1)} the regular sequence of points if
(mi,mi) 6=(mj ,mj) for i 6=j.

Lemma 3.1. Let {x ∈ {0, 1}(3)| ∃m≥1 [
l1(x)=l2(x)=l3(x)=m & l2(x)=m & (each plane of
x contains exactly one ‘1’) & ∃d≥2[(x has exactly d
(m,m)-blocks, i.e., l3(x) = dm2) & (the last (m,m)-
blocks is equal to some other (m,m)-block)]]}. Then,

(1) T1 ∈ £[3-DM1], but

(2) T1 /∈£[FV 3-DTM(2L(m))] (so, T1 /∈£[FV 3-
NTM(L(m))]) for any function L(m) such
that

limi→∞[L(mi)/(m2
i log(m2

i ))] = 0
for some regular sequence of points {(mi,mi)}.
Proof : (1) We construct a 3-DM1 M accepting T1 as
follows. Given an input x with l1(x)=l2(x)=l3(x)=m,
M first checks, by sweeping plane by plane, that each
plane of x contains exactly one ‘1,’ and M then checks,
by making a zigzag of 45◦-direction from top plane to
bottom plane, that x has exactly d (m,m)-blocks for
some integer d ≥ 2. After that, M tests by utilizing its
own marker whether the last (m, m)-block is identical
to some other (m, m)-block: In order to check whether
the pth plane of the hth (m)-block is identical to the
pth plane of the last (m)-block (1≤p≤m2, 1≤h≤d), M
first puts the marker on the position (i,j,m2(h−1)+p).
After that, M vertically moves down until encounters
the bottom boundary, after which it moves up (m2−p)
plane by making a zigzag of 45◦-direction. At this
time, M arrives at the pth plane of the last (m,m)-
block. M then finds the ‘1’ position on the plane and

moves up vertically from this position. In this course,
each time M meets a ‘1’ position, it checks whether or
not there is a marker on the plane (containing the ‘1’
position). In this way, M enters an accepting state just
when it finds out some (m,m)-block, each of whose
planes is identical to the corresponding plane of the
last (l, m)-block. It will be obvious that T (M)=T1.

(2) Suppose to the contrary that there exists an
FV3-DTM(2L(m)) M accepting T1, where L(m) is a
function such that

limi→∞[L(mi)/(m2
i log(m2

i ))] = 0

for some regular sequence of points {(mi,mi)}. Then,
by using the well-known technique [6], we can get the
desired result. ¤

From Lemma 3.1., we can conclude as follows.

Theorem 3.3. To simulate 3 − DM1’s, (1) FV 3-
NTM ’s require Ω(m2 log(m2)) space and (2) FV 3-
DTM ’s require 2Ω(m2 log(m2)) space.

Next, we can get the following lemma by using the
same technique as in the proof of Lemma 3.1.

Lemma 3.2. Let T2={x ∈ {0, 1}(3)| ∃m ≥ 1 [ l1(x)=
l2(x)=l3(x)=m & & ∃d ≥ 2 [(x has exactly d (m,m)-
blocks, i, e., l4(x)=dm2) & (the last (m,m)-block is
different from any other (m,m)-block)]]}. Then,

(1) T2 ∈ £[3-NM1], but

(2) T2 /∈ £[FV 3-DTM(2L(m))] (so, T2 /∈£[FV 3-
NTM(L(m))]) for any function L such that
limi→∞[L(mi)/(m4

i )] = 0 for some regular
sequence of points {(mi,mi)}.

From Lemma 3.2., we can conclude as follows.

Theorem 3.4. To simulate 3-NM1’s,

(1) FV 3-NTM ’s require Ω(m4) space, and

(2) FV 3-DTM ’s require 2Ω(m4) space.

4 Recognizability of interlocking com-
ponents in three-dimensional images

In this paper, we show that interlocking compo-
nents are not recognized by any space-bounded three-
dimensional Turing machines.

First of all, we consider a three-dimensional input
tape T3 that is 7 units in thickness. So, for some m,
T3={ (i1,i2,i3) | 1≤i1,i2≤ m+2,1≤i3≤7 }.
Fig.3(a)represents T3. Now we define two different 5
× 5× 5 patterns as shown in Fig.3(b)(c). Then we
consider an arbitrary n-by-n matrix of those 5× 5×
5 patterns (see Fig.3).
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Fig. 3: Three-dimensional input tape including inter-
locking components T3[2].

Then, we can get the following lemma from Lemma
2.1 in [2].

Lemma 4.1. 3-DM , cannnot recognize interlocking
components of an arbitrary given digital picture.

From Theorem 3.3 and Lemma 4.1, we can get the
following.

Theorem 4.1. Interlocking components are
not accepted by any FV 3-DTM (L(m))(FV 3-
NTM(L(m))) for any function L(m)
such that limm→∞[L(m)/2m2log m2]=0
(limm→∞[L(m)/m2log m2] = 0).

Next, we can get the following lemma by using a
technique similar to that in the proof of Lemma 2.1 in
[2].

Lemma 4.2. 3-ND1 cannnot recognize interlocking
components of an arbitrary given digital picture.

From Theorem 3.4 and Lemma 4.2, we can get the
following.

Theorem 4.2. Interlocking components are
not accepted by any FV 3-DTM(L(m)) (FV 3-
NTM(L(m))) for any function L(m) such that

limm→∞[L(m)/2m4
] = 0 (limm→∞[L(m)/m4] = 0).

5 Conclusion

In this paper, we investigated recognizability
of topological components by three-dimensional au-
tomata, and showed that interlocking components
are not recognized by any space-bounded three-
dimensional deterministic or nondeterministic Turing
machines. By the way, what is the situation for a two
or three marker automata, or for alternation (see [1])?
This question seems very intersting. We will deal with
the problem in further papers.
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Abstract

The recent adurances in computer animation, mo-
tion image processing and so on prompted us to an-
alyze computational complexity of multi-dimensional
information processing to explicate the properties of
four-dimensional automata, i.e., three-dimensional au-
tomata with the time axis. From this point of view, we
first introduced four-dimensional alternating Turing
machines 4-ATM ’s, and investigated leaf-size bounded
computation for 4-ATM ’s in [4,6]. In this paper,
we continue the investigations about 4-ATM ’s, and
maily investigate leaf-size bounded computation of 4-
ATM ’s. Basically, the ‘leaf-size’ is the minimum num-
ber of leaves of some accepting computation trees of
alternating Turing machines. Leaf-size, in a sense, re-
flects the minimum number of processors that run in
parallel in accepting a given input.

KeyWords : alternation, configuration, four-dimen-
sional input tape, leaf-size, space bound, Turing ma-
chine.

1 Introduction and Preliminaries

In 1967, the problem of computational complex-
ity was also arisen in the two-dimensional informa-
tion processing. Blum et al. first proposed two-
dimensional automata, and investigated their pattern
recognition abilities [1]. Since then, many researchers
in this field have been investigating a lot of prop-
erties about automata on two- or three-dimensional
tapes. In 1976, Chandra et al. introduced the con-
cept of ‘alternation’as a theoretical model of paral-
lel computation [2]. After that, Inoue et al. intro-
duced two-dimensional alternating Turing machines as
a generalization of two-dimensional nondeterministic
Turing machines and as a mechanism to model paral-
lel computation [5]. Moreover, Sakamoto et al. pre-
sented three-dimensional alternating Turing machines
in [7,9].

On the other hand, recently, due to the advances
in many application areas such as computer anima-
tion, motion image processing, and so forth, it has
become increasingly apparent that the study of four-
dimensional pattern processing, i.e., three-dimensional
automata with the time axis should be of crucial im-
portance. Thus, we think that it is very useful for an-
alyzing computation of four-dimensional pattern pro-
cessing to explicate the properties of four-dimensional
automata. From this viewpoint, we introduced some
four-dimensional automata[6, 10].

In this paper, we continue the investigations about
four-dimensional alternating Turing machines [4, 6],
and mainly investigate leaf-size hierarchy of four-
dimensional alternating Turing machines which each
sidelength of each input tape is equivalent. Leaf-size
bounded computation was introduced as a simple, nat-
ural new complexity measure for alternating Turing
machines[5]. Basically, the ‘leaf-size’ (or ‘blanching’)
is the minimum number of leaves of some accepting
computation trees of processors that run in parallel in
accepting a given input.

Let Σ be a finite set of symbols. A four-dimensional
input tape over Σ is a four-dimensional rectangular
array of elements of Σ. The set of all the four-
dimensional input tapes over Σ is denoted by Σ(4).
Given an input tape x ∈ Σ(4), for each j(1 ≤ j ≤ 4),
we let lj(x) be the length of x along the jth axis. The
set of all x ∈ Σ(4) with l1(x) = m1, l2(x) = m2, l3(x)
= m3, and l4(x) = m4 is denoted by Σ(m1,m2,m3,m4).
If 1 ≤ ij ≤ lj(x) for each j(1 ≤ j ≤ 4), let x(i1, i2, i3,
i4) denote the symbol in x with coordinates (i1, i2, i3,
i4). Furthermore, we define x [(i1, i2, i3, i4), (i′1, i′2,
i′3, i′4)], when 1 ≤ ij ≤ i′j ≤ lj(x) for each integer j(1 ≤
j ≤ 4), as the four-dimensional input tape y satisfying
the following:

(i) for each j(1 ≤ j ≤ 4), lj(y) = i′j − ij + 1;

(ii) for each r1, r2, r3, r4 (1 ≤ r1 ≤ l1(y), 1 ≤ r2 ≤
l2(y), 1 ≤ r3 ≤ l3(y), 1 ≤ r4 ≤ l4(y)), y(r1, r2,
r3, r4) = x(r1 + i1 − 1, r2 + i2 − 1, r3 + i3 − 1,
r4 + i4 − 1).
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As usual, a four-dimensional input tape x over Σ
is surrounded by the boundary symbols #’s (# /∈ Σ).
Furthermore, four-dimensional tape is the sequence of
three-dimensional rectangular arrays along the time
axis. By Cubex(i) (i ≥ 1), we denote the ith three-
dimensional rectanglar array along the time axis in x
∈ Σ(4) which each sidelength is equivalent.

Let Σ1, Σ2 be finite set of symbols. The projection
is a mapping τ̃ : Σ(4)

1 → Σ(4)
2 which is obtained by

extending a mapping τ : Σ1 → Σ2 as follows : τ̃(x)=x′

if and only if (i)li(x) = li(x′) for each i(1 ≤ i ≤ 4), and
(ii)τ(x(i1, i2, i3, i4))=x′(i1, i2, i3, i4) for each (i1, i2,
i3, i4)(1 ≤ i1 ≤ l1(x), 1 ≤ i2 ≤ l2(x), 1 ≤ i3 ≤ l3(x),
1 ≤ i4 ≤ l4(x)). If T ⊆ Σ(4)

1 , we let τ̃(T ) = {τ̃(x) | x
∈ T }.

We now recall the definition of a four-dimensional
alternating Turing machine (4-ATM), which can
be considered as an alternating version of a four-
dimensional Turing machine (4-TM) [6].

4-ATM M is defined by the 7-tuple

M = (Q, q0, U ,F , Σ, Γ, δ), where

(1) Q is a finite set of states;

(2) q0 ∈ Q is the initial state;

(3) U ⊆ Q is the set of universal states;

(4) F ⊆ Q is the set of accepting states;

(5) Σ is a finite input alphabet (# /∈ Σ is the boundary
symbol);

(6) Γ is a finite storage-tape alphabet (B ∈ Γ is the
blank symbol), and

(7) δ ⊆ (Q × (Σ ∪ {#}) × Γ) × (Q × (Γ− {B}) ×
{east, west, south, north, up, down, future, past,
no move} × {right, left, no move}) is the next-
move relation.

A state q in Q − U is said to be existential. As
shown in Fig. 1, the machine M has a read-only four-
dimensional input tape with boundary symbols #’s
and one semi-infinite storage tape, initially blank. Of
course, M has a finite control, an input head, and a
storage-tape head. A position is assigned to each cell of
the read-only input tape and to each cell of the storage
tape, as shown in Fig. 1. The step of M is similar to
that of a two- or three-dimensional Turing machine
[3–5, 7], except that the input head of M can move in
eight directions. We say that M accepts the tape x if
it eventually enters an accepting state. Note that the
machine cannot write the blank symbol. If the input
head falls off the input tape, or if the storage head falls

north south
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up

down

m

m

m

m

M

storage-tape head

finite control

input head

storage tape

four-dimensional

input tape

past future

the 2nd axis

the 1st axis

the 3rd axis

the 4th axis

Fig. 1: Four-dimensional alternating Turing machine.

off the storage tape (by moving left), then the machine
M can make no further move.

Let L(m): N → R be a function with one variable
m, where N is the set of all positive integers and R
is the set of all nonnegative real numbers. With each
4-ATM M we associate a space complexity function
SPACE that takes configurations to natural numbers.
That is, for each configuration c = (x, (i1, i2, i3, i4),
(q, α, j)), let SPACE(c) = |α|. M is said to be L(m)
space-bounded if for each m ≥ 1 and for each x with
l1(x) = l2(x) = l3(x) = l4(x) = m, if x is accepted
by M , then there is an accepting computation tree of
M on input x such that for each node v of the tree,
SPACE(L(v)) ≤ dL(m)e1. We denote an L(m) space-
bounded 4-ATM by 4-ATM (L(m)).

A 4-ATM(0) is called a four-dimensional alternat-
ing finite automaton, which can be considered as an al-
ternating version of a four-dimensional finite automa-
ton (4-FA), and is denoted by 4-AFA.

In order to distinguish among determinism, non-
determinism, alternation with only universal states,
and alternation, we denote a deterministic 4-TM
[nondeterministic 4-TM , 4-ATM with only univer-
sal states, deterministic 4-TM(L(m)), nondetermin-
istic 4-TM(L(m)), 4-ATM(L(m)) with only univer-
sal states, deterministic 4-FA, nondeterministic 4-
FA, 4-AFA with only universal states] by 4-DTM [4-
NTM , 4-UTM , 4-DTM(L(m)), 4-NTM(L(m)), 4-
UTM(L(m)), 4-DFA, 4-NFA].

Let M be an automaton on a three-dimensional
tape. We denote by T (M) the set of all three-
dimensional tapes accepted by M . As usual, for each
X ∈ {D, N , U , A}, we denote, for example, by £[3-
XTM ] the class of sets of all the four-dimensional
tapes accepted by 4-XTM ’s. That is, £[4-XTM ] =
{T | T = T (M) for some 4-XTM M}. £[4-XTM

1dre means the smallest integer greater than or equal to r.
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(L(m))], and £[4-XFA] also have analogous mean-
ings.

Let L(m): N→R be a function. For each tree t, let
LEAF (t) denote the leaf-size of t (i.e., the number of
leaves of t). We say that a 4-ATM M is Z(m) leaf-size
bounded if for all x with l1(x)=l2(x)=l3(x)=l4(x)=m
and for each computation tree t of M on x, LEAF (t)
≤ dZ(m)e.

By 4-ATM(L(m),Z(m)), we denote a Z(m) leaf-
size bounded 4-ATM(L(m)). Especially, a 4-
ATM(0,Z(m)) is denoted by 4-AFA(Z(m)). De-
fine £[4-ATM(L(m), Z(m))] = {T | T = T (m) for
some 4-ATM(L(m), Z(m)) M}. We use 4-AFA(k)
(4-UFA(k), 4-DFA) to denote a 4-ATM(0,k) (4-
UTM(0,k), 4-DTM(0)).

2 Unbounded Leaf-Size Hierarchy

A function L(m) : N → R is called four-
dimensionally space constructible if there is a strongly
4-ATM(L(m)) M such that for each m ≥ 1, there
exists some input tape x with l1(x) = l2(x) = l3(x)
= l4(x) = m on which M halts after its storage head
has marked off exactly bL(m)c2 cells of the storage
tape.(In this case, we say that M constructs the func-
tion L.)

We first show a hierarchy of complexity classes
based on leaf-size bounded computations.

The main theorem is

Theorem 2.1. Let k ≥ 1 be a positive integer. Let L
: N → N and L′ : N → N be any functions such that

(1) L is a four-dimensional space-constructible func-
tion such that L(m)k+1 ≤ m (m ≥ 1),

(2) lim
m→∞

L(m)L′(m)k/log m = 0, and

(3) lim
m→∞

L′(m)/L(m) = 0.

Then there is a set in £[4-ATM(L(m),L(m)k)], but
not in £[4-ATM(L(m),L′(m)k)].

Proof: Let M be a four-dimensional deterministic
Turing machine which constructs the function L. Let
Tk[L,M ] be the following set, which depends on k, L
and M :

2brc means the greatest integer smaller than or equal to r.

Tk[L,M ] ={x ∈ (
∑ × {0, 1})(4) | ∃m ≥ 2 [l1(x) =

l2(x) = l3(x) = l4(x) = m&∃r(r≤L(m)
[(when the tape h̃1(x) is presented to M ,
its read-write head marks off r cells of
the storage tape and then halts) & ∃i
(1 ≤ i ≤ m− 1) [h̃2(x[(1, 1, m, 1), rk+1,
rk+1,m, 1)]) = [h̃2(x[(1, 1, i, 1), (rk+1,
rk+1, i, 1)])]]]},

where
∑

is the input alphabet of M , and h̃1(h̃2) is
the projection which is obtained by extending the
mapping h1 :

∑ × {0,1} → ∑
(h2:

∑×{0,1}→{0,1})
such that for any c = (a,b) ∈ ∑ × {0,1}, h1(c) =
a(h2(c) = b).

We first show that Tk[L,M ] ∈ £[4-ATM(L(m),
L(m)k)]. Suppose that an input x with l1(x) = l2(x)
= l3(x) = l4(x) = m (m ≥ 2) is presented to M1. M1

directly simulates the action of M on h̃1. If M does
not halt, then M1 also does not halt, and will not ac-
cept x. If M1 finds out that M halts (in this case, note
that M1, has marked off at most cells of the storage
tape because M constructs the function L), then M1

existentially chooses some i(1 ≤ i ≤ m−1) and moves
its input tape head on x(1,1,i,1). After that, M1 uni-
versally tries to check that, for each 1≤j≤rk, where r
is the length of the non-blank part of the storage tape
just after M1 has found out that M halts,
h̃2(x[((j − 1)r + 1, (j − 1)r + 1, i, 1), (jr, jr, i, 1)])
=h̃2(x[((j − 1)r + 1, (j − 1)r + 1,m, 1), (jr, jr,m, 1)]).
That is, on x((j− 1)r + 1, (j− 1)r + 1, i, 1) (1≤j≤rk),
M1 enters a universal state to choose one of two further
actions. One action is to pick up and store the seg-
ment h̃2(x[((j−1)r+1, (j−1)r+1, i, 1),(jr, jr, i, 1)]) on
some track of the storage tape, to compare the segment
stored above with the segment h̃2(x[((j− 1)r + 1, (j−
1)r +1,m, 1),(jr, jr,m, 1)]), and to enter an accepting
state only if both segments are identical. The other
action is to continue moving to x(jr + 1, jr + 1, i, 1)
(in order to pick up the next segment h̃2(x[jr+1, jr+
1, i, 1), ((j+1)r, (j+1)r, i, 1)])) and compare it with the
corresponding segment h̃2(x[(jr+1, jr+1,m, 1), ((j +
1)r, (j + 1)r,m, 1)]).
Note that the number of pairs of segments which
should be compared with each other in the future can
be easily seen by using r cells of the storage tape. It
will be obvious that the input x is in Tk[L,M ] if and
only if there is an accepting computation three of M1

on x with at most L(m)k leaves. Thus Tk[L,M ] ∈
£[4-ATM(L(m), L(m)k)].

On the other hand, we can next show that Tk[L,M ]
/∈ £[4-ATM(L(m), L′(m)k)] by using the well-known
counting argument [3,7]. This completes the proof of
the theorem. 　 ¤

Corollary2.1. Let k ≥ 1 be a positive integer. Let L
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: N → N and L′ : N → N be any functions satisfying
the condition that L′(m)≤L(m)(m≥1) and satisfying
conditions (1), (2) and (3) described in Theorem 2.1.
Then,
£[4-ATM(L(m),L′(m)k)](£[4-ATM(L(m),L(m)k)].

For any r in N, log(r)m be the function defined as
follows :

log(1)m =

{
0 (m = 0)
logm (m ≥ 1),

log(r+1)m =
{

log(1)(log(r)m).

As shown in Theorem2.1 of [8], the function log(r)m(r
≥ 1) is three-dimensionally space-constructible, and
thus four-dimensionally space-constructible. It is easy
to see that for each r ≥ 1, log(r+1)m ≤ log(r)m(m ≥ 1)
and lim

m→∞
log(r+1) m/log(r) m = 0. Further, for each r

≥ 2 and each k ≥ 1, lim
m→∞

log(r) m(log(r+1) m)k/log m

= 0. From these facts, we have the following.

Corollary2.2. For any r ≥ 2 and any k ≥ 1,
£[4-ATM(log(r) m,(log(r+1) m)k) (

£[4-ATM(log(r) m,(log(r) m)k).

3 Constant Leaf-Size Hierarchy

We next investigate a constant leaf-size hierarchy
: Are k + 1 leaves better then k? We first show
that in the case of an alternating Turing machine with
only universal states, no hierarchy exists for any space
bound.

Theorem 3.1. For any k∈N and any function L(m),

£[4-UTM (L(m), k)] = £[4-DTM (L(m))].

Proof: Given a k leaf-size bouded 4-UTM M
and an input tape x, a 4-DTM M ′ performs a
depth-first-search on the computation tree of M on x
without any extra cells of the working tape : Normal
tree-search method needs one stack for backtracking,
Instead, M ′ adopts only the forward tracking from the
root to each leaf and uses finite internal memories in
the finite control. Note that since M has constant
leaves, the branching structure of universal configura-
tions of M on x is also constant. After each traversal
of a path and finding out its leaf is labeled with an
accepting configuration M ′ adds the newly obtained
information about the tree structure into a memory
cell of the finite control. Then M begins to walk from
the root to the next leaf, whose route can be specified

by referring the memories of the finite control. When
the whole travel have been done and if M is surely k
leaf-size bouded, M ′ enters an accepting state. Note
that M ′ accepts exactly T (M) and that M ′ is L space-
bouded if and only if M is L space-bouded. 　 ¤

Corollary3.1. For any k ∈ N,

£[4-UFA (k)] = £[4-DFA].

In contrast to universal machines, we can show that
there exists an infinite hierarchy of o(logm) space-
bouded four-dimentional alternating Turing machines
based on leaf-size by using the block of input tape and
the counting argument[3,7].

Theorem3.2. For each k ∈ N,if L(m)=o(logm), then

£[4-ATM (L(m), k)] ( £[4-ATM (L(m),k + 1)].

Corollary3.2. For each k ∈ N,

£[4-AFA (k)] ( £[4-AFA (k + 1)].
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Abstract

Recently, due to the advances in dynamic image pro-
cessing, computer animation, and so forth, it has be-
come increasingly apparent that the study of four-
dimensional pattern processing should be very im-
portant. Thus, we think that the research of four-
dimensional automata as the computational model of
four-dimensional information processing has been sig-
nificant. During the past about five years, automata
on a four-dimensional tape have been proposed and
several properties of such automata have been ob-
tained. One model is the four-dimensional alternating
finite automaton (4-AFA) which is an alternating ver-
sion of a four-dimensional finite automaton, and an-
other is the four-dimensional nondeterministic on-line
tessellation acceptor (4-NOTA) which is a natural ex-
tension of the three-dimensional nondeterministic on-
line tessellation acceptor to four dimensions. In this
paper, we mainly investigate a relationship between
the accepting powers of 4-AFA’s and 4-NOTA’s.

Key Words : alternation, finite automaton, four-
dimensional input tape, nondeterminism, on-line tes-
sellation acceptor

1 Introduction and Preliminaries

The question of whether processing four-
dimensional digital patterns is much difficult than
two- or three-dimensional ones is of great interest from

the theoretical and practical standpoints. In recent
years, due to the advances in many application areas
such as dynamic image processing, computer anima-
tion, and so on, the study of four-dimensional pattern
processing has been of crucial importance. Thus, we
think that the research of four-dimensional automata
as the computational model of four-dimensional
pattern processing has been meaningful. This paper
mainly deals with four -dimensional alternating
finite automaton (4-AFA) and four -dimensional
nondeterministic on-line tessellation acceptor (4-
NOTA), and investigate some results concerning a
relationship between the accepting powers of 4-AFA’s
and 4-NOTA’s [1,4].

Let
∑

be a finite set of symbols. A four -
dimensional tape over

∑
is a four-dimensional rect-

angular array of elements of
∑

. The set of all four-
dimensional tape over

∑
is denoted by

∑
(4). Given

a tape x∈∑
(4), for each j(1≤j≤4), we let lj(x) be the

length of x along the jth axis. When 1≤ij≤lj(x) for
j(1≤j≤4), let x(i1, i2, i3, i4) denote the symbol in x
with coordinates (i1, i2, i3, i4). Furthermore, we define
x[(i1, i2, i3, i4), (i’1, i’2, i’3, i’4)], when 1≤ij≤i’j≤lj(x)
for each integer j(1≤j≤4), as the four-dimensional tape
y satisfying the following:

(i) for each j(1≤j≤4), lj(y)=i’j-ij+1;

(ii) for each r1, r2, r3, r4 (1≤r1≤l1(y), 1≤r2≤l2(y),
1≤r3≤l3(y), 1≤r4≤l4(y)), y(r1, r2, r3, r4)=x(r1+i1-1,
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r2+i2-1, r3+i3-1, r4+i4-1). We let the input tapes,
through this paper, be restricted to ones which each
sidelength is eguivalent in order to increase the theo-
retical interest,as shown in Fig.1.

north south

west

east

up

down

m

m

m

m

M

storage-tape head

finite control

input head

storage tape

four-dimensional

input tape

past future

the 2nd axis

the 1st axis

the 3rd axis

the 4th axis

Fig. 1: Four-dimensional input tape.

A 4-AFA M is a four-dimensional finite automa-
ton whose state set is partitioned into universal and
existential states. The machine M has a read-only
four-dimensional tape. A step of M consists of read-
ing one symbol from the input tape, moving the in-
put head in specified direction d∈{east, west, south,
north, up, down, future, past, no more}, and entering
a new state, in accordance with the next-move rela-
tion. A seven-way four -dimensional alternating finite
automaton (SV4-AFA) is a 4-AFA whose input head
can move in only seven directions — east, west, south,
north, up, down, or future.

A 4-NOTA M is an infinite mesh-connected four-
dimensional array of cells. Each cell of the four-
dimensional array consists of a nondeterministic finite-
state machine. The nondeterministic finite-state ma-
chines are all identical. M decides whether a four-
dimensional tape is accepted or not by on-line fash-
ions. For more details of the definitions of 4-AFA and
4-NOTA, see [4] and [1], respectively.

Let T(M) be the set of four-dimensional
tapes accepted by a machine M, and let £[4-
AFA]={T|T=T(M) for some 4-AFA}. £[SV4-AFA]
and £[4-NOTA] are defined in the same way as
£[4-AFA]. Further, for a set T(M) of four-dimensional
tapes accepted by a machine M, the complementation
of T(M) is denoted by T̄(M).

2 Results

We first investigate a relationship between the ac-
cepting powers of 4-AFA’s and 4-NOTA’s.

Lemma 2.1. £[4-AFA]*£[4-NOTA].

Proof : We consider the four-dimensional tape
embedding of directed bipartite graphs with equal
number of vertices on both sides [2,3]. Let

∑
={vi,

e, w, s, n, u, d, f, p, +, x, 0} be a finite set of sym-
bols used for the embedding. We use the following
embedding rule. The symbol vi represents the ith
vertex for each i (1≤i≤2n), symbol + means an in-
tersection of two edges (i.e., where they join or split),
symbol x is for a cross-over of two-edges, symbol 0
represents a blank space, and symbol e, w, s, n, u,
d, f, and p are the symbols needed to form eastward,
westward, southward, northward, upward, downward,
future, and past edges, respectively. Let P

¯
be a four-

dimensional tape embedding of a directed bipartite
graph with k=2m(m+1)-m vertices on both sides. The
size of P

¯
will be (4m+3)×(4m+3)×(4m+3)×(4m+3)

(including the boundary symbols). The (2m+2)th
plane of some two cubes of P

¯
defines 2k vertices

of a bipartite graph, where the westmost k vertices
on the (2m+2)th plane of one cube form one group
and eastmost k vertices on the (2m+2)th plane of
the other cube form the other group. The 2k vi’s
are placed such that there are blanks separating the
first m vertices of one cube from the second m ver-
tices of the other cube on each odd-numbered row,
and there is a blank between consecutive vi’s in both
the eastmost and weatmost groups. An example of
such embedding is given in Fig.2. Consider language
L1={P|P∈

∑
(4) and P

¯
is a four-dimensional tape em-

bedding of some acyclic directed bipartite graph with
equal number of vertices on both sides}. We can show
that L1 can be accepted by a 4-AFA but not by any
4-NOTA. □

Lemma 2.2. For 　 every 4-AFA A, L̄(A) is
accepted by a 4-NOTA.

Proof : Let A be a 4-AFA. Define the comple-
ment 4-AFA of A to be Ā. That is, Ā is obtained by
swapping the universal and existential states, and the
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accepting and nonaccepting states of A. Note that in
general, L̄(A)6=L(Ā), since A may reject an input by
entering an infinite loop. We construct a 3-NOTA M
to accept L̄(A). Let x be an input pattern. Given x,
M tries to guess and verify the existence of a (possibly
infinite) computation tree of Ā on x whose leaves are
all labeled with accepting configurations. Let π denote
the computation tree of Ā on x that M will guess. Let
R(i1, i2, i3, i4) denote the set of all states of Ā when
its input head is at the (i1, i2, i3, i4) cell, 1≤i1≤l1(x),
1≤i2≤l2(x), 1≤i3≤l3(x), 1≤i4≤l4(x), in the guessed
computation tree π. For each q∈R(i1, i2, i3, i4), call(x,
( i1, i2, i3, i4), q) a configuration (of Ā) represented
by q. Generally, the (i1, i2, i3, i4) cell of M operates
as follows. It receives the sets R(i1-1, i2, i3, i4) and
R(i1, i2, i3, i4) from the (i1-1, i2, i3, i4) cell, the sets
R(i1, i2-1, i3, i4) and R(i1, i2, i3, i4) from the (i1, i2-1,
i3, i4) cell, the sets R(i1, i2, i3-1, i4) and R(i1, i2, i3,
i4) from the (i1, i2, i3-1, i4) cell, and the sets R(i1, i2,
i3, i4-1) and R(i1, i2, i3, i4) from the (i1, i2, i3, i4-1)
cell, and verifies that R(i1, i2, i3, i4) is consistent with
the neighboring sets R(i1-1, i2, i3, i4), R(i1, i2-1, i3,
i4), R(i1, i2, i3-1, i4), R(i1, i2, i3, i4-1), R(i1+1, i2, i3,
i4), R(i1, i2+1, i3, i4), R(i1, i2, i3+1, i4), R(i1, i2, i3,
i4+1). That is, the following conditions must hold :
(a) none of the members of R(i1, i2, i3, i4) represents a
terminating nonaccepting configuration; (b) if q∈R(i1,
i2, i3, i4) and q is universal, then all immediate suc-
cessors of the configuration (x, ( i1, i2, i3, i4), q) are
represented by the states contained in R(i1-1, i2, i3,
i4)

⋃
R(i1, i2-1, i3, i4)

⋃
R(i1, i2, i3-1, i4)

⋃
R(i1, i2, i3,

i4-1)
⋃

R(i1+1, i2, i3, i4)
⋃

R(i1, i2+1, i3, i4)
⋃

R(i1, i2,
i3+1, i4)

⋃
R(i1, i2, i3, i4+1)

⋃
R(i1, i2, i3, i4); and (c) if

q∈R(i1, i2, i3, i4) and q is existential, then at least one
of the immediate successors of the configuration (x, (
i1, i2, i3, i4), q) is represented by the states contained
in R(i1-1, i2, i3, i4)

⋃
R(i1, i2-1, i3, i4)

⋃
R(i1, i2, i3-1,

i4)
⋃

R(i1, i2, i3, i4-1)
⋃

R(i1+1, i2, i3, i4)
⋃

R(i1, i2+1,
i3, i4)

⋃
R(i1, i2, i3+1, i4)

⋃
R(i1, i2, i3, i4+1)

⋃
R(i1, i2,

i3, i4). Also, the (i1, i2, i3, i4) cell passes the sets R(i1,
i2, i3, i4) and R(i1+1, i2, i3, i4) to the (i1+1, i2, i3,
i4) cell, the sets R(i1, i2, i3, i4) and R(i1, i2+1, i3, i4)
to the (i1, i2+1, i3, i4) cell, and so on. It addition,

the(1,1,1,1) cell makes sure that R(1,1,1,1) contains
q0.

The 4-NOTA M constructed above verifies that for
every configuration in the guessed tree π, either it is
a terminating accepting configuration or it is nonter-
minating and all of its immediate successor configura-
tions exist. It is easy to see that, if x is rejected by A,
then there exists a (possibly infinite) computation tree
of Ā on x whose leaves are all labeled with accepting
configurations, and vice versa. Hence, M accepts
L̄(A). □

Lemma 2.3. £[4-NOTA]*£[3-AFA].

Proof : Suppose that £[4-NOTA]⊆£[4-AFA]. 　
Let T1 be the same language that we considered in the
proof of Lemma 2.1. From Lemma 2.2 and hypothe-
sis, L̄1 is accepted by a 4-AFA. By Lemma 2.2, L1 is
accepted by a 4-NOTA. But L1 is not accepted by any
4-NOTA, as shown in the proof of Lemma 2.1. This is
a contradiction. Hence, £[4-NOTA]*£[3-AFA]. □

From Lemmas 2.1 and 2.3, we have the following
result.

Theorem 2.1. £[4-AFA] and £[4-NOTA] are in-
comparable.

Next, we investigate a relationship between the ac-
cepting powers of SV4-AFA’s and 4-NOTA’s.

Lemma 2.4. £[SV4-AFA] is closed under
complementation.

Proof : Let A be an SV4-AFA and Ā be the com-
plement of A as in the proof of Lemma 2.2. By using
the same idea as in the proof of Theorem 4.4 in [3],
we can construct an SV4-AFA A’ from Ā such that
L(A’)=L̄(A). □

Theorem 2.2. £[FV4-AFA](£[4-NOTA].

Proof : From Lemma 2.4, £[SV4-AFA] is closed
under complementation. The inclusion follows from
Lemma 2.2. That it is proper follows since £[SV4-
AFA]⊆£[4-AFA] and £[4-AFA] is incomparable with
£[4-NOTA]. □
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Fig. 2: An example of embedding (m=1).

3 Conclusion

This paper mainly investigated a relationship be-
tween the accepting powers of alternating finite au-
tomata and nondeterministic on-line tessellation ac-
ceptors on four- dimensional input tapes. It is interest-
ing to investigate closure properties about their four-
dimensional automata. We will treat this problem in
further papers.
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1 Introduction

Guaranteed cost control problem is the design

method of the robust control system [1]. This method

guarantees the robust stability of disturbed control

system by using existing of the upper bound of

quadratic performance index. Kono extended this

method to the case with cross term in performance

index and show the condition for robust stability [2].

In this paper, we extend this problem to the discrete

time system. As the result of formulation, stochastic

discrete Riccati equation is obtained. We show and

prove the condition of the closed loop system to be

stable. Finally, through showing the numerical exam-

ple, we validate out method.

2 Derivation of discrete time stochas-
tic Riccati equation

In this section, we derive the stochastic discrete Ric-

cati equation with performance index including cross

term of input vector and state vector. Wonham pro-

posed this equation which is obtained as the result of

stochastic control problem [3]. In this literature, the

stochastic discrete Riccati equation is formed as the

discrete Riccati equation with additional structured

term. In this section, we extend this problem to the

performance index with cross term with state vector

and input vector. We abbreviate stochastic discrete

Riccati equation as SDARE.

Let us consider the discrete time linear control sys-

tem with uncertainty in state matrix,

x(k + 1) = A(ξ)x(k) + Bu(k) (1)

A(ξ) is defined as

A(ξ) = A0 +
p∑

i=1

ξiAi (2)

where A0 is nominal structure of the state matrix, Ai

is structure of the uncertainty, and ξi is size of the

uncertainty. Performance index is defined as

J =
∞∑

k=0

{
x(k)T Qx(k) + u(k)T Ru(k) + 2x(k)T Su(k)

}

=
∞∑

k=0

l(x, u) (3)

where Q ≥ 0, R > 0 and S ≥ 0 are weighting matrices

for state vector, input vector and cross term of state

and input vector, respectively. These matrices take

appropriate dimension size. Lyapunov function V (·)
is

V (x(k)) = x(k)T P (k)x(k) (4)

From the principle of optimality, we have

H(V, x, u, ξ)

= l(x, u) + V (x(k + 1), k + 1) − V (x(k), k)

= xT CT Cx + uT Ru + 2xT Su − xT P (k)x

+(A(ξ)x + Bu)T P (k + 1)(A(ξ)x + Bu)
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= xT CT Cx + uT Ru + 2xT Su

+xT A(ξ)T P (k + 1)A(ξ)x + uT BT P (k + 1)Bu

+2xT A(ξ)T P (k + 1)Bu − xT P (k)x ≤ 0 (5)

In the LQR problem of discrete time system, by using

solution P (k) of the SDARE, the optimal input vector

u(k) is defined as follows,

u(k) = −(BT P (k+1)B+R)−1(AT
0 P (k+1)B+S)T x(k)

(6)

Then, let (BT PB + R)−1(AT
0 PB + S)T = Ω(P ) and

substitute into equation (5), we have

= xT CT Cx + xT Ω(P (k + 1))T RΩ(P (k + 1))x

−xT SΩ(P (k + 1))x − xT Ω(P (k + 1))T ST x

+xT A(ξ)T P (k + 1)A(ξ)x

+xT Ω(P (k + 1))T BT P (k + 1)BΩ(P (k + 1))x

−xT A(ξ)T P (k + 1)BΩ(P (k + 1))x

−xT Ω(P (k + 1))T BT P (k + 1)A(ξ)x − xT P (k)x

≤ 0

Now, let us substitute structured uncertainty A(ξ) =

A0 + ∆A, then

= xT CT Cx + xT Ω(P (k + 1))T RΩ(P (k + 1))x

−xT SΩ(P (k + 1))x − xT Ω(P (k + 1))T ST x

+xT AT
0 P (k + 1)A0x + xT ∆AT P (k + 1)∆Ax

+xT AT
0 P (k + 1)∆Ax + xT ∆AT P (k + 1)A0x

+xT Ω(P (k + 1))T BT P (k + 1)BΩ(P (k + 1))x

−xT AT
0 P (k + 1)BΩ(P (k + 1))x

−xT Ω(P (k + 1))T BT P (k + 1)A0x

−xT ∆AT P (k + 1)BΩ(P (k + 1))x

−xT Ω(P (k + 1))T BT P (k + 1)∆Ax − xT P (k)x

= xT
{
CT C + AT

0 P (k + 1)A0 + Ω(P (k + 1))T BT

·P (k + 1)BΩ(P (k + 1)) − AT
0 P (k + 1)B

·Ω(P (k + 1)) − Ω(P (k + 1))T BT P (k + 1)A0

+Ω(P (k + 1))T RΩ(P (k + 1)) − SΩ(P (k + 1))

−Ω(P (k + 1))T ST − P (k) + ∆AT P (k + 1)∆A

+AT
0 P (k + 1)∆A + ∆AT P (k + 1)A0

−∆AT P (k + 1)BΩ(P (k + 1))

−Ω(P (k + 1))T BT P (k + 1)∆A
}
x ≤ 0 (7)

From the positive semi-definitively of H(·), we obtain

following inequality

T (x, k, P ) = T0(P (k + 1)) + T1(P (k + 1))

+CT C − P (k) ≤ 0 (8)

Now, T0(·) and T1(·) are

T0(P (k + 1))

= AT
0 P (k + 1)A0 − (AT

0 P (k + 1)B + S)(BT

·P (k + 1)B + R)−1(AT
0 P (k + 1)B + S)T (9)

T1(P (k + 1))

= ∆AT P (k + 1)∆A + ∆AT P (k + 1)A0

+AT
0 P (k + 1)∆A − ∆AT P (k + 1)BΩ(P (k + 1))

−Ω(P (k + 1))T BT P (k + 1)∆A (10)

where, let U1 is the upper bound matrix of T1(·), form

inequality condition (8), we have following difference

equation.

T0(P (k + 1)) + CT C + U1 − P (k) = 0 (11)

Suppose that there exists stationary solution of equa-

tion (11)

P = T0(P ) + CT C + U1 (12)

Therefore, we obtain the SDARE with performance

index including cross term as follows

P = AT
0 PA0 − (AT

0 PB + S)(BT PB + R)−1

·(AT
0 PB + S)T + CT C + U1 (13)

In equation (13), if we omit the upper bound matrix,

it coincide with the SDARE of nominal system.

3 Robust stability

In this section, under the assumption that there

exists a solution P of SDARE, we prove stability of
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the closed-loop system which is designed by using out

proposed method

Theorem 1 In the system (1), optimal input u∗

which minimized the performance index (3) is obtained

u∗(k) = −(BT PB + R)−1(AT
0 PB + S)x(k)

= −Ω(P )x(k) (14)

Then the closed-loop system Ac(·) is

x(k + 1) = Ac(A(ξ), B, P )x(t) (15)

where

Ac(A(ξ), B, Ω(P )) = A(ξ) − BΩ(P )

Now, we suppose following assumption

Assumption 1 Let

AT
c PBΩ(P ) + Ω(P )T BT PAc

−Ω(P )T RΩ(P ) + CT C = DT D, (16)

then DT D is positive semi-definite.

Next, we derive theorem for asymptotical stability of

closed-loop system.

Theorem 2 The closed-loop system (15) with opti-

mal feedback control input (14) is asymptotic stabil-

ity, if there exists positive semi-definite solution P of

SDARE (13) and assumption 1 is satisfied.

(proof of Theorem 2) In discrete time system,

from stability condition in the sense of Lyapunov, we

have

AT
c PAc − P ≤ 0 (17)

Substitute Ac into inequality (17), left-hand side of

the inequality becomes

= (A(ξ) − BΩ(P ))T P (A(ξ) − BΩ(P )) − P

= A(ξ)T PA(ξ) − A(ξ)T PBΩ(P ) − Ω(P )T BT PA(ξ)

+Ω(P )T BT PBΩ(P ) − P (18)

Substitute A(ξ) = A0 + ∆A

= AT
0 PA0 + AT

0 P∆A + ∆AT PA0 + ∆AT P∆A

−AT
0 PBΩ(P ) − ∆AT PBΩ(P )

−Ω(P )T BT PA0 − Ω(P )T BT P∆A

+Ω(P )T BT PBΩ(P ) − P

= AT
0 PA0 − AT

0 PBΩ(P ) − Ω(P )T BT PA0

+Ω(P )T BT PBΩ(P ) − P + T1(P ) (19)

Where, we substitute P of equation (13) into (19), we

have

= AT
0 PA0 − AT

0 PBΩ(P ) − Ω(P )T BT PA0

+Ω(P )T BT PBΩ(P ) − P + T1(P )

= AT
0 PA0 − AT

0 PBΩ(P ) − Ω(P )T BT PA0

+Ω(P )T BT PBΩ(P ) + T1(P )

−{AT
0 PA0 − Ω(P )T (BT PB + R)Ω(P )

+CT C + U1}
= −AT

0 PBΩ(P ) + Ω(P )T BT PBΩ(P )

−Ω(P )T BT PA0 + Ω(P )T BT PBΩ(P )

+Ω(P )T RΩ(P ) − CT C − (U1 − T1(P ))

= −(A0 − BΩ(P ))T PBΩ(P ) − Ω(P )T BT P

·(A0 − BΩ(P )) + Ω(P )T RΩ(P ) − CT C

−(U1 − T1(P ))

= −{AT
c PBΩ(P ) + Ω(P )T BT PAc − Ω(P )T RΩ(P )

+CT C
}− (U1 − T1(P )) ≤ 0 (20)

From equation (20), we obtain the stabilizable condi-

tion

AT
c PBΩ(P ) + Ω(P )T BT PAc

−Ω(P )T RΩ(P ) + CT C ≥ 0 (21)

Q. E. D.

4 Eigenvalue upper bound

From equation (10), uncertainty is described as

T1(P ) = ∆T AP∆A + ∆AT P (A0 − BΩ(P ))

+(A0 − BΩ(P ))T P∆A (22)
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where P is the stationary solution of SDARE. From

equation (2), substitute uncertainty of system matrix

∆A =
∑p

i=1 ξiAi and we obtain

=
p∑

i=1

ξiζjDij +
p∑

i=1

[
AT

i P (A0 − BΩ(P ))

+ (A0 − BΩ(P ))T PAi

]
(23)

where

Dij = AT
i PAj + AT

j PAi

Because AT
i P (A0−BΩ(P ))+(A0−BΩ(P ))T PAi and

Dij are symmetric matrices, then there exist orthogo-

nal matrices Yi and Zij which satisfy

Y T
i

[
AT

i P (A0 − BΩ(P ))

+(A0 − BΩ(P ))T PAi

]
Yi = Λi (24)

ZT
ijDijZij = Γij (25)

where Λi and Γij are diagonal matrices. By using

Yi, Dij , Λi and Γij , the upper bound matrix of T (P )

is expressed as

UE =
p∑

i=1

Y T
i ‖Λi‖Yi +

1
2

p∑
i=1

p∑
j=1

ZT
ij‖Γij‖Zij (26)

where UE is called eigenvalue upper bound matrix. In

the next section, we show the numerical example.

5 Numerical example

We consider following system parameter,

A0 =
[

0 1
1.5 0

]
, A1 =

[
0 0

0.5 0

]
,

B =
[

0
1

]
, Q =

[
1 0
0 1

]
,

S =
[

1
0

]
, R = 1

Using these parametr, we solve the SDARE with eigen-

value upper bound and obtain stationary solution P .

Poles of the nominal closed-loop system is obtained as

( 0.40825 , − 0.40825 )

Poles of the perturbed closed-loop system is obtained

as

( 0.81650 , − 0.81650 )

This result shows that the perturbed system remains

in stable, then we had confirm robust stability for dis-

turbance of our proposed method.

6 Conclution

In this paper, we consider the guaranteed cost con-

trol problem for the performance index including cross

term of discrete time system. We show the structure

of uncertainty and discuss about stationary condition.

We apply eigenvalue upper bound matrix to this prob-

lem and show the numerical example. From this result,

we confirm the robust stability of the closed-loop sys-

tem for the system matrix disturbance. Future study

is to consider about linear upper bound. It is pointed

out that there exists relationship between linear up-

per bound matrix and LMI solution of the structured

uncertain system.
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���¢Ö����¯���W¨a�$������ E® � éÜê"ë��!ë-�>���� m�/�����=�]�����W�o�Q¥�¥��=�>�����
¨a�=�����¯®i�����B°.�N�=¥��¦�£§À���Q¥��������! 

±�" ³
�>���Z����

à$# % ó ±´ä©á � ÿ � ä]è ³ ÷ �� ±´ä©á � ÿ � ä]è ³ % ö &% ó�à � ±PáªâOãfä]á ³ ã�±PáªâOãSä©á ³£÷ �ã 	 � � å â � � ó å ÷â �% ö à � ±Páªâ � ÿ � è"â ³ ã ±Páªâ � ÿ � è"â ³£÷ �ã � å â � � ó å ÷â �
²��_���Z�$�_�x�Z�������M���x���:�Q��¨a�_�� ¢�M�����!�x®i���>�x�_�_¥����=���Z�e�_�� �(' ÷ ±  ³ � ' ±  ³ ã*) ÷ ±  ³ � )i±  ³ ±�+ ³
Ã����.�_�£«f¬O���I��������� ± ÉQ³�� ± ØQ³j�>�¯��� ±�� ³¤§��¦�Z¥����¤�����W ¢¥��Q���Z���
¥��.�Q�T��§!�£���x¨

Þß ± Ò�³�à ±Pá â ã/ä©á¤± Ò�³ � å â ��� ó å ÷â�� ³ ß ± Ò£³
ã%å â � � ó å ÷â �-, ± Ò�³ ± Å

 
³

Þ, ± Ò�³�à ±Pá%â � ÿ � è+â ³ , ± Ò�³
ã¤±´ä©á�± Ò�³ � ÿ.�xä]è]± Ò�³�³ ß ± Ò�³ ± ÅQÅB³

�>���Z��� , ± Ò�³Oà ß ± Ò�³ � þß ± Ò�³"���>�����M�Z�£����¨a�$���Z�e�Z�����Q�ª�_�J�������§!�£���x¨W«�»�xÖ����j�© Z�_���!�����=���M�=���§.�_�������$�a�:���� ¢�����Q�W�_�/ ± ß ð , ³+à ß ÷ ± Ò�³ � ß ± Ò�³ ã , ÷ ± Ò�³ �0, ± Ò�³ ± ÅZÈQ³
�����Z���$�����"����¨]�>�!�x���¦�_�=���¦�Q�"�_� ± ÅBÈQ³J�_¥¦�Q������ ± Å

 
³J�_��� ± ÅQÅZ³

���> x�_¥� x��¥��$���Z�e�Q�
Þ/ ± ß ð , ³�àTÈ ß ÷ ± Ò�³ � Þß ± Ò�³ ã È , ÷ ± Ò�³ � Þ, ± Ò�³

àTÈ ß ÷ ± Ò�³ �21 ±:á â ãSä]á¤± Ò�³ � å â ��� ó å ÷â�� ³ ß ± Ò�³
ã%å â ��� ó å ÷â �-, ± Ò�³43
ã È , ÷ ± Ò�³ ��1 ±Páªâ � ÿ � è1â ³ , ± Ò�³
ã¤±´ä©á�± Ò�³ � ÿ��Zä]è]± Ò�³�³ ß ± Ò�³43

à65 ÷ ± Ò�³ � 5 ± Ò�³� ± ß ÷ ± Ò�³7	 ß ± Ò�³ ã
æ ÷ ± Ò�³
� æ%± Ò�³�³ ± ÅZÉ.³

�>���x��� 5 ± Ò�³ à # ß ± Ò�³, ± Ò�³ & ± ÅxÐ�³

·%����¥�§������ ±�" ³"��� ± ÅZÉQ³1�Q���.�B�
Þ/ ± ß ð , ³ � � ± ß ÷ ± Ò�³7	 ß ± Ò�³ ã
æ ÷ ± Ò�³
� æ± Ò�³�³ �! ± ÅBØQ³

�o�Q�W�_�!§ ß ± Ò�³98à;:�«�¬O�!���Z�O�����L ¢¥��.���Z�!�´¥����Q�Ï��§!�£���x¨ ���
�Q��§�¨a�!���=���� x�_¥�¥¦§I�����_��¥¦�.«<N���������x�Z�!�������x�Q���=���¦��� ± ÅBØQ³1�:���Q¨  

���>=8¥¦�B�_���O���
ß ÷ ± =ª³ � ß ± =ª³ � ß ÷ ±  ³ � ß ±  ³
ã , ÷ ± =%³ �0, ± =ª³ � , ÷ ±  ³ �0, ±  ³� � ± ß ÷ ± Ò�³7	 ß ± Ò�³ ã½æ ÷ ± Ò�³
� æ± Ò�³�³ �! ± Å  ³

Ì%�x���Q�=�����O�=§�¨]�!���_���� 1�£�m�_����¥¦�¦��§c�_�������" ¢¥��.���Z�!�´¥����Q����§��£���x¨
�¦¨]��¥��¦�Z�O�����=�

ß ÷ ± =%³ � ß ± =ª³@?  
ð , ÷ ± =%³ �0, ± =ª³�?  

± Å � ³
�Q�A=Ï���Z�����O���©�����c���!Ö����¯��§Q«�Ì%�x�� x�Q���¦�>���>�_�����_�����B�I���N�$�� à ���â ± ß ÷ ±CB ³7	 ß ±CB ³ ã
æ ÷ ±CB ³
� æ±DB ³�³E� B�

ß ÷ ±
 
³ � ß ±  ³ ã ß ÷ ±  ³ � ß ±  ³

à
'
÷ ±
 
³ � ' ±  ³ ã*) ÷ ±  ³ � )I±  ³ ± Å " ³

·�>�]���Z����¥¯�B�!�������������_�����ª ¢�Q¨]��¥¦�x���.«F%�¢®��B�!�Q�e�����c���Q�����O�=��¬O���x�Q���x¨ ÅQ���1�c�����=�Q���_���_�����Z�
�����À x�¦�Z���� ¢�Q���!�¦���¦�Q�¤�>�¯�����Q�!�J���� ¢�x���m�_���¤�N�=���_¨]�x���Z���x«\Î"�¢�
�o�Q���M�£�m�=�������a¬O���x�Q���x¨�È!���¤���Z ¢�B�����_��§À¥��x¨]¨a���>��¥¦¥-���c�¦���
�����!�!�N ¢�Z��«
��x¨]¨a��ÅIÄ ØBÆÊ«û'�¢�ò �_���¡õ����¤¨a�=������ x�Z�ª�_�+�_�������Q�����¦�
�=���c�!��¨]�x�����¦�Q�N�x�!�_���iôÇ�-���j¨a�=�����¯®a�:���� ¢�����Q�I���=�����£�:§������
ô ÷ ôËù�ú�«O¬O���x�W�:�_��_��§i�-�.���¦���¦�Q���� x�_¥��=�HG1�������M�o�Q¥�¥¦�_�O�
�¦���]�����B°.���_¥��¦��§À���Q¥����

òÀôMõ ã õ¤÷\ôc÷JòÀ÷
ù!G�òÀòa÷ ã G�� ó õj÷'õ ± Å + ³
¬O���x�Q���x¨�È!«1�Ê�������x���M�¢®!���£��� x�_¥��_���JILK  ðNM K  �POHK  ð
�e¨a�=�����¯® ÿ.� ���e��§�¨]¨]�¢������ ]�-�Q���¯�����Q�¢�Ê���¢Ö����¯���]¨a�=�����¦® �
���� ¢�i�����=�ª������:�Q¥¦¥��=�>�����]¨a�=�����¦®i�����Z°����_¥��¯��§#2%@Q   %@R &

�! 
± È
 
³

�>���x���%@Q à � á â ã½á ÷âS� � � å â �0� ó å ÷â@� ã 	
ã I � ò ó ò ÷ ó � ã ÅI õ ÷ó õ ó ã Å O õ ÷ó õ ó ã ÅM õ ÷ö õ ö%�R à � ±Pá â � ÿT�¢è â ³ ã ±Pá â � ÿ.�xè â ³£÷ �ã � å â � � ó å ÷â � ã O � ò ó ò ÷ó �
ãHM � ÿ � ò ö òÀ÷ö ÿ ÷� �
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���'���=������Ö��Z���B�����x�M�����1¨]�x¨]�Q��§�¥��Z���\�£�m�=�����o�Z�Z�!�N�_ Eñc ¢�Q�������Q¥
¥��B� ± ØQ³\�����=�©�Q�����x���.�x���Ê���Q���Z�¤�Q���_���_�����x�Z�� ¢�.�£�� x�_�!�����Q¥�¥¦�Z�
�_��� �VUªà ' ÷ ±  ³ � ' ±  ³ ã*) ÷ ±  ³ � )i±  ³ ± È�ÅB³
���ª�]�Q�N�=���_�����x�B�W ¢�.�£�%�o�Q�ª�����j���� x�x���m�_�¦����§������Z¨ ± ÅB³>�_�N�
± ÈQ³E«

Ã����.�_�£«]Î"§T�_����¥¦§������W'�x¨]¨a�|ÅQ���¦�c�o�Q¥�¥��$�ª�%�:�Q�M�_��§6I!K 
ðAM K  ð ONK  ���N�=�
È ß ÷ ± Ò�³ � ä©á ß ± Ò�³1àÏÈ ß ÷ ± Ò�³ � òÀó¢ô�óEõ�ó ß ± Ò�³
ù2I ß ÷ ± Ò�³ � ò ó ò ÷ó � ß ± Ò�³ ã ÅI ß ÷ ± Ò�³�õ ÷ó õ ó ß ± Ò�³ ± È_ÈQ³

È , ÷ ± Ò�³ � ä©á ß ± Ò�³+à È , ÷ ± Ò�³ � ò ó ô ó õ ó ß ± Ò�³
ù�O , ÷ ± Ò�³ � òiómòi÷ó �W, ± Ò�³ ã Å O ß ÷ ± Ò�³�õM÷ó õ�ó ß ± Ò�³ ± È=É.³� È , ÷ ± Ò�³ � ÿ � ä]è ß ± Ò�³1à � È , ÷ ± Ò�³ � ÿ � ò]öxôJöBõªö ß ± Ò�³
ù M , ÷ ± Ò�³ � ÿ.� ò ö ò ÷ö ÿ ÷�@�-, ± Ò�³

ã ÅM ß ÷ ± Ò�³£õj÷ö õ ö ß ± Ò�³ ± È$Ð�³X ���������¦���!���¦��� ± ÈQÈ_³¢� ± È_É.³¢� ± È=Ð�³J������� ±C" ³�§����x¥����������ª�!�B�������Z�
���Z����¥¦�B«

¬O���Z�Q���x¨íÉ�«Y<��Q�¤�e�Q���.�x�L���_���¤�_� M K  
ð O>K  

�J�¯�"�����
�:�_¥�¥��$�>�����©'²��1�Q������¨]��¶Z�=�����Q�W�����Q��¥��x¨6Z!¨]��� 1 ��� ± � ³43[\\\\] %@^ _ õ ÷ó _ õ ÷ó _ õ ÷ö _õó _ � Inú    

õ ó _  � O�ú   
õ ö _   � M ú  
_    � 	 � ó

`baaaac
�! 

± ÈQØQ³

�>���Z��� % ^ à á%â _ ã _ á ÷â � å�â � � ó å ÷â ã InòÀó¢ò ÷ó
�N�_�������_¥��!�����Q�]�=�n�� x�_¥��_�dIeK  ð �_���]��§�¨]¨]�¢������ 1�-�.���¯�����Q�¢�
���¢Ö����¯���c¨a�$�����¦® _ ���_���I�¦�[\\\\] %@f � ÿ.� ò ö � å â � ò ó

ò ÷ö ÿ ÷� � � ÅM ú   
å ÷âg�  � �  
ò ÷ó �   � Å O ú

`baaaac
�! 

± È  ³
�>���Z��� % f à � á â ãfá ÷âV� � � ÿ � è â � è ÷â ÿ ÷� �
�N�_�>�©���_¥��!�����Q�W�=��¨a�=�����¦® ÿ � �!�����x�e�����M ¢�Q�������Q¥n¥��B�

æ± Ò�³�à � ��� ó å ÷â _ � ó þß ± Ò�³ ± È � ³

���"�¤�������Q�!����¨a�=¥N�Q���_���_�����x�Z�a x�Q���1 ¢�Q�������Q¥�¥¦�Z���>���� E�a�Q���Q�Z�
�����]�_������¨a�_¥��_�=¥������_�������©�Q���_���_�����Z�Z�� x�Q��� ± È!ÅB³ª�o�Q������
�Q�¦���x�e���_���_¨]�¢���x��� M K  ð ONK  «
Ã������_�£«OÃ����¢�"�_���W���.�£���´¨©��¥¦���¦��¥¦§������ %gQ ��§ � � ó �Q�T���_��������!�Z�Z���=�N�½�!�x���_������� _ à � � ó ¥��Z�Q�L���W�����À�B°.���¦�_�_¥��x���
�¦���Z°����_¥��¯��§
á â _ ã _ á ÷â � å â � � ó å ÷â ã I�ò ó ò ÷ ó ã ÅI _ õ ÷ó õ ó _
ã ÅO _ õ ÷ó õ ó _ ã ÅMh_ õ ÷ö õ ö _ ã _ 	 _ �! 

± È " ³
�Ê�ª�:�Q¥¦¥��_�>�O�:���Q¨ X  m������Â1�_¨]��¥¦�Z¨]�x���O�����=� ± È " ³>���ª�B°.���¦���
�_¥¦�Z���O��� ± ÈQØ_³¢«F%�¢®��B���N������� X  E�����%Â1�Q¨]��¥¦�x¨a�x���O�o�Q� % R ���"���Q�!�m�_���[\\\\] % f � ÿ � ò ö � å%â � òÀó

ò ÷ö ÿ ÷� � � ÅM ú   
å ÷â �  � �  
ò ÷ó �   � Å O ú

` aaaac
�! 

± È + ³
%@f à � á â ã½á ÷â � � � ÿ.�xè â � è ÷â ÿ ÷�@�<��Q���_�����x�/�� x�_¥��_��� M K  

ð OeK  
�1�¯������x���W�¢®!���£�2I ð _�¦� ± È_ØQ³j�>���� E�½�����¡���Q¥��!���¦�Q�S�=�%�Q�!���¦¨a�_¥O'²��c�����Q��¥��x¨6Z

¨]�¦� 1 ��� ± � ³i3.�Q�_�N���¦�N�����x���>�x®����£�m���c¨a�=�����¦® ÿ.� �>���� E�©���=���
����Ö��Z� ± È  ³>��������� � à _ � ó �������j�_�N�_���=�!���Z�Z�W ¢�.�£��������x�M_ð O>���ª�������Q�!���¦¨a�_¥´«
¼>�x¨a�_��ñTÅQ«�¬O����������Q�!���¦¨a�_¥��Q���_���_�����Z�Z�a ¢�.���O x�Q�������Q¥�¥¦�Z�
± È � ³��:�_�O�=�_�x�"�_¥�¥-���_���_¨]�¢���x��� M �jO> x�_�I�N�c�!�x���Z��¨]�¦���Z�a�!§
�M���Z�_�� m�a���� m�a�Q�������>�Q�!���¦¨]��¶Z�=�����_�]�����_��¥��x¨¸�¦�a¬O���x�Q���x¨
É©�N�_�ª�a���Q¥¦�����¦�Q��«

k ���Áº�0£0£*�.����	��!ºÊ "�8�hl>	�ÛÜ��0��
Â1�Q�������!�Z�\�����1���� ¢�Z�����_���j����¨]�¢�Ê���x¥��B§M��§������Z¨û�!�B�� ¢�����-�Z�

�!§a�����j�£�m�=���c�Z°����=�����_�
Þß ± Ò�³�à ±Pá â ãfä©á�± Ò�³�³ ß ± Ò�³ ã½å â æ± Ò�³ ± É

 
³

ç ± Ò�³�à ±´è â ãfäaè]± Ò�³�³ ß ± Ò£³ ± É�ÅB³
�_���I�o��¥¦¥������=���c�Q�����x�����x�1�:�Q�O���Q¨]�����_¥��N�=���ª�=�\�����j��§��£���x¨

Þþß ± Ò�³�à á â þß ± Ò�³ ãfå â æ± Ò�³ ãSÿ��_± ç ± Ò�³ � þç ± Ò�³�³ ± É.ÈQ³
þç ± Ò�³�à è â þß ± Ò�³ ± ÉQÉ.³

�_���I�����M���x���o�Q��¨a�_�� x�M�¦�N�!�¢® ±� ³E���>���x���
á â à #  

Å� Å Å & ðîå â à #  Õ ÈÉ & ð
è â à�m Å Èon ð ò ó à #  Õ�Å  

Õ�Å  & ð
ò]ö\à�m  Õ É  

Õ�Å n ð õ ó à�õ%ö�à # Å   
Å &
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�_��� M à�Ð�Õ É ð OOà " Õ "
¬O���Ç�����N�Q������¨a�_¥��Q�����Z���Q�x���´�N�Q���Z�)�Q���_���_�����Z�Z�, ¢�.�£�
 ¢�Q�������Q¥¦¥��x�+ x�_�a������¢���x��¨]�����Z�]��§����Q¥�������� ± ÈQØQ³��=�N� ± È  ³E«pL�c�Q�!�m�_�¦�� à # È!Õ Ø + ÈQØ  

Õ È_ØQØ " 
Õ ÈQØQØ "  

Õ Ø " Ð + & ð8ÿ � à #  Õ�ÅQÅxÐ�È� Õ + Ø  É & ð
ÿ � à � � � ó å ÷â � àqm � ÅQÕ È " Ø " � ÅQÕ "  Ø � n ðIcàeÐ�Õ É +r� Ð ð �sUªà  Õ É.Ø=Ð �

¬O���M����¨���¥��=�����Q�e���Z����¥¯�m�ª�_���c�����_�>�I���6<J�¦�.�Z«�Å¢�´Ð�«
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<J����« Ð,¬\���ut£�B E���Q��§À�=���Q�������!�B«
w x *Û¸ÛÜ	���y
¬O�����1�N�=���x�>�!���� ¢�N�����Z�O�_�I\²T���_�������.�Q E�a�����Q�����x���Q�x���

���Q���B�S�Q���_���_�����x�B�f ¢�.�£�À x�_�������Q¥O�����Q��¥��x¨W«/·Á�����À x�¦�Z���
 ¢�Q�����¯�����_�½�o�Q�c�����À�¢®!���£���Z�� ¢�a�_�>¨]�x¨]�Q��§�¥¦�B���j�£�m�=���a�o�x�B���
���Q Eñ�Q�N�=���_�����x�B�M ¢�.�£�� ¢�Q�������Q¥¦¥��x���������!�x�����Q�Z�j�Q�M�����+�N�_�����
�_��������'²T���_�������.�_ E�'«J·8����¨]�x���� x�_¥N�x®!�_¨]��¥�������_�ª�������
�-�_���Z�������_¥n�_�J�����M�����Q���Q���Z�I¨]�¢�����!��«

z �|{E�����'��-�'�
Ä¯Å¢Æ X « X «B+«=Â1�N�=���ª�_�N�j¬c«u}©«_Â«BÃ��x����~�·���_�������.�+�_�N�=���
�_�����Z�Z�� ¢�.���j ¢�Q�������_¥J�_�O��§!�£���x¨a��>�¦���¡���� ¢�Z�����_���¡�N�$�
���_¨]�¢���x���x� ���������$���
�������������C�����H���>���������2�������0����������7��� ���.�0������� ± Ð�³¢�����'«!Ð � Ð_�´Ð " É���Å +j� È

Ä È$Æ©Â«_Ì¤«=����x� ~¤¼>�Q���N�£���Q�����x���Q�x���Ê���Q���Z�� ¢�Q�������Q¥��_����§!�£�
���x¨a�+�>�¦���I�£�m�=������x���������N�$�����Q���"������'²T�1�=�������.�Q E��� ��������¡���7���������¢�£�C�����¤���¥���j�����>�����C�(���������i��� �W�.�0�¦�§ � ±C" ³¢������«�ÅxÉ  Ø$��ÅZÉ �  ��È  ¨ Ð

Ä É=Æ X «Ap
�Q�����=�N��©�«%Ìj«>Ã��_��ñ�~ »�B�����_�8�_�©�_�N���x�����x���
���Q���B�Í x�Q�������Q¥�¥��x�Ç�o�Q�Ý�N�Z���������N�B�Í���¦¨]�x�Ê�!�x¥��=§ ��§!�£�
���x¨a�x� �«ª¨¬�Y�®�4����¯��4����������������ª��°���4��������� ¦|± � ± ÅB³¢�
����«�ÅBÈ + ��ÅZÉQÈ!�nÅ +¨+¨+

Ä Ð_Æ©Â«�Ìj«.����x�|~³²c���_���_�����Z�Z�] ¢�.�£�1�Q�����x�����x���´�N�_���Z�© ¢�Q�!�
�����_¥����:�Q���% ¢¥��_���\�_������ ¢�Z�����_���¤���x�!�����_¥.����¨]�¢���!�x¥��=§���§!�£�
���x¨a�x� �³ªj���j�4�����´�
µ.¶ ·����D���¹¸�������������º�¯i���4»Y����¼>�@·�·��½�D��i�����C�����E�h� ±�¾ � ± ÅB³¢�!����«�ÅZÉ � ��ÅBØ  �NÈ  ¨ Ø

Ä Ø$Æ¤²f« X «�²��_��¨]�Q�������_�N�i²½«�¿N�������£~9²c���_���_�����Z�Z�a ¢�.���
�Q�����Z���Q�x���´�N�_���Z�� ¢�Q�������Q¥ª�_�c���� x�x���m�=��������¨]�¢�´¥��_�½��§!�£�
���x¨a�x� �L���°�À·��j��¯��i������¼2�@�´¯4�����4���7�����@�rÁ¨�D��¯4¯��4�Â�rÁQ� ±�§ �
����«�Å + É=��È!ÅZÈ!��È  ¨ É

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 155



Isomorphic Structure of Graphs with the Maximum Number of Trees  
 

 
Hideshi Ido*, Yosuke Ohama*1, and Sigeru Omatu**

* Electrical Engineering and Computer Science, *1 Advanced Engineering Course,  
Niihama National College of Technology,  
7-1 Yagumo, Niihama, Ehime 792-8580, Japan  
ido@ele.niihama-nct.ac.jp 

** Computer and Systems Sciences, Graduate School of Engineering,  
Osaka Prefecture University, Sakai, Osaka 599-8531, Japan  
omatu@sig.cs.osakafu-u.ac.jp 

 
 
 

Abstract 
 

Two graphs GA and GB with the same number of nodes 
n and the same number of branches b are said to be 
isomorphic if these graphs have the same adjacency 
relations between nodes. We have got many graphs with 
the same maximum number of trees in the process of 
continuous branch additions. These graphs have same 
numbers of nodes n, branches b and trees t. We certified 
those graphs are isomorphic by a computer algorithm. 
This algorithm is based on permutations of nodes with the 
same degree in a sequence of node degrees. Examples of 
isomorphic graphs are presented in the process of adding 
branches one by one. If two graphs with same numbers of 
nodes n and branches b are isomorphic, these graphs have 
same numbers of trees. The further problem will be to 
prove the reverse condition. 

Keywords: Isomorphic graph, Maximum number of 
trees, Continuous branch addition  

 
1 Introduction 
 

The number of trees of a graph would be an index to 
estimate the reliability of probabilistic communication 
networks with either high or low link probabilities when 
those probabilities are independent and equal [1].  

Some analytical methods have been reported to 
calculate the number of trees of graphs obtained from the 
complete graph by deleting several types of subgraphs 
[2],[3]. Other ones are to maximize the number of trees 
when some branchs or subgraphs are deleted from the 
complete graph [4],[5]. Another one is to get the 
expressions of trees of a graph which is obtained by 
connecting graphs of special structures [6]. 

These analytical methods are based on obtaining the 
expressions derived from a node determinant of the target 
graphs with some special structures. But simple 
expressions haven’t been known for graphs without any 
structural conditions so far. 

On the other hand, using numerical method, we 
constructed graphs with the maximum number of trees by 
adding a new branch continuously to the original graph[ 

7]. 
In this paper, we have noticed that two or more graphs 

with the same maximum number of trees appeared many 

times in the process of branch additions. All of those 
graphs are made sure to be isomorphic for some examples 
which are started branch additions from a tree of series 
branches with nodes n=7 and a star-shaped tree of n=8. 

In the following sections, we will show two algorithms 
for graph construction and isomorphism. Results of 
estimation by connectivity are also presented to examine 
strength of these graphs. 
 
2 Preliminary results [7] 
 

First, we introduce some graph theoretical terms. A 
graph denoted by ),( EVG = is composed with a node 
set V and a branch set E. Each branch denoted by  
connects a pair of nodes and . A graph is said to be 
simple if it has no parallel branches, no self-loops and no 
directed branches. In this paper, we treat only simple 
graphs as shown in Fig.1 (a). A tree is a subgraph which 
connects all nodes of a graph G and includes no closed 
circuits, as shown in Fig.1 (b). 

),( ji
i j

 
 
 
 
 
 
 

1v

4v

2v 3v

5v

1v

4v

2v 3v

5v

            (a)                    (b) 
Fig.1. (a) Simple graph, (b) Tree 

 
The complete graph of n nodes has one branch  

between every node pair , , and includes 
),( ji

i j )1(2
1 −nn  

branches. The matrix ( )ijaA =  can be constructed from 
a graph G with n nodes, where for 1,1 −≤≤ nji , each 
diagonal element is the number of branches incident to 
node , and each non-diagonal element is –1 if there 

is a branch  between two nodes and , otherwise 
0. Then the number of trees 

iia
i ija

),( ji i j
T  of the graph G is 

represented by the determinant . Since the value of || A
T  is always an integer for any graph, the determinant T  
must be calculated by using double precision floating 
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point number for matrix A . Usual Gaussian elimination is 
available for this purpose. 

 
Algorithm: Max-trees 
 
Step1. Find the set P of position where there isn’t 

an branch  in the given original graph 
. Now, set ←  and k ← 0. 

),( ji
),( ji

),( EVG 0G ),( EVG
Step2. Calculate the number of trees *T  of each graph 

obtained by adding a branch  to the graph , 
for each position 

),( ji kG
Pji ⊂),( , respectively. 

Step3. Find the branch  that gives the maximum 

number of trees among 

),( ji
*T ’s in Step2. Replace 

← + branch , 1+kG kG ),( ji P← P - position , 
and k ← k+1. 

),( ji

Step4. If the set P  is empty, then terminate. Otherwise 
go to Step2. 

 
3 Isomorphic structure of graphs  
 

3.1  Isomorphic graphs 
 
When the algorithm starts from a series-branch tree 

graph of Fig.2(a), we obtain the sequence of branches 
represented by numbers near dotted lines as shown in 
Figs.3.  

 
 
 
 
 
 
 
  (a) Series-branch tree.       (b) Star-shaped tree. 
 

Fig.2. Initial graphs. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3. Branch sequence for 
     Series-branch tree of n=

 
 In the process to obtain this branch sequence, there are 
many isomorphic graphs with the same maximum number 
of trees as shown in Table 1. 
 

Table 1. Isomorphic graphs with the same 
 maximum number of trees of Fig.3. 

 

Added 
branch 

Total 
branches b

Max. number 
 of trees 

Isomorphic 
graphs* 

0 6 1 1 
1 7 7 1 
2 8 19 7 
3 9 51 2 
4 10 117 1 
5 11 231 4 
6 12 408 2 
7 13 720 1 
8 14 1200 1 
9 15 1840 4 

10 16 2800 1 
11 17 4200 3 
12 18 6125 2 
13 19 8575 3 
14 20 12005 2 
15 21 16807 1 

* Number of isomorphic graphs including itself 

 For example, on added branch 5 of the Table 1,there are 
4 graphs with 11 branches and 231 trees as shown in Fig.4. 
In this figure, each of 4 branches represented by dotted 
lines A,B,C, and D is the candidate to be added next.  
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4. Four candidate branches 
 

According to the criterion to select one branch that 
gives the maximum number of trees, any one among 4 

1 

1

(a) 1st ~ 4th.  

2 3

4

(b) 5th ~ 8th.  

6 
5 

7 

8 

(c) 9th ~ 12th.

9

10 
11 

12 

(d) 13th ~

 
 

 

2 

3 

4 
5 

6 

7
C 

A 

B 
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branches can be selected. But its selection may cause 
different results in the later process of branch additions. 
Now, we denote graphs including branch A, including 
branch B, including branch C, and including branch D as 
GA, GB, GC, and GD, respectively in Fig.4. 

GA and GC are isomorphic because of symmetric 
structure. Also GB and GD are isomorphic. To investigate 

 15th.  

157



isomorphism between GA and GB, we have constructed 
the next algorithm. 

 
3.2  Algorithm for Isomorphic Structure 

 
A node degree d(v) of a node v of a graph G is a 

number of branches incident to node v in G. A degree 
sequence S of a graph G is a sequence of node degrees of 
all nodes of a graph G. We assume that S is arranged in a 
decreasing order and separated into subsequences S1, 
S2,･･･,Sm, where Si includes the same degrees. In general, 
two graphs GA and GB must have the same degree 
sequences SA and SB to be isomorphic. Then we assume 
that degree sequences SA and SB corresponding to graphs 
GA and GB are composed with the same subsequences SA 
=SB=(S1, S2, ･ ･ ･ ,Sm). The number of nodes for 
subsequence Sk is denoted by |Sk|.  

Outline of the algorithm to determine isomorphism 
between GA and GB is as follows.  
 
Algorithm Isomorphic 
 
Step1. Set k=1(Subsequence k is noticed). 
 
Step2. Generate next permutation of |Sk| nodes  

corresponding to Sk of SB.  
If permutation exhausted, GA is not isomorphic to  
GB (terminate the algorithm). 

 
Step3. Examine adjacency relations of graphs GA and  

permuted GB within the range of S1 ~ Sk. 
If this examination has succeeded and k<m, then  
set k ← k+1 and go to Step2. 
If this examination has succeeded and k=m, then  
GA is isomorphic to GB (terminate the algorithm). 
 

Step4. Otherwise, set k ← k-1 and return to Step2. 
 

For programming of this algorithm, the generation of 
permutation in Step2 is skipped for subsequence Sk with 
|Sk|=1. 

Using this algorithm, all graphs with the maximum 
number of trees in Table 1 have been found out to be 
isomorphic. Of course, cases of symmetric structures are 
omitted. For another initial graph of star-shaped tree 
shown in Fig.2(b) with nodes n=8, the number of 
isomorphic graphs are shown in Table 2.  

Isomorphic graphs have appeared many times in the 
process of continuous branch additions. The rate of a 
number of cases that give two or more isomorphic graphs 
is 9/14=64% in Table 1, and 15/20=75% in Table 2. 
 

3.2  Estimation of Graphs with the Maximum  
Number of trees by Connectivity 

 
The number of trees of a graph G has the relation with 

the reliability of communication networks with the same 
branch probability p.  
As another criterion to estimate communication networks, 
we introduce the connectivity of corresponding graph. 

Table 2. Isomorphic graphs with the same maximum 
 number of trees started from Fig.2(b). 

Added 
branch 

Total 
branches b 

Max. number 
of trees 

Isomorphic 
graphs* 

0 7 1 1 
1 8 3 21 
2 9 9 10 
3 10 27 3 
4 11 72 6 
5 12 168 4 
6 13 377 4 
7 14 841 1 
8 15 1537 7 
9 16 2800 2 

10 17 4928 1 
11 18 8056 4 
12 19 12440 2 
13 20 19200 1 
14 21 28800 1 
15 22 40800 4 
16 23 57600 1 
17 24 80640 3 
18 25 110592 2 
19 26 147456 3 
20 27 196608 2 
21 28 262144 1 

* Number of isomorphic graphs including itself 
 

A local connectivity k(i,j) between distinct two nodes i 
and j of a graph G=(V,E) is the minimum number of 
nodes removed to separate G. Then the connectivity of 
 

Table 3. Connectivity k(G) of the graph G 
appeared in Table 1. 

Branches b Ideal k Real k(G) 
6 1 1 
7 2 2 
8 2 2 
9 2 2 

10 2 2 
11 3 3 
12 3 3 
13 3 3 
14 4  3* 
15 4 4 
16 4 4 
17 4 4 
18 5 5 
19 5 5 
20 5 5 
21 6 6 
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Table 4. Connectivity k(G) of graphs started 
from series branch tree of nodes n=8. 

Branches b Ideal k Real k(G) 
7 1 1 
8 2 2 
9 2 2 

10 2 2 
11 2 2 
12 3 3 
13 3 3 
14 3 3 
15 3 3 
16 4 4 
17 4 4 
18 4 4 
19 4 4 
20 5  4* 
21 5  4* 
22 5 5 
23 5 5 
24 6 6 
25 6 6 
26 6 6 
27 6 6 
28 7 7 

 
 
graph G denoted by k(G) is the minimum value of local 
connectivity k(i,j). Connectivity k(G) represents the 
strength of the network against damages of nodes and 
branches. 

Table 3 shows a comparison between ideal connectivity 
k and real k(G) for the graphs in Fig. 2. Ideal connectivity 
k is given by [2b/n], where [ ] denotes Gaussian 
notation[1]. Table 4 shows for graphs started from series 
branch trees with n=8. 

From Tables 3 and 4, graphs with the maximum 
number of trees constructed by algorithm Max-trees give 
good results in most cases except for cases marked with *. 

Graphs shown in Tables 3 and 4 started from series 
branch trees tend to balance node degrees into two 
consecutive integers.  
 
 
 
 
 
 
 
 
 
 

5. Conclusion 

 
We demonstrated that graphs with maximum number of 

trees constructed by simple algorithm Max-trees have 
isomorphic structures in. many cases as more than 60%. 
Graphs with the maximum number of trees are needed to 
be the models of reliable networks. 

Connectivity k(G) of a graph G is adapted as an another 
criterion to estimate the strength of networks against 
damages of nodes and branches. Except for few cases 
graphs with maximum number of trees give good 
performance.  

We used computer algorithm to examine isomorphism 
for graphs with the same number of nodes n, branches b, 
and trees. If the same numbers of trees means isomorphic 
of graphs, it is very easy to examine isomorphism. This is 
the future problem. 
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Abstract 
 

Network reliability is the probability that all stations of 
the network are connected by only unfailing links under 
independent link failures. The communication network 
can be represented by an undirected graph G, where 
communication stations and links are corresponding to 
nodes and branches of its graph, respectively. Therefore, 
network reliability can be defined as the probability that 
there exists at least one tree in the corresponding graph. 
We assume that each branch connects its two end nodes 
with the same independent probability p and disconnects 
with probability q=1- p. In case of p≒1 or p≒0, it is 
known that the most reliable network has the maximum 
number of trees within graphs of n nodes and b branches. 

In this paper, we present a network reliability Pr(G) 
and a number of trees t(G) of graph G by using the 
generation algorithm of exclusive events which include 
trees. Then given two graphs GA and GB with same 
numbers of nodes n, branches b, and different number of 
trees t(GA)<t(GB), we demonstrate network reliabilities 
Pr(GA)<Pr(GB) with respect to probabilities p(0<p<1) in 
case of smaller graphs with n=4, b=4 and n=5, b=7. 

Keywords: Network reliability, Number of trees, 
 Exclusive events  
 

1 Introduction 
 

If we focus on relations of connection between stations 
by links, the communication network can be represented 
by an undirected graph G, where communication stations 
and links are corresponding to nodes and branches of its 
graph, respectively. A graph denoted by is 
composed with a node set V and an edge set E. For 
simplicity, graph G is assumed a simple graph which is an 
undirected graph with no self-loops and no multiple 
branches.  

),( EVG =

Network reliability is defined as the probability that all 
stations of the network are connected by only unfailing 
links under independent link failures. Then the network 
reliability Pr(G) of a graph G is a probability that there 
exists at least one tree composed with only normal 
branches.[1],[2] Namely, if we can obtain all trees of 
graph G as T1, T2, ･ ･ ･ ,Tk, then Pr(G) would be 

represented by expression (1) below.  
 
Pr(G)= Pr(T1∪T2∪･･･,∪Tk)      (1) 
 
It is not an efficient method to expand expression (1) to  

calculate Pr(G) for a large graph G with relatively many 
trees k= t(G). To avoid these tedious operations, the 
procedure was proposed that generates exclusive events 
including trees and cuts of graph at the same time.[1] This 
procedure can also calculate probability Pr(G) within an 
arbitrary error. Now, assuming each branch connects its 
two end nodes with independent, equal probability p and 
disconnects with probability q=1-p, it is known that the 
most reliable network has the maximum number of trees 
in case of p≒1 or p≒0.[2]  

We first present a procedure to estimate the number of 
trees t(G) and the network reliability Pr(G) of graph G by 
using the generation algorithm of exclusive events 
including trees of graph G.  

Next, given two graphs GA and GB with same numbers 
of nodes n, branches b, and different number of trees 
t(GA)<t(GB), we demonstrate network reliabilities 
Pr(GA)<Pr(GB) with respect to probabilities p(0<p<1) in 
case of smaller graphs with n=4, b=4 and n=5, b=7.  
 
2 Preliminary  
 

First, we introduce some graph theoretical notations. A 
graph denoted by G is composed with a node set and a 
branch set. In graph G, we denote an event of existing 
branch e by e, and an event of not existing branch e by e . 
Union and product of events are denoted by + and ･, 
respectively. Then two events andiτ jτ ( ji ≠ ) that 
include at least one tree of G are said to be exclusive 
events if ･

iτ jτ =φ(empty event). Union event [G] of 
exclusive tree events including all trees of G can be 
generated by next expression (2) with respect to a 
multiple branch { , ,･･･, } of k(k≧1) branches.[1] 

XT

1e 2e ke
 
XT [G]=( + +･･･+ )･ [G( + +･･･+ )] 1e 2e ke XT 1e 2e ke
⊕ ( 1e ･ 2e ･･･ ke )･ [G(XT 1e ･ 2e ･ ･･･ ･ ke )]   (2) 

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 160



where, G( + +･･･+ ) and G(1e 2e ke 1e ･ 2e ･ ･･･ ･ ke ) are 
graphs derived from G by short circuiting and open 
circuiting all branches of multiple branch { }, 
respectively. denotes direct sum of exclusive events. 
As the result of repeating (2), we have obtained next 
expression (3).  

keee ,,21 , ・・・

⊕

 

XT [G]＝ 1τ ⊕ 2τ ⊕ ･･･⊕
Xtτ  

iτ ＝∏                 (3) 
−

=

+++
1

1
21 )(

n

j
ijkijij eee ･･･

・∏
=

s

miii eee
1

21 )(
l

lll ･････・ ； i＝1,2,･･･,  Xt

 
where, n denotes the number of nodes, s is the number of 
multiple branches short circuited in j-th order and open 
circuited in l -th order respectively, and  is the 
number of exclusive tree event. Since simultaneous 
occurrence probability Pr(

Xt

iτ ･ jτ ･･･ kτ )=0  

 ( ) with respect to these kji ≠≠≠ ･･･ iτ ’s, network 
reliability Pr(G) result in (4). 
 

Ｒ(G)＝Pr( [G])＝ Pr ＝  XT U
Xt

i
i

1

)(
=

τ ∑
=

Xt

i
irP

1
)(τ

 (4) 

Pr( iτ )＝∏ ∏ ･∏ ∏  
−

= =

−−
1

1 1

))1(1(
n

j

k

h
ijhp

= =

−
s m

h
hip

1 1

))1((
l

l

 
3 Number of trees and network reliability  
 

Figure 1 shows two graphs G1 and G2 with same 
numbers of nodes n＝4 and branches b＝4.  

 
 
 
 
 
 
 
 
 
 
 
Figure 2 represents the process of generating 

exclusive tree events iτ  using (2) with respect to (multiple) 

branch incident to a node in the order of 1,2,･･･ of graph G1 
in Fig.1(a), where  each branch is discriminated by symbols 

, , and . As shown in Fig.2, graph Ga b c d 1 has =2 

exclusive tree events 
Xt

1τ and 2τ , where 1τ and 2τ include 
two and one trees, respectively. Then the total number of trees 
t(G1)＝3. Now if all of four branches of G1 operate normally 
by the same probability p(q=1-p), the network reliability
Ｒ(G1) of corresponding graph G1 can be calculated into  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
expression (5) using (3) and (4).  
 

Ｒ(G1)＝Pr( [GXT 1])＝Pr  U
Xt

i
i

1

)(
=

τ

 
＝               (5) qpqp 322 )1( +−

 
For graph G2 in Fig.1(b), next three exclusive tree 

events were derived in similar way.  
 

1τ = )( dcab +  

2τ = dcba  

3τ = bdca  
 
As a result of these exclusive events, the number of 

trees is t(G2)=4. For equal branch probability p (q=1-p), 
network reliability was obtained as (6). 

 
Ｒ(G2)=                  (6) qpqp 322 2)1( +−
 
Figure 3 shows two graphs G3 and G4 with n=5, b=7. 
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Fig.1. Graphs n=4, b=5. 
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Fig.2 Generation of exclusive 
tree events. 
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Fig.3 . Graphs with n=5, b=7.
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In the similar way as graph G1, there are 8 exclusive 
tree events that each includes 1~8 trees of G3. There are 
10 exclusive tree events that each includes 1~6 trees of. 
G4 Then the number of trees is t(G3)=21 and t(G4)=24. 
For equal branch probability p (q=1-p), network 
reliability was obtained as (7) and (8). 

 
Ｒ(G3)=  3222334 )1()1(42 qpqqpqp −+−+

qqp )1( 33 −+                         (7) 
 
Ｒ(G4)＝  )1)(1()1(43 32222334 qqpqqpqp −−+−+

qqpqqp )1()1( 33222 −+−+        (8) 
 
Comparing (5),(6) with (7),(8), it is observed that 

increase of nodes and branches makes reliability 
expressions rapidly complicated. 

In case of p≒1 or p≒0, the necessary condition that 
the network is most reliable becomes the graph to have 
the maximum number of trees. If the network with the 
maximum number of trees is unique, the above 
necessary condition becomes also sufficient condition.[2]  

We compare the network reliabilityＲ(G) with respect 
to branch probability p=0.1～0.9 for graphs of same 
numbers of nodes n and branches b used in Figs. 1 and 3. 

The result is shown in table 1.  
 
Table 1. Network reliability and the number of trees. 

 
Table 1 shows that graphs G2 and G4 which have larger 
number of trees give higher reliability compared with 
graphs G1 and G3. 
 

4. Conclusion 

Analytical expressions for network reliability are 

presented using exclusive tree events for smaller number 
of nodes and branches. The number of trees would play an 
important role for network reliability. Since the number of 
trees becomes huge for large graph, it is tedious to obtain 
analytical expressions of reliability. Then numerical 
computation, for example the number of trees become 
useful.[3]  
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Appendix 
 

Exclusive tree events for graph G3

1τ = ))()(( gfedcba +++  

2τ = fgedcba )( +  

3τ = )( gfedcba +  

4τ = fdgecba  

5τ = )( gedbcfa ++  

6τ = gdefbca )( +  

7τ = )( gefdcba +  

8τ = edgfcba  
 

Exclusive tree events for graph G4

1τ = )()( gecfdba +++  

2τ = gcefdba )()( ++  

3τ = egcfdba )( +  

4τ = cegfdba  

5τ = )( gecbdfa ++  

6τ = gecfbda )( +  

7τ = gecfdba )( +  

8τ = )( gfcdeba +  

9τ = fgecdba  

nodes n, 
branchesｂ n=4, b=4 n=5, b=7 

graph G1 G2 G3 G4

trees t(G) 3 4 21 24 

  Network relia. 
        R(G) 
branch prob. p 

R(G1) R(G2) R(G3) R(G4) 

0.9 0.8748 0.9639 0.90345 0.98415 
0.8 0.7168 0.8704 0.79299 0.91750 
0.7 0.5488 0.7399 0.65283 0.78753 
0.6 0.3888 0.5904 0.48833 0.60653 
0.5 0.25 0.4375 0.32031 0.40625 
0.4 0.1408 0.2944 0.17490 0.22528 
0.3 0.0648 0.1719 0.07234 0.09428 
0.2 0.0208 0.0784 0.01834 0.02413 
0.1 0.0028 0.0199 0.00145 0.00192 

10τ = fgedcba  
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Abstract  
In this paper, a method of separating the acoustic signals of 
motors and gears of mechanical devices by using the 
independent component analysis (ICA) with band-pass 
filters is proposed. The frequency distribution of a recorded 
acoustic signal of the operating mechanical device can be 
divided into three fields, the low-frequency field, which 
corresponds to the frequency characteristics of the gear, 
the medium-frequency field, which is mixed with the 
frequency characteristics of the gear and the motor, and the 
high-frequency field, which corresponds to the frequency 
characteristics of the motor. Since only the medium-
frequency components are the mixture of acoustic signals of 
gears and motors, the ICA with band-pass filters is 
expected to separate the acoustic signals of motors and 
gears more accurately than the conventional ICA. The 
simulation and experimental results show that the proposed 
method can separate the acoustic signals of motors and 
gears of mechanical devices successfully.  

Keywords:   
ICA, Signal processing, Neural Networks  

Introduction  

In the quality evaluation of mechanical devices, it is 
important to separate the acoustic signals of motors and 
gears in order to identify the causes of failures. The ICA 
method, which is developed to solve the cocktail-party 
problem, can separate two independent acoustic signals 
from their mixtures by using the information measure of 
statistically independent properties [1]-[3]. However, many 
applications in practice denote that the ICA does not 
perform well in separation by using the observed acoustic 
signals directly [4]-[5]. In order to separate the independent 
acoustic signals correctly, additional data processing is 
necessary before applying the ICA. 
 
By applying the fast fourier transform (FFT) to a recorded 
acoustic signal of the operating mechanical device, we 
observe that its frequency distribution can be divided into 
three fields, the low-frequency field, which corresponds to 
the frequency characteristics of the gear, the medium-
frequency field, which is mixed with the frequency 
characteristics of the gear and the motor, and the high-
frequency field, which corresponds to the frequency 
characteristics of the motor. Since the frequencies of a 

motor may be harmonics of the fundamental frequencies of 
a gear, which causes the independence assumption of the 
sources to fail and affects the separation accuracy. 
Therefore, the mixed acoustic signals with less frequency 
components are expected to be separated more accurately. 
In this paper, the ICA with band-pass filters is used to 
separate the acoustic signals of gears and motors. We first 
record the acoustic signals of the operating mechanical 
devices. By applying the band-pass filters, the respective 
components of low- frequency, medium-frequency and 
high-frequency can be obtained. Then the medium-
frequency components are given to the ICA. After 
separation, the acoustic signals of gears and motors are 
recovered by adding the low-frequency and high-frequency 
components to the separated results, respectively. In this 
paper, the mixtures of two independent signals are also 
designed to simulate the separation process of acoustic 
signals of a gear and a motor. Both the simulation results 
and the experimental results show that the better separation 
results can be obtained by using the mixed medium-
frequency field than using the whole frequency field.  

Simulation Results 

Suppose there are two independent signals 1s  and 2 , their 
frequency characteristics are illustrated in Figures 1 and 2, 
respectively where ,  and  are constant and  is 
variable.  

s

1f 2f 4f 3f
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 2f Frequency 
 
Figure 1 - Frequency characteristic of  1s
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4f  Frequency 
 
Figure 2 -  Frequency characteristic of . 2s
If we use two microphones to record the acoustic signals, 
we have two observed signals 1111  )( satx = ,212 sa+  

.)( 2221212 sasatx +=  We use the ICA to separate the two 
independent signals  and  from the observed signals. 1s 2s
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Table I shows the separation results where “Y” denotes that 
the independent signals 1s  and 2  can be separated 
correctly and “N” denotes that they cannot be separated 
correctly. From Table I, it can be seen  that sometimes we 
fail in separating the acoustic signals  and  by using 
the observed signals  and  directly. 

s

1s 2s
1x 2x

  
 Table I - Separation results of observed signals (unit: Hz) 

3f  30 40 50 60 70 80 90 100 110 
Y/N Y Y Y N Y Y Y N Y 

3f  120 130 150 160 170 180 190 200 210
Y/N N Y Y Y Y N Y Y Y 

3f  220 230 
Y/N Y Y 

201 =f 1402, =f 2404 =f,  

 
However, after filtering the frequency components 1  and 

4  with a band-pass filter, the frequency components 2  
and 3  can be separated successfully by using the ICA. 
Thus, the original acoustic signals 1s  and  can be 
obtained by adding the frequency components 1  and 4  
to the separation results of the ICA, respectively. As an 
example, Figures 3 and 4 show the frequency 
characteristics of separated signals  and  by using the 
ICA with band-pass filters, respectively where 

. From these figures, it can be seen that the 
two acoustic signals of  and  are separated correctly. 

f
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Figure 3 - Frequency characteristic of separated signal  
with band-pass filters 
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Figure 4 - Frequency characteristic of separated signal 

 with band-pass filters. '2s
 

Similarly, other unsuccessful separation experiments of 
Table I are redone by using the ICA with band-pass filters. 
The simulation results show that all the signals are 
separated successfully. And the separation experiments of 
mixed acoustic signals with multi-frequencies also show 
that the ICA with band-pass filters performs better than the 
conventional ICA in acoustic signals separation. 

Experimental Results  

According to the above simulation results, we separate the 
acoustic signals of motors and gears of mechanical devices 
by using the ICA with band-pass filters. The acoustic 
signals recording system is shown in Figure.5. Two 
microphones, which are held in different locations, are used 
to record the acoustic signals of operating mechanical 
devices. By applying the band-pass filters, we obtain the 
respective components of low-frequency, medium-
frequency and high-frequency. Since only the medium-
frequency components are the mixture of acoustic signals 
of gears and motors, we input the medium-frequency 
components to the ICA. Then the acoustic signals of gears 
and motors can be recovered by adding the low-frequency 
and high-frequency components to the separation results of 
the ICA, respectively.  
 
 

Motor 
Gear Box 

 
 
 50 mm 

30 mm 
 
 Microphone R Microphone L 
 
 100 mm 

Figure 5 - The acoustic signals recording system 
 
An example of acoustic signals recorded by microphones L 
and R are shown in Figures 6 and 7, respectively where the 
sampling rate is 8,000. Their frequency characteristics are 
shown in Figures 8 and 9.  
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Figure 6 - Acoustic signal recorded by the left microphone 
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Figure 7 -  Acoustic signal recorded by the right 
microphone 
Since the rotational speed of the motor is 3600 rpm and the 
rotor has 12 poles, the fundamental frequency of the motor 
is about 360 Hz. Similarly, since the gear ratio is 30:1, the 
fundamental frequency of the gear is about 12 Hz. Thus, it 
can be considered that the medium-frequency is the range 
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of 300 to 2,000 Hz and the relevant band-pass filters are 
designed. 
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Figure 8 -  Spectrum of acoustic signal of left microphone 
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Figure 9 -  Spectrum of acoustic signal of right microphone 
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Figure 10 - Spectrum of Figure  8 with a band-pass filter 
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Figure 11 -  Spectrum of Figure 9 with a band-pass filter 
 
In Figures 10 and 11, the medium-frequency fields of 
acoustic signals of left and right microphones with the 
band-pass filter are given respectively. The filtered signals 
are used as the input of the ICA. The spectra of the 
separated acoustic signals are shown in Figures 12 and 13. 
Since a peak of amplitude nearby 1,000 Hz, which is about 
3 times of the fundamental frequency of the motor, can be 
observed in Figure 12, it is regarded that Figures 12 and 13 
show the medium-frequency fields of acoustic signals of 
the motor and the gear, respectively.  
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Figure 12 - Spectrum of the separated acoustic signal by 
using the ICA with a band-pass filter (motor) 
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Figure 13 - Spectrum of the separated acoustic signal by 
using the ICA with a band filter-pass (gear) 
 
To verify the effectiveness of our proposed method, we also 
give the separation results by applying the recorded 
acoustic signals of mechanical devices to the ICA directly. 
The frequency characteristics of the separated acoustic 
signal are shown in Figures 14 (a) and 15 (a), and the 
medium-frequency characteristics are shown in Figures 14 
(b) and 15 (b). Comparing with Figures 8 and 9, it can be 
concluded that Figures 14 and 15 show the frequency 
characteristics of the motor and the gear, respectively. 
 
From the above figures, it can be seen that the ICA with 
band-pass filters performs better than the conventional ICA 
in acoustic signals separation. The spectrum of Figure 14 
(b) is similar with the one of Figure 15 (b), especially the 
peaks of amplitudes appeared in both figures, which are 
located in the multiple of fundamental frequency of the 
motor, denote that the separation results of acoustic signals 
of the motor and the gear are not good. 
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Figure14 (a) - Frequency characteristics of the separated 
acoustic signal by using the ICA (motor)  
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Figure 14 (b) - Medium-frequency characteristics of the 
separated acoustic signal by using the ICA (motor). 
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Figure15 (a) - Frequency characteristics of the separated 
acoustic signal by using the ICA (gear)  
 

0.0001

0.001

0.01

0.1

1

10

100

1000

A
m

pl
itu

de
 [d

B
]

Frequency [Hz]  
Figure 15 (b) - Medium-frequency characteristics of the 
separated acoustic signal by using the ICA (gear) 
 
The acoustic signals of the gear and the motor are 
recovered by adding the low-frequency and high- frequency 
components to the separation results of Figures 12 and 13, 
respectively. The spectra of recovered acoustic signals of 
the gear and the motor are shown in Figures 16 and 17 
where the amplitudes of medium-frequency are adjusted 
according to the amplitudes of low-frequency and high-
frequency, respectively. Comparing with the above figures, 
it can be concluded that the separation results are 
reasonable. The separated acoustic signals of the gear and 
the motor are also checked by a technician, the sounds of 
the motor and the gear denote that the acoustic signals of 
the gear and the motor are separated successfully by using 
the ICA with band-pass filters. 

Conclusions 

In this paper, a method of separating the acoustic signals of 
gears and motors of mechanical devices by using the ICA 
with band-pass filter is proposed. The simulation results 
denote that the mixed acoustic signals with less frequency 

components can achieve better separation performance by 
using the ICA. Therefore, for those independent signals 
which are mixed only in medium-frequency field, the ICA 
with band-pass filters can separate the independent original 
signals more accurately than the conventional ICA. Using 
the proposed method, we have solved the acoustic signals 
separation problem of gears and motors of mechanical 
devices successfully.  
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Figure 16 - Spectrum of recovered acoustic signal of the 
gear 
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Figure 17 - Spectrum of recovered acoustic signal of the 
motor 
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Abstract  
This paper addresses the reliability of neuro-classifiers for 
bank note recognition. A local principal component 
analysis (PCA) method is applied to remove non-linear 
dependencies among variables and extract the main 
principal features of data. At first the data space is 
partitioned into regions by using a self-organizing map 
(SOM) model and then the PCA is performed in each 
region. A learning vector quantization (LVQ) network is 
employed as the main classifier of the system. By defining 
a new algorithm for rating the reliability and using a set of 
test data, we estimate the reliability of the system. The 
experimental results taken from 1,200 samples of US dollar 
bills show that the reliability is increased up to 100% when 
the number of regions as well as the number of codebook 
vectors in the LVQ classifier are taken properly. 

Keywords:   
Bank Note Classifier, Neural Networks, Reliability 

Introduction  

The recognition of bank note recently has been concerned 
effectively by using of neural networks, and it is shown that 
neuro-classifiers are robust for recognition of defective, 
taint, and worn out bank note. Takeda et al. [1]  have used a 
random mask for preprocessing the data and then a multi-
layer neural network as the classifier for recognition of 
bank note. Teranishi et al. [2] have applied a method based 
on acoustic cepstrum patterns for extracting the features of 
bill and then a competitive neural network as the classifier. 
Tanaka [3] has employed a probabilistic principal 
component analysis (PCA) for extracting the main 
characteristics of bill data. 
Due to high risk of misclassification in such systems, the 
reliability of recognition becomes of a high importance. 
Basically the classifier must be fully robust for frayed or 
dirty bills of different models, and also has insensitivity to 
shift rotation and different directions of inserting bill. In 
fact, even if the classification rate is 100% over the data 
space, still it is necessary to make sure about the reliability 
of classification over all variety of real data.  
We have already proposed in our pervious study [4] a 
method which uses the PCA algorithm for extracting the 
features of bill image data and utilizes a learning vector 
quantization (LVQ) network as the main classifier, where 
the reliability is evaluated thorough a new defined 
algorithm using Gaussian mixture densities for distribution 
of data. We have found out that in case of large variability 

in input data or any non-linear correlation between the data, 
some additional discrimination process is needed to keep 
the reliability high enough. 
As the main limitation of PCA is its global linearity, that is, 
it only defines a linear projection of data and does not 
model non-linear relationship among variables, some 
developments of non-linear principal component analysis 
(NLPCA) have been presented to address this limitation [5]. 
However, both PCA and NLPCA algorithms try to model 
the entire data by the same global features. As an 
alternative, the complexity of the data can be modeled by 
using a mixture of the local linear PCA. The local PCA 
algorithm clusters the input data into regions and performs 
PCA on the data that falls within each region.  
In this paper, we apply a local PCA method where a SOM 
model is used as for clustering the data into homogenous 
regions. Our approach is similar to Kerschen [6] in the sense 
of local PCA application but differs in the clustering method 
as he has used vector quantization (VQ) for clustering phase. 
The current system is intended for classifying different kinds 
of bank note, however, we examined only US dollar bills. 
The experimental results show a growth in reliability by 
0.2% after using feature extracted by the local PCA model 
comparing to the method based on the conventional PCA, 
and a growth by 2.3% comparing to classification without 
the PCA.  

Bill Data Preprocessimg  

The original image of bill money comes as a 10x170 array 
of data taken through three main advance sensors and two 
auxiliary ones. Each sensor uses two different waves lengths 
for generating two channels of data. At first by using a linear 
function we generate a new channel of data based on two 
channels of each sensor. Thus totally 15 channels are 
obtained among them we select 6 main channels which 
represent the main characteristic of data. A simple 
compression algorithm is used to reduce the size of data 
from 170 pixels in each channel to 30. Then a linear 
transformation is applied for normalization as follow: 

CG
S

xxz
x

i
i +

−
=  

where xi is the pixel value in each channel, x  is the mean 
value of pixels, Sx is standard deviation, and G=512 and 
C=128 are the coefficients of gain and offset, respectively 
whose values are taken experimentally. Thus, a matrix of 
6x30 size is provided for using in feature extraction step. 
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Data Compression  

CA is one of the most popular methods for preprocessing, 
compression and feature extraction of data and it is 
discussed in most documents on multivariate analysis. The 
most common derivation of the PCA is in terms of a 
standardized linear projection which maximizes the 
variance in the projected space. As explained in the 
introduction, the PCA only removes linear correlation 
among the data and is only sensitive to second order 
statistics, i.e., it is assumed that the distribution of data is 
Gaussian. In case of non-linear relations among the 
variables, we need to consider higher order statistics to 
eliminate the dependencies which are not removed by the 
PCA. Here, we apply a local PCA model where the data is 
clustered into regions by using a SOM model at first and 
then the PCA is performed on the data of each region. The 
procedure is explained in the following. 

A Pre-Clustering 

SOM is shown to have desirable properties compared to 
classical clustering methods. It provides a natural measure 
for the distance of a vector from a cluster which is adaptive 
from the local statistics of the data [7]. The SOM forms a 
map corresponding to the data distribution so that regions 
of the map can be interpreted as clusters in the data space. 
The main key point is defining a set of codebook vectors mi 
, i=1,2,..,m which represent units of the map. Then as for a 
given input x, it is mapped to a unit associated to mc such 
that: 

|| x – mc || =  {|| x - m
i

min i ||} 

mi codebook vectors are updated through a training process 
iteratively as: 

mi(t+1) = mi(t) + hci(t) [x(t) – mi(t)] 
where t indicates the iteration and hci is a neighborhood 
function  taken as: 

hci =α (t). exp(-dci
2/ 2 r2(t) ). 

Here, α and r are learning rate and neighborhood radius, 
respectively both decrease monotonically as a linear 
function of time. dci is the distance between mc and mi . We 
consider a 6x5 map size for clustering the preprocessed data 
and mapping the data of 24 classes onto 30 partitions. The 
initial radius for neighborhood is taken 10 and initial 
learning rate is taken 0.2. 

B PCA Modeling 

If xi  is supposed to be an n-dimensional vector of a data set 
with i=1,…,N, then the goal of the PCA is to find r 
dimensional axes pi onto which the retained variance under 
projection is maximal. These axes are given by the 
eigenvectors associated with r largest eigenvalues of the 
covariance matrix of data as: 

Σ Φ=Λ Φ 
where Φ = [p1,,p2,…,pr] is the eigenvectors matrix, Λ is the 
eigenvalue matrix as diag{λ1,λ2,....,λρ} with λ1>λ2 >....>λρ, 

and Σ is the covariance matrix which is defined as: 
Σ = Ε [(x−µ)(x−µ)Τ] 

where µ=E[x] is the mean vector of data.  
Then the transformed data vector yi is determined as: 

yi = f (xi)  =  ΦΤ (xi - µ) 
which is a reduced r-dimensional representation of data 
vector xi.  
But here considering the q local regions which have been 
already provided by SOM, we apply a sort of functions fi (.) 
with i=1,…,q instead of a single encoding function. As we 
consider the local regions small enough according to 
number of different classes, we expect an adequate 
representation of data within each region by using this local 
PCA algorithm. The procedure is taken place as follow: 
For each cluster of data corresponding to each region of the 
SOM with the mean vector value of µj, the covariance 
matrix is estimated as: 

 ∑
∈

−−=∑
jS

T

j
j N x

jj µ)(xµx )(1
 
 
where Nj is the number of vectors lied in the cluster Sj. 
Then by determining the eigenvectors (p j1, …, p jr) of each 
matrix Σj, the function fj and thereby the transformed vector 
yi can be obtained for each region as follow: 

yi= fj(xi) = [pj1, …, pjr]T (xi -µj)            jS∈ix
As explained in the following, in this paper the data 
dimension n is 180 and the r dimension is taken as 30. The 
number of regions q is taken as 30 according to SOM 
partitions as described in the following A. 
Accordingly through application of the PCA over all 
partitions a new 30 dimensional data set is produced which 
contains the main features of 180 dimensional data. 

Classification  

Kohonen’s LVQ is a supervised learning algorithm 
associated with the competitive network [7] which basically 
consists of an input layer and an output layer, and an array 
of weight vectors wi where wij denotes a connection weight 
between the jth node in the input layer and ith node in the 
output layer (Figure 1). Given a training data set X, each 
labeled with a class identifier, and a set M of codebooks 
vectors, the LVQ network adaptively modifies these 
codebooks so that they represent the class probability 
distribution in the training data set. This modification of 
codebooks consists of applying a “punishment” when a 
codebook is near a sample of a different class and “reward” 
when it is near a sample of its own class. 
 
Since the LVQ network is beneficial in classification of 
data with large number of inputs and explanation of the 
misclassification, it is applied as the main classifier of 
present system. As we consider 6 kinds of US bills 
including 1, 5, 10, 20, 50, and 100 dollars and for each bill 
there exists 4 direction of inserting (Figure 2), totally 24 (i.e. 
6x4) output categories are considered for the classifier. The 
system is trained by taking trial number of codebook 
vectors for each class looking for the best classification rate 
and maximum reliability. A total number of 120 codebook 
vectors (averagely 5 vectors per class) is experimentally 
found to be the best. The number of iterations for each 
training epoch is taken 10,000 while a linear function as 

)/0.1()0()( Ttt −=αα is supposed for learning where T 
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is the number of iterations.. Therefore, the LVQ classifier 
has a number of 30 neurons (the number of extracted 
features) in the input layer and a number of 120 neurons in 
the output. 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 - A Schema of LVQ Network Structure 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 - Four Different Directions for Inserting a Bill 

 

Reliability Evaluation 

We propose a simple but effective algorithm for evaluating 
the classification reliability. After the LVQ classifier is 
trained and the codebook vectors are determined, the test 
data set is used to estimate the parameters of probability 
density function (pdf) supposing a Gaussian distribution 
around each codebook vector as: 
 

( )222/1 2/)(exp)2()( ii
d

iip σµξπσξ −−= −−  
 

where ξ is the distance between data vector and codebook 
vector  (i.e. || xi - mi ||) , µi  and σi  are the mean and variance 
in pdf of  codebook vector i respectively , and d is the 
dimensionality of the feature vectors (here, 30). Assuming 
the Gaussian probability density function, the interval [ µi – 
4.5σi  , µi + 4.5σi ] can be considered as an area that covers 
almost 100% of probabilities (100- 5.122 E-5). For a given 
class of codebook vectors if the densities have no overlap 
within this interval with densities of other classes, the 
reliability for this class is supposed to be 100%, but in case 
that this interval is overlapped with other classes, the 
reliability can be calculated as: 

∑ ∫ −
=

L

i
ii

ii

dpRM
θ

σµ
ξξα

5.4
)(  

where L is the number of  codebooks within each class, iα  
is a normalizing coefficient, (Σαι=1, αι> 0), and θ is the 
cross point of each pdf with the interval boundary of nearest 
density from another class (Figure 3).  
 
 
 
 
 
 
 
 
 
 
 
 

 

class1 classcclass2 

Weight Vectors wi

  x1   xj   xN

 

Figure 3 - The Overlap between Codebook Densities of  
Two Near Classes 

Thus, the total reliability rate of the system finally can be 
determined by averaging these class reliability values.  B 

 
 

Experimental Results and Discussion  C 

A set of 2,400 sample data from 6 kinds of US dollar bills 
including 1, 5, 10, 20, 50, and 100 dollar and four directions 
for each bill (i.e. 100 samples for each direction), is used for 
learning the LVQ classifier. Also a number of 1,200 samples 
containing both normal data and slightly shifted data (to 
right and left) is taken for evaluating the system (that is 50 
samples for each direction). The bills we used were of 
various levels of fatigue and made in different years. 
However, globally they can be considered as normal bills 
not frayed ones. The order of inputting data is quite random 
either in learning and testing phase. As for learning the LVQ 
classifier we have tried different number of codebook 
vectors from 3 to 10 per class looking for the best results. 
On the other hand, concerning to local PCA application, we 
have tried different number of regions from 24 to 48 as the 
output of SOM to study its influence on the classification 
and reliability. The result of classification rate and reliability 
is shown in Table 1. The reliability is evaluated through the 
algorithm we have defined in the following. As it can be 
seen in Table 1 by increasing the number of codebook 
vectors in classifier as well as the number of regions in local 
PCA process, the reliability can be increased significantly. 
We have found that by taking a number of 120 codebook 
vectors in the LVQ classifier and 30 regions for the local 
PCA the reliability of system can be extended up to 100%. 
Figure 4 indicates the relation between number of regions 
and reliability of system, clearly. As can be observed 
increasing the number of regions makes a significant 
increment in reliability value firstly but after some extend, 
the reliability is not influenced anymore by larger number of 
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regions and if the number of regions increases so much, it 
makes an inverse affect on the reliability.  
 
Table 1 –The Classification Results and Reliability Test 
Data (The Number of PCA Components in all Cases Is 30) 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4 - The Relation between the System Reliability 
and Number of Regions in Local PCA 

As we have used a test data set which contains shifting data, 
i.e., the data of bills with slightly shift to right or left at the 
inserting time, the high classification rate of system shows 
that the system is robust enough on shifting and sliding. 
 
 

Conclusions 

In this paper we have presented a local PCA approach for 
feature extraction of data in classification of bank note. The 
aim is to model the complexity of data and correlation 
between variables by using a simple linear model. The 
method first exploits a SOM model to cluster the data space 
into disjoints regions. Then a standard PCA model is 
applied in each region. The experimental results taken from 
1,200 US dollar bills show that by taking a proper number 
of regions and also an optimized number of codebook 
vectors for LVQ classifier, the reliability of system can be 
increased up to 100%. Comparing to the conventional PCA 
method which was our pervious approach, the present 
method shows a significant growth in reliability rate. 
However, we have applied only US dollars for training and 
testing the system, it can be easily generalized for other 
kinds of bank note and considered as a multi-currency 
classifier with wide variety of data. 

 
  No. of 

Codeboo
ks 

No. of 
Regions 

Recog. 
Rate 
 (%) 

Reli.  
Rate  
(%) 

1 (Standard PCA) 100 82.1 
12 100 90.1 
24 100 90.4 
30 100 94.6 

  
 

60 

48 100 94.7 
1  100 96.6 

12 100 97.5 
24 100 98.3 
30 100 98.4 

 
 

80 
 

48 100 98.4 

1  100 99.8 
12 100 99.98 
24 100 99.99 
30 100 100 

 
 

120 
 

48 100 100 
1  100 99.99 

12 100 99.99 
24 100 100 
30 100 100 

 
 

200 

48 100 100 
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Abstract 
 

The presented concept for management of distributed 

dynamic systems is based on installing in all system 

components of a universal intelligent module interpreting 

special high-level language, in which any centralized or 

distributed control can be expressed. The mission scenario 

in the language, starting from any interpreter, is collectively 

executed by their network. The interpreters perform 

appropriate operations in nodes, while passing other parts of 

the scenario, together with intermediate data, to other 

interpreters in a coordinated manner. This process covers 

the system at runtime and sets up distributed command and 

control infrastructures providing the overall integrity and 

goal orientation. The approach allows us to manage 

robotized systems in unpredictable and hostile environments, 

with possible failures of components. The language 

description and programming examples in it are provided. 

 

Keywords: crisis management, cooperative engagement 

capability, ubiquitous command and control, distributed 

systems, high level language, mission scenario, 

interpretation network, robotized systems.  

 

 

1  Introduction 
 

In managing large systems, whether civil or military, we 

usually think of them as of something already existing, with 

proper expertise in parts (nodes) and relations between them. 

We also assume that there exists a sort of command and 

control infrastructure, usually hierarchical, covering all its 

parts, through which any external orders to these systems 

are received and both internal and outside impacts 

realized. This infrastructure should also support the 

overall system stability and integrity and guide its 

internal behavior in accordance with the existing rules 

and local and global goals pursued. 
 

But in complex environments, the system 

organization may be indiscriminately damaged at any 

moment of time, with skills vanished in nodes, relations 

broken, and infrastructures destroyed.  To put the system 

back into life, we may need to restore its parts, as well as 

the whole, at runtime [1].  
 

Moreover, quite different philosophies, supported by 

new technologies, to the organization of dynamic 

emergent systems may be needed. First of all, the power 

and universality of the traditional command and control 

(or C2) may be questioned, as this already takes place in 

the area of crisis and disaster response [2,3].  
 

The C2 approach is based on the idea that the right 

way to manage disasters is through centralized control 

and hierarchies. But actual community crisis response 

networks, as indicated by reaction on the recent well 

known disasters, looked nothing like the military-like C2 

hierarchies [2]. They consisted of loosely-coupled 

collections of individuals, groups, and organizations that 

continually changed, having permeable boundaries.  
 

Rather than being organized according to the 

principles of command and control, disaster response 

activities were undertaken through a complex and varied 

set of organizational arrangements characterized by a 

high degree of emergence and improvisation. New 
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networks formed that blended the activities of existing 

organization with those of emergent groups, which dealt 

with local problems as they emerged, using the existing 

resources in novel ways. The decentralized 

multiorganizational responses appeared to be a major 

strength, rather than weakness, and a source of resilience. 

Centralization and hierarchy only slowed down and 

hampered response efforts.  
 

In this paper, we propose to automate the process of 

runtime composition of dynamic distributed systems from 

dissimilar, possibly casual, elements and creation of any 

infrastructures covering them -- by shifting the overall 

system organization to a higher, semantic level with 

orientation on both manned and unmanned systems 

dedicated to operate in emergency situations.  
 

First, we briefly describe the two well-known 

organizational approaches to distributed dynamic systems, 

namely, Cooperative Engagement Capability (CEC) and 

Ubiquitous Command and Control (UC2) [6-8]. We then 

reveal a technology, based on a higher-level control 

language, which can effectively support both CEC and UC2, 

as well as any other, especially crisis management, systems. 

Related programming examples will be presented too.  
 

The previous applications of the technology presented 

include intelligent network management, distributed 

interactive simulation, distributed knowledge bases, group 

behavior, and support of robotized infrastructures [4, 5].  

 

 

2  Basic Tends in Organization of Distributed 

Systems 
 

We outline here the CEC and UC2 approaches, 

originally with military orientation, but with obvious 

significance to any systems with limited local resources but 

oriented on global problems. The first one provides global 

awareness to the distributed system in any its local node, 

and the second one allows us restructure the system’s 

command and control at runtime, without loss of global 

functionality and goal orientation. CEC and UC2 actually 

complement each other, rather than compete, with UC2, 

however, being potentially a broader approach, covering the 

CEC capabilities as well. 

 

2.1  Cooperative Engagement Capability 
 

The Cooperative Engagement Capability [6] brings a 

new power to distributed systems, not by adding new sensor 

and impact components, but by distributing data from them 

in a significantly different manner. CEC fuses high quality 

tracking data from participating sensors and distributes it to 

all other participants in a filtered and combined state, using 

identical algorithms to create a single, common picture. 

CEC has a robust communications system with considerable 

improvement to bandwidth and countermeasures, as well as 

the advantages offered by the global positioning system. 

CEC’s main components and functions are as follows. 
 

The Data Distribution System provides line-of-sight 

(LOS) communication with other units. The Cooperative 

Engagement Processor provides processing of data received 

from other units and incorporates it with own platform data 

to form a single composite data, forming the same 

picture on each unit. The Data Distribution Function 

provides real time data transfer in LOS and over-the-

horizon. The Command/Display Support Function 

performs doctrine management and distribution, also 

group operations in defending against threats.  The 

Sensor Cooperation Function provides increased 

detection and track performance by using composite 

track data from active sensors.  The Engage Decision 

Function provides the capability for decisions to be made 

by an automated process based on doctrine entered by 

the Net Control Unit. The Engagement Execution 

Function supports the control process for impact of 

designated targets and responds to command directions 

and decisions.  

 

2.2  Ubiquitous Command and Control 
 

A Ubiquitous Command and Control system [7, 8] is 

a system of assets, all of which possess a similar C2 

capability. UC2 systems represent devolution of decision 

making power from C2 centers to platforms which are 

designed to provide alternative functionality. Under this 

philosophy, command and control becomes an additional 

function performed in any manned or unmanned units, 

and ubiquitous C2 systems are so named because they 

advocate a C2 capability on every platform.  Automation 

is the primary mechanism for acquiring a similar C2 

capability in any unit, and some decision making can be 

fully automated. Other aspects will perform better with 

human interaction, with the choice between the two 

being mediated empirically.  
 

The automated and human decision making are fully 

integrated, and this includes the option of allowing the 

machine to override or substitute the human. UC2 

systems primarily endorse a distributed and decentralized 

management structure. It also introduces a command 

fusion problem, as each decision maker may fuse 

requests for its resources from multiple sources. In the 

information age, C2 centers may often become the prime 

targets for surgical impacts. In defending against the 

latter, one approach is to build duplicate C2 centers. 

Supporting this, UC2 also enables C2 functionality to 

reconfigure as necessary, offering greater sustainability, 

as well as quality of system performance, with graceful, 

rather then instantaneous, degradation. 

 

 

3   Flexible Distributed Management Model 
 

The distributed computation and control model and 

technology, previously known as WAVE [4] and 

WAVE-WP (or World Processing) [5], is based on a 

higher-level language describing parallel distributed 

solutions in computer networks as a single seamless 

spatial process rather than traditional collection and 

interaction of parts (agents). Communicating copies of 

the language interpreter (as universal control modules U 

in Fig. 1) should be installed in important system 

resources (like internet hosts, mobile robots, or mobile 

phones), which may be emergent. Parallel spatial 

scenarios written in the language can start from any 
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interpreter, covering the network at runtime, cooperating or 

competing with each other in the distributed space. 

 

Self-evolving scenario

Emergent 
resources 

Universal 
control

U U

U

 
 

Figure 1. The universal control network. 

 

The spreading scenarios can create dynamic knowledge 

infrastructures arbitrarily distributed between computers 

(robots). Subsequently or simultaneously navigated by same 

or other scenarios, these infrastructures can effectively 

support distributed databases, command and control, global 

situation awareness, parallel inference, and autonomous 

decisions. It is possible to operate in this seamless virtual 

world fully ignoring its physical distribution, whereas 

virtual networks can migrate (partially or as a whole) in 

physical networks while being processed. The distributed 

virtual world can optimize and guide movement and 

operations in the physical world, say, by robotic groups 

(armies). 
 

The system mission in the language sets what the system 

should do in a distributed space rather than how to do this, 

which resources to use, or how C2 should be organized. The 

main burden on actual composition of the system, its 

internal organization, and runtime recovery is shifted to 

efficient distributed implementation of the scenario 

language. This allows us to continuously support the 

development of missions and global goal orientation 

regardless of the state of system resources, keeping the 

system operable if at least a single node remains functional. 

Any top down, bottom up and combined solutions are 

available within this spatial programming paradigm. The 

approach often provides hundreds of times application code 

reduction and simplification, allowing us to concentrate on 

efficient global solutions rather than implementation details. 

 

 

4  Distributed Scenario Language 
 

Let us symbolically call it within the current application 

context as Distributed Scenario Language (or DSL), 

whereas the earlier versions carried names WAVE [4], 

WAVE-WP [5], and WPL [9]. The DSL syntax in the most 

general form can be represented as follows: 
 

    wave       →   rule ({ move , }) 

    move      →    constant | variable | wave  

    variable  →   nodal |  frontal | environmental  
 

The program, or wave, is represented as one or more 

constructs called moves, which are separated by a comma 

and embraced altogether by another construct called rule (in 

the functional style, using parentheses). The name 

“wave” reflects the general space navigation ideology of 

the approach, where the program code can cooperatively 

cover the distributed system in parallel wavelike steps. 

And similarly, “move” highlights the potential mobility 

of all language constructs. 
 

Rules serve as various supervisory, regulatory, 

coordinating, integrating, navigating, and data processing 

functions, operations or constraints over moves, which, 

for example, may be:  
 

• elementary arithmetic, string or logic operations on 

data returned by moves;   
 

• hops in physical, virtual or combined spaces 

parameterized by moves;   
 

• hierarchical fusion and return of (remote) data 

provided by moves; 
 

• parallel and distributed control over the development 

of moves as programs, covering control flow of usual 

languages too; 
 

• special contexts of navigation in space, for example, 

causing creation of different infrastructures by the 

evolving and spreading moves. 
 

• sense of values expressed by moves, for their proper 

use by other rules. 
 

Moves can represent values directly, as a constant or 

variable, or can recursively be arbitrary waves 

themselves. Variables can be classified as nodal, or 

stationary, associated with space positions and shared by 

different waves; frontal, moving in space with the 

program control; and environmental, accessing the 

navigated environment in the points reached. If control 

splits by parallel moves, each move receives independent 

copies of all frontal variables. Constants may reflect 

information or physical matter, the latter to be processed 

if proper physical equipment is available. 
 

Wave is applied in a certain position of the 

distributed world, providing data processing and space 

navigation and transformation, eventually terminating in 

the same or in other positions (which may be multiple 

and remote). It provides final result that unites local 

results in the positions (or nodes) reached, and also 

produces a resultant control state. These two can be 

subsequently used for further data processing and 

decision making on higher program levels. 
 

If moves are set to advance in space one after the 

other (defined by a proper rule), each new move is 

applied in parallel in all the nodes reached by the 

previous move, with the rest of the program also moving 

to the new locations (virtually or if needed, physically). 

Different or same moves (by other rules) can also apply 

independently from the same node, reaching new nodes 

asynchronously and in parallel. 
 

The syntax shown above can represent any program 

in DSL, but if convenient, other notations can be used, 

like the infix one. For example, the program  
 

advance (move1, move2, move3)  
 

ordering three moves develop sequentially, each move 
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from the positions in space reached by the previous move, 

can be represented as: 
 

move1. move2. move3 
 

with the period indicating advancement in space. Similarly, 
 

parallel (move1, move2, move3) 
 

can be written as: 
 

move1; move2; move3  
 

with the semicolon setting independent and parallel 

development. As another example,  
 

assign (R, multiply (sum (a, b, c), d))  
 

can be substituted by: 
 

R = (a + b + c) * d  
 

For improving readability, spaces can be inserted in 

arbitrary places of the programs; they (as well as carriage 

returns) will be automatically removed (except when reside 

in strings in quotes) during the program interpretation. Also, 

it is often useful to show programs using indentations, with 

placing related opening and closing parentheses exactly one 

over the other. 
 

More details about different constructs and their 

meanings can be obtained from the previous versions of the 

language [4, 5]. 

 

 

5  Parallel Language Interpretation 
 

The peculiarities of the syntax and semantics of DSL 

allow us to provide its effective, fully distributed and 

parallel, interpretation without central resources. During this 

process, the spatial unwrapping and replication of the 

recursive program formula takes place, rather than its 

traditional reduction. 
 

A DSL program covers and matches the physical or 

virtual world in parallel, establishing full control over the 

distributed space. Each operation is performed in the 

reached nodes on local data there (environmental, and in 

nodal variables), on what has been brought to these nodes in 

frontal variables with the program control, and on the 

obtained and returned results (possibly, remote) by 

subordinate waves.  
 

The intermediate and final results of the work of DSL 

programs may be scattered throughout the whole navigated 

space; they may be grouped and returned into a certain point 

(or points) if this is needed. Different evolving parallel and 

distributed waves can cooperate or compete in the common, 

open, distributed space. 
 

The DSL interpreter consists of a number of specialized 

modules working in parallel (like parser, data processor, 

control processor, and communication processor). These 

are handling and sharing specific data structures supporting 

persistent virtual worlds and temporary hierarchical control 

mechanisms, like wave queue, incoming and outgoing 

queues, local part of the distributed knowledge network, 

track forest, nodal, environmental and frontal variables, etc. 

[4, 5]. 
 

The interpreter may have its own physical body (say, in 

the form of mobile or humanoid robot), or can be 

mounted on humans (e.g. in mobile phones). The whole 

network of the interpreters can be mobile and open, 

changing the number of nodes and communication 

structure between them, as robots or humans can move at 

runtime. The DSL operations may trigger a combination 

of data processing and physical movement in space, with 

exchange of information and physical matter between the 

interpreters both electronically and in a direct contact. 

 

 

6 Dynamic Creation of Distributed 

Infrastructures 
 

We will consider here simplified programs in DSL, 

which are creating different infrastructure topologies 

over the distributed, and possibly scattered, system nodes. 

The main feature of all these programs is that they can do 

the job in a fully distributed manner, by covering and 

flooding the dynamic and open system in parallel and 

cooperative mode, without any central resources.  
 

These programs, as well as those in subsequent 

sections, have a quite different semantics than usual ones, 

as each their construct may work in other locations in 

space (and in other computers), not in the same as the 

previous ones. Despite this, all the programs constantly 

preserve full integrity and controllability as the whole, 

similar to traditional single-machine programs operating 

in the same memory. This possibility is effectively 

achieved by a powerful implicit distributed track system 

and also internal “command and control” infrastructures 

underlying the distributed DSL interpretation, see for 

previous versions at [4, 5]. 

 

6.1  Star 
 

Starting in any node, the following program forms 

oriented links with name star to all other nodes that 

can be reached directly or indirectly (i.e. via other nodes) 

from the current node (as in Fig. 2). 
 

Create links (+ ‘star’, other nodes) 
 

2

4 5

6

4

3

7

starstar

star

 
Figure 2. A star infrastructure. 

 

6.2  Full Graph 
 

Starting in any node too, the program below first 

hops to all directly or indirectly reachable nodes, 

including itself, and then from all the nodes reached 

forms a non-oriented link named full to all other nodes, 
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reached directly or indirectly too (see Fig. 3).  
 

Hop (all nodes). 

Create links ( 

 ‘full’, other nodes (inferior)  

) 
 

To avoid duplicate links, the formation of a link between 

any two nodes takes place only in one way, allowing the 

superior node (or inferior, as another solution) to create the 

link (by comparing certain node’s values, e.g. addresses). 

2

4 5

6

4

3

7

fullfull

full

full

 
 

Figure 3. The full graph infrastructure. 

 

6.3  Hierarchy 
 

Starting from any node, the following program, in a 

repeated advancement in the distributed space, creates 

oriented links named hierarchy from the current nodes 

to new nodes reached. A new iteration (together with the 

whole program code) starts in parallel from all nodes 

reached by the previous iteration. 
 

Repeat (  

 Create links ( 

  + ‘hierarchy’, first come, 

  range (20) 

 ) 

) 
 

To have the resultant network structured as a tree (with 

its root in the node the program started), the program allows 

entering nodes only once, on the first arrival into them. It 

also tries to establish the next level of hierarchy within 

certain vicinity (range) from the current nodes, to make 

this hierarchy optimized territorially. 
 

This program, however, may not cover the whole system 

if the distance between nodes may exceed the range given. 

In this case, we may decide either to increase the range or 

select the descendent nodes of the hierarchy among any 

other nodes that can be reached, at any distance, also 

allowing us to have only a certain number of subordinate 

nodes for each node, as follows (see Fig. 4): 
 

Repeat ( 

 Create links ( 

   + ‘hierarchy’, first come, 

   other nodes, quantity (2)  

 ) 

) 

 

2

4 5

6

4

3

7

hierarchy

hierarchy

hierarchy

 
 

Figure 4. A hierarchical infrastructure. 

 

 

We can also offer a combined solution where, first, 

subordinate nodes are tried to be chosen within the range 

given, and second, if this is not possible, among any 

nodes reached (directly or indirectly). We may also set 

up the maximum number of subordinate nodes allowed 

as the precondition for the both options, with the 

resultant program being as follows: 
 

Repeat ( 

 Create links ( 

  + ‘hierarchy’, first come, 

  Or (range (20), other nodes), 

  quantity (2) 

 ) 

) 
 

Another solution, easily programmable too, may be 

where the range is floating, gradually increasing unless 

the needed number of subordinate nodes is found. 

 

 6.4  Line 
 

Any other distributed topologies can be created in a 

similar way. For example, a line connecting all nodes can 

be just produced by the previous program by allowing 

only a single new node at each step (let it uses now non-

oriented link line), as follows (see Fig. 5): 
 

Repeat ( 

 Create links ( 

  ‘line’, first come, 

  Or (range (20), other nodes), 

  quantity (1) 

 ) 

) 

2

4 5

6

4

3

7

line

line

 
Figure 5. A line infrastructure. 
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6.5  Ring 
 

With minimal extension, the previous program can 

create a ring, by connecting the last node of the line with its 

first node (also changing link names to ring and making 

them oriented), as follows, where the starting node address 

is always accessible by the special variable START (see Fig. 

6):  
 

Repeat ( 

 Create links ( 

  + ‘ring’, first come, 

  Or (range (20), other nodes), 

  Quantity (1) 

 ) 

). 

Create link (+ ‘ring’, START) 

2

4 5

6

4

3

7

ring

ring

ring

 
Figure 6. A ring infrastructure. 

 

All these programs can work in a fully distributed way, 

without any central control, as already mentioned. All the 

infrastructures above can be built (and can exist) 

simultaneously between the same nodes, and any changes to 

them can be easily done at runtime, without interrupting 

local or global processes which may take place over them. 

 

 

7  Hierarchical Command and Control  
 

Using the infrastructures built above, we can organize 

any centralized or distributed system management and 

control in DSL. Let us show how traditional command and 

control can work via the hierarchical infrastructure, starting 

from its root node and using oriented links hierarchy. 

The following program applies recursive command and 

control procedure (enclosed in braces) in each reached node 

of the hierarchy, after being delivered there in frontal 

variable C2, as its content.  
 

Frontal (C2, Command, Control, Level). 

Assign (C2,  

 {Increment (Level).  

  Detail and apply (Command, Level); 

  Detail and apply (Control, Level); 

  (Hop (+ ‘hierarchy’). Apply (C2)) 

 } 

). 

Assign (Command, command scenario).  

Assign (Control, control scenario). 

Apply (C2) 
 

This procedure C2, in its turn, applies in parallel (which 

is indicated by semicolons, see Section 4) the command and 

control scenarios given from the beginning in frontal 

variables Command and Control (these scenarios may 

be of human, robotic, or mixed orientation). C2 also 

simultaneously passes them and itself for a recursive 

activation and execution in all directly subordinate nodes 

of the hierarchy, which will be acting in the same way, 

and so on. At each level of hierarchy (incremented 

downwards), the original command and control scenarios 

are detailed for their execution with taking into account 

peculiarities of this level, as shown in Fig.7.  

Command i

Control i

Level i-1

Level i+1

Level i

…

DSL 
code

Data

Execution

 
 

Figure 7. The C2 interpretation in nodes. 

 

The scenarios delivered to, and activated in, nodes 

can be written in DSL in such a way that could be 

capable of accessing and sharing data and operations in 

any nodes of the whole hierarchy, not only in the current 

one, therefore the organization in Fig. 7 can potentially 

be much more advanced and flexible than the strictly 

hierarchical command and control. The program above 

reflects only a possible organizational skeleton, or 

framework, that can be set up in DSL. 
 

This program works on the already existing 

hierarchical infrastructure, where it starts from the root 

and then covers with activity the whole infrastructure at 

runtime, beginning to work during, rather than after, 

being deployed. We can modify this program to be 

capable of creating the very infrastructure it operates on, 

during its coverage, not before. We can also form a 

temporary hierarchy without explicit links (based on 

internal, invisible interpretation infrastructures) and for 

the current mission only, with its automatic self-removal 

after the mission is completed. This latter case can be 

represented by the following modified program.  
 

Frontal (C2, Command, Control, Level). 

Assign (C2,  

 {Increment (Level).  

  Detail and apply (Command, level); 

  Detail and apply (Control, Level); 

  (Hop (first come, range (20)).  

   Apply (C2) 

  ) 

 } 

). 

Assign (Command, command scenario).  

Assign (Control, control scenario). 

Apply (C2) 
 

This program absorbs mechanisms of the hierarchy-

creation programs discussed earlier, with their spatial 
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repetition effectively expressed now by spatial recursion. 

 

 

8   Collection and Distribution of Targets  
 

8.1  Using Hierarchical Infrastructure 
 

We can write a spatial program in DSL which self-

spreads from the root node to all other nodes of the 

hierarchical infrastructure, picks up data on all objects 

(targets) seen in all nodes passed and reached, and merges 

and fuses all this data while echoing upwards the hierarchy. 

The data fusion may include removal of duplicate records, 

as the same targets can be seen from different nodes 

simultaneously.  
 

Having collected in the root node all targets detected by 

a distributed system, we can replicate and spread their 

refined list back to all nodes of the hierarchy by the parallel 

self-descending process again, allowing each node to select 

individually targets of inertest from their list and impact 

those it can. All these operations can be performed on the 

hierarchical infrastructure by the following simple program, 

which globally loops in the root node, while repeating the 

detection-collection-fusion, followed by distribution-

selection-impact indefinitely (as shown in Fig. 8). 
 

Loop ( 

 Assign (frontal (Seen), 

  Fuse ( 

   Repeat ( 

    Free (detect (targets));  

    Hop (+ ‘hierarchy’) 

   ) 

  ) 

 ). 

 Repeat ( 

  Free (select and impact (Seen));  

  Hop (+ ‘hierarchy’) 

 ) 

) 

2

4 5

6

4

3

7Local 
sensor 
data

Collection & fusion

Distribution

Impacting 
targets

Top 
control

Global 
loop

 
Fig.ure 8. Hierarchical collection and distribution of targets. 

 

 

8.2  Using Any Infrastructure 
 

Many other efficient solutions of collection and 

distribution of targets detected by a distributed system can 

be proposed in DSL. One of them, the most universal and 

simple, is a fully distributed one, with using any available 

infrastructure (including the ones we have built before like 

star, tree, line, ring or their combinations). The idea is in 

the following.  
 

Each node, fusing what it directly sees with what it 

gets from other nodes, regularly exchanges all 

information it accumulates with direct infrastructure 

neighbors only, updating the records in them if the 

targets brought are fresher or new. With all nodes doing 

this in an infinite local loop, the information about all 

targets seen by all nodes of the distributed system will be 

eventually reaching all its nodes (of course, if the system 

is connected in principle), thus guaranteeing global 

awareness in each node. The following simple program 

implements this distributed algorithm, additionally 

setting certain time delay between the iterations in each 

node (see also Fig. 9). 
 

Nodal (Seen). 

Hop (all nodes).  

Loop ( 

 Wait (60). 

 Fuse and assign ( 

  Seen, detect (targets) 

 ). 

 Select and impact (Seen); 

 Fuse and assign ( 

   (Hop (all links). Seen), Seen 

 ) 

) 

2

4 5
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4
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7Local 
sensor 
data

Impacting 
targets

Local exchange 
& fusion

Local 
loop 
Global 
vision

Local 
loop 
Global 
vision

Local 
loop 
Global 
vision

 
 

Figure 9. Fully distributed global vision. 

 

This fully distributed algorithm can work well also 

without any infrastructures built in advance, by merely 

regularly accessing from all nodes any other nodes in 

their vicinity (say, within available or given radio or 

laser range, and not necessarily same neighbors each 

time, as nodes can move), by substituting the line with 

the hop by the following one: 
 

 (Hop (range (100)). Seen), Seen 
 

These were only the simplest programming examples 

of dynamic, on the fly, creation of distributed 

infrastructures and using them for emergent command 

and control and global vision and targeting. More 

complex ones can be effectively written too, without any 

limitations on centralization or, vice versa, distribution of 

activities (and any their combinations) in distributed 

systems, with program code optimally staying in nodes 

or moving between them, cooperatively covering the 

whole system or its pars with activities needed. And all 
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this (re)organization can be implemented at runtime, on the 

active and operating system, which is especially important 

in crisis situations, where improvisation and flexibility of 

dealing with emergent resources are the qualities of primary 

values. 

 

 

9  Conclusions 
 

A new approach to organization of distributed dynamic 

systems has been presented which, as was shown, can 

effectively support and implement basic trends of 

organization of distributed systems with limited local 

resources but capable of solving complex global problems. 

Among these trends are the well known Cooperative 

Engagement Capability and Ubiquitous Command and 

Control. Using our approach, the CEC and UC2 systems 

will also be able to function under indiscriminate damages 

of their components and infrastructures, while preserving 

functionality and goal orientation. 
 

The approach presented is based on a special language 

describing mission scenarios on a semantic level while 

delegating usual programming routines to automatic 

interpretation. Communicating interpreters of the language 

can be installed in internet hosts, mobile robots and cellular 

phones, integrating any manned and unmanned resources 

under a unified control. Being both high level and fully 

formal, the approach may open a real way to a massive use 

of mobile robotics in advanced crisis relief missions, where 

job division and subordination between humans and robots 

may be emergent. Its advantages for robotized crisis 

management applications may include the following: 
 

• It drastically simplifies the overall control of multi-

robot systems, making it comparable to the control of a 

single robot, regardless of the number of robotic 

platforms used, which can vary at runtime. 
 

• Does not need any central resources as its global control 

can start from any available manned or unmanned unit 

and cover the system at runtime. 
 

• Allows robotized systems to be designed and 

implemented from the topmost, linguistic, level with 

considerable reduction of the time and funds needed in 

comparison with usual bottom up integration. 
 

The previous, or WAVE, version of the technology has 

been written in C under Unix, and is being used in different 

countries, especially for intelligent network management, 

with recent results in Ireland [10, 11] and Canada [12]. The 

WAVE system is available on the Internet, and can be 

downloaded, say, from [13]. The current version of the 

language is in patenting and reimplementation process; it 

can be installed on any platform within a short time. The 

universal wave chip, as hardware language interpreter for 

distributed crisis management systems, is being planned too. 
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Abstract 
Dexterous manipulation is an important function for 

working robots. Manipulator tasks such as assembly and 
disassembly can generally be divided into several motion 
primitives. We call these "skills" and explain how most 
manipulator tasks can be composed of skill sequences. We 
are currently planning to construct a maintenance robot for 
household electrical appliances. Skill techniques are 
effective when a robot needs to achieve high-accuracy 
results. However, since failure also occurs easily, it is 
important to implement error recovery technology. 
Various errors are classified and a new type of error 
recovery processing is presented in this paper. 
     Key words: manipulation skill, planning, modeling, 
visual sensing, error recovery 
 

1. Introduction 
To be useful in several fields, manipulation robots 

need to achieve various tasks using special techniques. We 
analyzed human motions in such tasks as assembly and 
disassembly and found that movements consisted of 
several significant motion primitives. We call these 
"skills" and have demonstrated that most tasks of a 
manipulator can be composed of sequences of skills 
[1]–[6]. We demonstrated that robots can perform various 
human tasks by using this concept of skills. Skill level 
control is positioned in the hierarchy of manipulator 
control between task level control and servo level control. 
Programmers can describe a task program easily as a 
sequence of these skills without taking into account servo 
level control. Skills in which the contact states vary during 
assembly and disassembly tasks are particularly 
significant. We considered three important fundamental 
skills for these tasks: "move-to-touch," "rotate-to-level" 
and "rotate-to-insert." 

We have researched maintenance robots working in 
various plants, such as a nuclear power plant, and 
considered the skill technique used by such robots. As a 
target for future research, we will consider manipulation 

robots used for the maintenance of such items as 
household electrical appliances, furniture and stationery. 
At present, we are working to produce a prototype of a 
maintenance robot for system components and personal 
computers (Fig. 1). Recent recycling and environmental 
problems will increase the need for robots that perform 
repair and inspection. The robots open and close the 
equipment enclosures and replace parts (Fig. 2). It is thus 
necessary for these robots to be able to perform tasks 
requiring high accuracy, such as loosening a screw using a 
screwdriver. 

Manipulation tasks with skills are performed by the 
sequences of visual sensing, geometric modeling, 
planning and execution. In actual manipulation, however, 
errors often occur for various reasons and the processes are 
interrupted. Failure causes can be divided into several 
kinds of errors such as execution errors, planning errors, 
modeling errors and sensing errors. Various approaches 
for error recovery have been studied [7]–[10]. However, 
few realistic methods for error recovery have been 
proposed for various errors that might occur when 
performing maintenance tasks. We have grouped the 
errors into several classes according to potential causes. If 
an error occurs, the parameters of planning, modeling or 
sensing are corrected by specifying the class and then the 
task process is performed again. We propose a method of 
error recovery that uses the concept of error classification. 
This method allows the flow of system processes, 
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including error recovery, to be derived easily and 
systematically. In this paper, we explain the concept of 
manipulation skills and skill-based processes for 
maintenance, and we propose systematic classification of 
errors and recovery from such errors. 

The next section explains manipulation skills and the 
composition of skill sequences. The processes of visual 
sensing, geometric modeling, planning and execution are 
then explained for task and skill levels in section 3. A 
maintenance robot must first of all open the case of a 
household appliance by loosening screws. Additional 
skills used in the loosening task are explained in section 4. 
The classification of errors and error recovery to improve 
the success of task achievement are shown in sections 5 
and 6, respectively. 
 

2. Manipulation Skills 
This section explains our concept of skills. See 

References [1]–[3] for more details. 
 

In assembly and disassembly tasks, the skills in which 
contact states vary are particularly significant. In 
References [4], [6], we considered three skills, 
"move-to-touch," "rotate-to-level" and "rotate-to-insert," 
all of which play an important part in such tasks. 
  (1)  Move-to-touch Skill: The move-to-touch skill is 

defined as the transition of a grasped object P in a constant 
direction that continues until contact with another object Q 
occurs (Fig. 3).  
  (2)  Rotate-to-level Skill: This skill is defined as the 

rotation around either a contact point or a contact edge to 

align the face of the grasped object P with the face of 
another object Q (Fig. 4).  
   (3)  Rotate-to-insert Skill: This skill is the motion of 

rotating the object P obliquely into the hole in another 
object Q to insert it accurately (Fig. 5). 

A specific task is composed of sequences of skill 
primitives such as these move-to-touch, rotate-to-level and 
rotate-to-insert skills. The skill sequences can be decided 
by several methods. We have already presented a method 
using variations of the number of contact points in skill 
primitives [4]. 
 
3. Process of Sensing, Modeling, 

Planning and Execution 
The procedures for sensing, modeling, planning and 

execution are shown in Fig. 6. In this scheme, the planning 
of the task level is first performed, and then the executions 
of the skill level are performed according to the sequences 
derived from the task planning. See References [5] for 
more details. In the following descriptions, we assume that 
an error does not occur in each component. 

   (Step 1)  Task Level 
At the task level, the skill sequence composing a given 

task is decided. First, visual sensing of the working 
environment of the robot is performed using a vision 
system and modeling is done. Next, planning follows, and 
skill command sequences and the initial position and 
orientation of an object to be grasped and manipulated are 
derived. 
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   (Step 2)  Skill Level 
At the skill level, each Sub-task(i) (i=1,…,m) is 

performed successively and each skill Skill ij (j=1,…,n) in 
Sub-task(i) (i=1,…,m) is executed successively. Before 
this sequence in each Sub-task(i) (i=1,…,m) is performed, 
the transition of the grasped object P to the initial state is 
completed. We represent the transition as PreSkill i1 ( = 
Skill i0 ) (i=1,…,m). 
 

4. Task of Loosening a Screw 

We considered three fundamental skills in section 2. 
However, we will also consider several skills used in the 
task of loosing a screw. Let us consider loosening a 
Phillips screw using a Phillips screwdriver. 
  (4)  Rotate-to-bite Skill: This skill is a rotation around 

the axis of the screwdriver to fit the tip of the screwdriver 
into the flutes of the screw head (Fig. 7). This skill is 
performed with pushing force. 
  (5)  Rotate-to-loosen Skill: This skill is defined as an 

initial rotation to loosen the fixed screw (Fig. 8). This is 
performed by matching the axes of rotation of a part and a 
tool. 
  (6)  Rotate-to-extract Skill: This skill is defined as the 

rotation of the screw to pull the screw out. The skill 
continues after the rotate-to-loosen skill. 

We will consider the task of loosening a screw using a 
screwdriver [5]. We assume that the task of loosening a 
screw using a screwdriver is composed of the following 
skills (Fig. 9); Skill1: Move-to-touch skill, Skill2: 
Rotate-to-bite skill, Skill3: Rotate-to-(loosen ／ extract) 
skill (without interruption). 
 

5. Classification of Errors 
In the processing flow described in section 3, the 

possibility of errors was ignored since it was assumed that 
all the components were operating under ideal conditions. 
However, errors could actually occur for various reasons. 
Whether an error has occurred or not is judged at 
Confirmation(S ij ) in each skill of the procedure flow. In 
the task of opening the outside case of an electrical 
appliance for maintenance, errors are classified as follows. 

   (1)  Execution error 
This is an error caused in the manipulator mechanism 

such as a backlash of a manipulator gear. There are many 
possible failures for a manipulator with bad accuracy, and 
this includes failures occurring stochastically. 

   (2)  Planning error 
This is an error caused by inaccurate parameter values 

in planning. For instance, when a control uncertainty cone 
is used for the fine motion planning of the manipulator, an 
error occurs due to an incorrect angle at the top of the 

cone. 

   (3)  Modeling error 
This is an error caused by a difference in the real object 

and geometric model in the computer software being used, 
such as CAD modeling software. This might be caused by, 
for example, a difference in the size, a polygonal 
approximation and an expression of rounding and 
chamfering of an edge. 

   (4)  Sensing error 
This is an error occurring during visual sensing. For 

example, possible causes might be occlusion, imperfect 
calibration or undesirable lighting conditions. 
 

6. Error Recovery 
A process flow that takes error recovery into account is 

shown in Fig. 10. At the step of Confirmation(S i
j ) in each 

skill primitive, whether the result is correct or a failure is 
judged by an automatic process or by an operator. Error 
recovery is performed using the following error 
classification. 

(1) Class 1: The sub-task(i) is executed again without 
correcting the parameter when it is judged to be an 
execution error. 

(2) Class 2: The sub-task(i) is executed again with 
change of planning parameter when it is judged to be a 
planning error. 

(3) Class 3: The sub-task(i) is executed again with 
change of modeling parameter when it is judged to be a 
modeling error. 

(4) Class 4: The sub-task(i) is executed again with 
change of sensing parameter when it is judged to be a 
sensing error. 

(5) Class 5: The process being executed is interrupted 
when it is judged to be required by several changes, and 
the process returns to the start of the task. 

 

7. Conclusions 
It is necessary to increase the reliability of 

maintenance robots that work on household appliances 
since most of the tasks have to be performed in 
high-precision environments. Therefore, error recovery is 
important. We have demonstrated a new processing flow 
for recovery from errors of various causes in skill-based 
manipulation tasks. We have expressed the procedure for 
error recovery systematically by taking into account the 
classification of errors.  

In the future, we will further study optimum 
adjustment methods for error recovery parameters and a 
fully automatic confirmation method of skill achievement. 
We will attempt to apply our method to real maintenance 
robots. 
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Fig. 10  Process flow with error recovery
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Abstract 
 

This paper presents information display system using 
active projector in Intelligent Space. Intelligent Space 
has distributed sensors for observing and actuators for 
acting in the space, in order to provide various services 
to human. Proposed Information display support in 
Intelligent Space has realized providing interactive 
information based on the human movement using active 
projector, which is installed in this space. 

To make the environment space or several 
applications easily to be applicable with our active 
projector system, RT-Middleware is used (AIST, Japan) 
due to its features in flexibility and expansion of the 
system in the future. 

First, Information display system using active 
projector in Intelligent Space and its implementation 
configuration are introduced. Next, the solutions of 
issues on active projection are described. Finally, the 
system design of Intelligent Space based on 
RT-Middleware is discussed. 
 
Key Words: Intelligent Space, RT Middleware, Active P
rojector, Information display 
 
1  Introduction 
 

This paper presents information display system using 
active projector in Intelligent Space. Intelligent Space is 
an environmental system realized by cooperation of 
Robot technology (RT) elements such as robots, sensors 
or actuators inside a space (room, corridor or street) and 
has distributed sensors for observing and actuators for 
acting in the space, in order to provide various services 
to human [1]. The purpose of proposed information 
display system is to provide informative support and 
has realized providing interactive information based on 
the human movement using active projector, which is 
installed in this space. 

The concept of information display system in 
Intelligent Space is shown in Fig. 1. On observation of 
Intelligent Space, the space can obtain human 
movement as user information, and the space can obtain 
object information (embedded information in the space) 
such as the position of bookshelf, the direction of 
emergency exit or their contents as spatial or 
environmental information. By using those information, 

active projector provides interactive informative 
services based on human movement. 

Active projector is located on pan-tilt stand, which is 
able to project toward any position. Also it is network 
based and micro-controller embedded [2]. 

By utilizing the interactive information, many 
applications can be realized, for example, walking path 
guidance, the sign or mark illustration in the public 
space or private space in daily life. 

2  Information display system based on 
RT-Middleware 

Fig. 1 Information Display System in Intelligent 
Space. 

 
2.1  RT-Middleware based system 
 

In the case of the environmental system such as 
Intelligent Space, the system tends to be large-scale and 
complex and it is one of the essential problems. 
Intelligent Space desires more flexible and more 
expandable system to correspond the change of the 
environment or scenario because we assume various 
spaces as Intelligent Space. So the system requires easy 
integration and cooperation with RT devices and simple 
addition, modification or deletion of devices and 
functions. RT-Middleware supports new framework to 
make composite components for RT-Component [3]. In 
the other words, RT-Component becomes robot 
technology module which has common input/output 
channels. Therefore, by making and preparing 
RT-Components for sensors, actuators or applications, 
and connecting those RT-Components, we can integrate 
flexible system. 
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RT-Component-Lite[4] is a Component for small 
devices as micro controller and active projector, we 
developed, is embedded RT-Component-Lite for 
expansion of application into daily life. 
 
2.2  Configuration of hardware 
 
  The configuration of information display system is 
shown in Fig. 2. In this system, ultrasound 3D location 
system ZPS (Furukawa Co.) is used for human 
positioning. ZPS consists of ultrasound receivers and 
transmitters. A lot of receivers are installed on ceiling 
and two transmitters (tags) are held on user’s neck and 
hand. User information is given as position and 
direction of user by calculation vector of its two tags. 
  This user information is sent to active projector 
through RT-Middleware installed in PC. OpenRTM-aist 
(AIST, Japan) is used as RT-Middleware. Finally, 
active projector realizes projection according to 
applications. 

projector. 
 

3  Solutions of Issues by using Active Projector 

HumanState
Image 

file na
me

Projection data

・
・
・

MovePConveter

RTUnitCtrl

Ultrasound
3D location
system

Sensing Components Device ComponentsApplication Components

Pan-tilt drive

Image generationZPSOut2

Fig. 3  System architecture based on RT-Middleware.

 
3.1  Occlusion Avoidance 
 

When projection light is obstructed by human or 
objects, projection occlusion prevents providing correct 
information. Therefore to avoid occlusion problem, the 
system modifies projected position. In this system, 
occlusion avoidance method is built up as one 
RT-Component and is connected between Application 
Components and Device Components. The developed 
Component receives projection data and user 
information and sends modified projection data by 
occlusion avoidance method (see Fig. 3). 

 

Proposed occlusion avoidance method is divided into 
two steps: detection and avoidance. 
1) Occlusion detection 
  Occlusion occurs when human enter into the area 
where human himself obstruct the projection. Therefore, 
by creating occlusion area and human model and 
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2.3  System architecture using RT-Components 
 

The system architecture based on RT-Middleware is 
shown in Fig. 3. The system is built up with the 
combination of RT-Component and consists of three 
component parts. Sensing Components obtain user 
information. ZPSOut2 Component receives two tags 
position data from ZPS server. HumanState Component 
calculates position and direction of the user by two tags 
position and sends user information to Application 
Components. 

Next, Application Components decides reference for 
active projector and calculates image filename and 
characteristics of an image (projection target, image 
size, image direction) according to the application. By 
preparing Application Components and switching the 
connection of Components, various applications could 
be realized. 

Finally, Device Components control the projected 
image generation and the pan-tilt drive according to the 
request. Image Projection Component outputs projected 
image according to image source, image size and 
direction. MovePConverter Component converts 
pan-tilt angle from reference target position by this 
coordinate transformation equation. RTUnitCtrl 
Component is connected with RT Component-Lite 
through the control panel so that we could control active 

judging the overlap between those each other, occlusion 
can be detected. In Fig. 4, geometrical image of active 
projection is shown. The below figure is overhead view 
of upper figure and the figure is transformed into 2D. 
Occlusion area is projection light and the shape is corn. 
But when the projection is projected over human’s body, 
occlusion does not occur. In the other word, occlusion 
occurs in the area under the human’s height. Hence, 
Human model can be assumed as a circle and by 
estimation the margin, occlusion area can be assumed as 
a sector on 2D. Finally, we judge the overlap between 
those 2D models. 
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Fig. 4 Transformation of geometrical human 
model and occlusion area from 3D to 2D. 
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2) Occlusion avoidance 
  To modify (move) projected position toward easily 
viewable position, avoidance method results from the 
direction of projected position in the view of human 
position. In the situation that projection target is on the 
left side of human model, modified position moves to 
the left which is closer than to the right direction to 
avoid occlusion. On the contrary, when projection target 
is on the right side of human model, it moves to the 
right for the same reason. If limited rotation angle is 
reached, the radius direction to projection position is 
kept away to avoid occlusion. 
  Over more, not only human but also other objects 
such as chair and table could cause occlusion problem, 
our proposed method can treat those objects as the 
human model and perform the occlusion avoidance 
algorithm. 
  The result is shown in Fig. 5. The information display 
system performs projection toward the front of user. As 
Fig. 5(a) shows, in projection without occlusion 
avoidance, image is obstructed by user. On the other 
hand, in projection with occlusion avoidance correct 
image projection is realized. Fig. 5(b) is the results of 
several situation in experimental space. When occlusion 
occurs (two cases), projection position is modified. We 
can verify successfully activation of occlusion 
avoidance. 

3.2  Compensation of projection image 
 

In the case of active projection, the shape of 
projected image is not same as that of the source image 
because projection is not always orthogonal to the 
projected surface and the distance to projected surface 
from projector is not constant. The change of projection 
target causes image distortion and varies the image size. 
Therefore, projected image requires compensation of 
distortion, size and rotation to provide uniform image to 
user. In the system based on RT-Middleware, this 
compensation is performed in Image Projection 
Component (see Fig. 3). Compensation method is 
described respectively as the follows. 
1) Image size 

Projector light radiates out so that projected ima

ge size depends on distance to projected surface. 
By calculation the relation of those factors, it is a
ble to pre-compensate projected image size to req
uest size W. resize ratio α is given by Eq. 1. Wh
ere t(d) is a image size on projection direction d. 

)(/)( dtWd =α              (1) 

2) Rotation 
Projection image (source image) is rotated according 

to the request from Application Component. For 
example, it enables the arrow toward any position or 
projection in response to human direction. So we (user) 
don’t want to see the sign or the mark upside down. 
3) Distortion 
  Distortion is caused by the angle-relation between 
projector and projected surface. Geometrical definition 
is shown in Fig. 6. As this figure shown, active 
projector projects toward Op. where plane Q is 
projected surface and plane R is orthogonal to 
projection direction through Op. r1 to r4 are assumed as 
corner of source image or non distortion image. And q1 
to q4 are corresponding points with r1 to r4. A relation 
between a point pR on plane Q and a point pR on plane R 
is shown in Eq. 2 as perspective conversion. This 
conversion matrix HQR is a 3×3 matrix and the degree of 
freedom is 8. Therefore, if more than four sets of 
corresponding points of pR and pR are given, we can 
find HQR and represent image distortion. The 
corresponding points can be found by the intersection of 
plane Q with the line through ri from projection origin 
(lens). Finally, inverse matrix of HQR represents 
compensation of distortion image and we can get 
pre-compensated output image. 
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Proposed method uses normal vector of plane Q for 
finding the corresponding points. Plane Q shows 
projected surface so that it is possible to compensate 
projection toward any surface by setting normal vector 
according to the space. 

Comparison of projection image with and without 
compensation is shown in Fig. 7. The system performs 
the projection of double-rectangle. As shown in this 
figure, the projection without compensation causes 
inexpectant projection image depending on projection 

Occlusion avoidance

(-3.56, 0.72)
Experimental Space

2 -2

-2

-4

(a) Comparison  (b) Several situation in experimental space.
Fig. 5 Occlusion avoidance. 
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target. On the other hand, the projection with 
compensation provides correct information (considered 
size, direction and distortion of projection image) 
compared with the one without compensation. 
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Fig. 8 System design based on RT-Middleware. 

 

Without compensation 
of projection image

With compensation 
of projection image

Fig. 7 Compensation of projection image with and 
without compensation. 

4  Integration of distributed devices based on 
RT-Middleware 
 

RT-Middleware is a kind of software platform based 
on distributed object middleware. As described in 
section 2, it is suitable for environmental system such as 
Intelligent Space. Intelligent Space is considered to 
have RT elements in a space to utilize RT-Middleware 
for the integration of its system. And Intelligent Space 
is expected to become useful and easy to integrate for 
system development. By using RT-Middleware as 
platform, Intelligent Space is intensive stage of RT 
(Robot Technology). 
  Proposed system based on RT-Middleware is 
considered as integration with various distributed 
devices as Intelligent Space system. The system design 
of information display system (Intelligent Space) based 
on RT-Middleware is shown in Fig. 8. Environmental 
system including Intelligent Space will be integrated 
with various sensors or actuators and has difficulty to 
implement as whole system. As shown in Fig. 9, the 
system based on RT-Middleware enables the system to 
be flexible, which is not depends on the hardware 
device. For example, various sensors can be treated as 
position or posture sensors according to their features. 
Over more, by converting various actuators or devices 
to the components, it is possible to send the command 
to control and interact with those actuators. As an 
example, we developed a RT-Component for mobile 
robot. This mobile robot is implemented in Hashimoto 
lab.(The Univ. of Tokyo, Japan) [5]. Because only the 
interface part is created as the component, the robot’s 
required subsystems such as feedback control, mapper 
are not needed to be modified. Therefore, Application 
Components sends target position as command to robot. 
By demonstration using active projector and mobile 
robot (however the sensor that used to recognize the 
user’s position is not integrated into the system yet), 
when an active projector provides a message” Calling 
robot …” toward a user, the robot can come to a user as 
shown on Fig. 9. 

5  Conclusion 
 
  This paper presents information display system using 
active projector in Intelligent Space. Active projector 
provides interactive informative services for user. To 
realize this purpose, as two solutions of issues on active 
projection occlusion avoidance and compensation of 
projection image are described. We plan to develop 
smooth working according to human movement and 
demonstrate the effectiveness on informative services. 
  Proposed system is based on RT-Middleware. With 
the feature of RT-Middleware, we will integrate 
information display system with other devices such as 
vision sensors or robot, and as a first step, the 
cooperation of active projector and mobile robot had 
been performed as described in this paper. In the future, 
we plan to design and implement the Intelligent Space 
system by using RT-Middleware. 
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Abstract
It has been pointed out that gaze alternation by infants,

which is a basis for social communication, is related to the
process of the development of intentional agency. Inten-
tional agency is defined as an act with a desired goal and
a means. It has been pointed out that infants understand
others’ intentions based on intentional agency. In our re-
cent work, we constructed a computational model which
acquired gaze alternation behavior with elementary inten-
tional agency. In this paper, through the analysis of the
behavior and the internal states of the constructed model,
we confirm that two mechanisms, discrimination and ac-
cumulation, play an important role in developing elemen-
tary intentional agency. The former discriminates between
a caregiver and objects that are producing stimuli. The
latter associates the caregiver with the objects by accu-
mulating relationships between sensory states. We also
argue that a nested structure, in which gaze alternation
composed of a goal and a means is utilized as a means to
achieve another goal, is an important feature in the devel-
opment of intentional agency.

Index Terms — Gaze Alternation, Communicative

Eye Gaze, Understanding Others’ Intention, Inten-

tional Agency, Constructive Approach.

1 Introduction

We study the gaze alternation behavior in commu-
nicative eye gaze by infants through the construction
of a computational model. Gaze alternation is behav-
ior by infants alternately gazing at a caregiver and
particular objects. Tomasello [1] points out that gaze
alternation, which is a basis of social communication,
is related to the developmental process of intentional
agency. Intentional agency is defined as an act com-
posed of a desired goal and a means. It has been
pointed out that the infants understand the intentions
of others based on intentional agency. From this view-
point, gaze alternation is not merely behavior return-
ing an infant’s gaze point to a caregiver after looking at
particular objects, but intentional behavior of gazing
at a caregiver based on an infant’s desire. This inten-
tional behavior can be developed into more a commu-

nicative use of eye gaze – i.e., social referencing and
the utilization of gaze alternation.

In our recent work, we constructed a computational
model [2] in which acquiring the visual orientation of
gazing at a caregiver or at objects in the center of the
visual field became a means by reinforcement learning
and in which acquiring the gaze alternation between
a caregiver and objects became a goal through memo-
rizing sensory states. However we have not yet clearly
shown the mechanisms by which intentional agency is
acquired. In this paper, in order to study the elemen-
tary developmental process of intentional agency, we
investigate the mechanisms in the constructed model.
we analyze the behavior and internal states of this
model, by which goals are separated from actions in
intentional agency.

2 Model

The agent model of an infant (the infant agent,
hereafter) has the functions of visual orientation and
gaze alternation. In this section, after explaining the
agent’s visual field, we describe the functions.

2.1 Visual Field of Infant Agent
The infant agent’s visual field is a square area that

is 0.2m on each side on a flat surface. The sensory
state of the infant agent is defined by three kinds of in-
formation from the visual field and its motion (Fig.1):
(a) the feature of a visual stimulus, which is one of
13 stimuli composed of the caregiver’s eye directions
(a total of 10) and the type of objects (3 shapes), (b)
the position of the visual stimulus consisting of the
direction and the gaze, and (c) the proprioception of
the muscle states that are related to the orientation of
the gaze point. We suppose that the muscle states are
integrated to represent the direction of the gaze point.

2.2 Visual Orientation
The visual orientation is the ability to gaze at the

caregiver and the objects in the center of the visual
field and consists of three modules: the selector, the
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Figure 1: State information about the feature, position,
and proprioception in the visual field. In the position, a
state of gaze is determined by whether or not the stimulus
comes within the gaze area. The gaze area is created to be
small circle from the gaze point.
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Figure 2: System block diagram of gaze alternation.

evaluator, and the motion learner, shown in Fig.2
without the additional part (which is surrounded with
a dashed line). The selector picks up the most distant
stimulus from the gaze point in the visual field, an ob-
ject or a caregiver; then it outputs information about
the feature and the position of the selected stimulus.
A sensory state, s, is constructed by merging three
kinds of sensory information: the feature, position,
and proprioception. The sensory state is related to
an action to move the gaze point1 by reinforcement
learning algorithm which is known as a standard tem-
poral difference learning with tabular SARSA [3]. In
this algorithm, the action is determined according to
a probability with an action-value function. The mo-
tion learner reinforces the action which allows the gaze
point to approach a target2.

2.3 Gaze Alternation
The gaze alternation system is equipped with an

associator in addition to the visual orientation system
(Fig.2). The associator stores relationships between
three sensory states: the present sensory states, st;
previous associated states, s∗t−1; and future sensory
states, st+1 in a frequency distribution. The frequency
distribution is updated according to the sensory states.

F (st, s
∗
t−1, S) = F (st, s

∗
t−1, S) + 1 , (1)

where S is conditioned by

S =





st if cond.A ,

s∗t−1 if cond.B ,

st+1 if cond.C .

(2)

1The moving direction of the gaze point has 30 divisions.
2For more details, see paper [2].

Table 1: Storing condition in the frequency distribution.
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The condition, cond.A,B, C, is defined by Table.1,
where C(s) judges the feature, the caregiver (CGV ),
the object (OBJ) or non-existence (φ), and G(s) de-
termines whether the sensory state is a gaze (1) or not
(0). The output of the associator, s∗t , is determined
according to a probability:

p(s|st, s
∗
t−1) =

F (st, s
∗
t−1, s)∑Nc

s′=1 F (st, s∗t−1, s
′)

, (3)

where Nc is the total number of the sensory states.

3 Experiments and Results

3.1 Experimental Setups
At first, we display the caregiver and the objects

in the agent’s visual field in its visual orientation sys-
tem. By reinforcement learning, the agent develops a
probability distribution of the action-value function,
shown in Fig.3. The agent acquires the ability of vi-
sual orientation because the probability distribution of
the moving gaze point develops to match the direction
of the caregiver and the objects.

Second, in a training phase, we display the caregiver
and the objects alternately in the agent’s visual field
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in the gaze alternation system (Fig.2). In this train-
ing phase, the objects are placed in the direction the
caregiver looks. After adequate training, we display
the objects outside the visual field. As a result, the
agent can acquire a gaze alternation behavior outside
the visual field.

3.2 The Process of Gaze Alternation
The trajectory of the agent’s gaze point with the

corresponding internal states of the associator in the
gaze alternation behavior is exemplified by Fig.4. In
the behavior toward the caregiver from the circular
object which is placed on the left side of Fig.4, when
the present sensory state, st, is an object (OBJ) or
non-existence (φ), the associated state, s∗t , is the pre-
vious sensory state, s∗t−1 which indicates the caregiver
(CGV ). If the present sensory state is the caregiver –
specifically, if the caregiver appears in the visual field
– the associated state coincides with the present sen-
sory state, and the agent adjusts the direction to move
its gaze point. When the agent gazes at the caregiver,
the associated state becomes the future sensory state,
st+1, and designates a new object (OBJ), which does
not appear in the visual field. The new object is as-
sociated with the caregiver, based on the frequency
distribution [Eq.(3)].

In behavior to look at a new object, which is the tri-
angular object placed on the right side of Fig.4, while
the present sensory state is the caregiver (CGV ) or
non-existence (φ), the associated state is the same as
the previous associated state, indicating the object
(OBJ) to be seen. At the point where the object
comes into the visual field – that is, when the present
sensory state turns into the object – the associated
state indicates the object. The agent can modify the
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Figure 5: Association probability between the previous
associated states, s∗t−1, and the associated state, s∗t .

trajectory of the moving gaze point even if the pre-
vious direction has been considerably different from
that of the object to be seen. Through the transition
of internal states of the associator, the agent realizes
the gaze alternation behavior outside the visual field.

When the present sensory state and the previous
associated state are different features, the associator
keeps the previous associated state because the agent
accumulates the sensory states in the frequency distri-
bution according to cond.B in Eq.(2), which is based
on discrimination about the category (that is, the care-
giver, the object, or non-existence) using function C(s)
in Table.1. If the present sensory state and the previ-
ous associated state become the same feature, the as-
sociator changes to the present sensory state because
the frequency distribution has accumulated according
to cond.A in Eq.(2). When the agent gazes at the
caregiver or the objects, the associator associates the
caregiver with the objects using the frequency distri-
bution that is accumulating the sensory states accord-
ing to cond.C in Eq.(2).

3.3 Association Probability Distribution
In the association of the caregiver (CGV ) with the

object (OBJ), the agent uses the probability distri-
bution shown in the left column of Fig.5. In the top
left of Fig.5, the association probability distribution
between the caregiver’s eye directions and object po-
sitions is shown. Using this distribution, the agent can
detect the unique object position from the caregiver’s
eye direction since one-to-one correspondence between
these two pieces of information is formed in this dis-
tribution. The distributions of the other sensory in-
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Figure 6: Showing the intentional agency.

formation, the caregiver position and proprioception,
do not form such a one-to-one structure and, thus, are
unable to be used to detect the object position.

On the other hand, when the agent associates the
object with the caregiver, the agent can determine the
direction of the caregiver using the state of the propri-
oception since only the frequency distribution between
the proprioception and the caregiver position possesses
the one-to-one correspondence structure, as shown in
the right column of Fig.5. In sum, we find that the
infant agent makes use of the caregiver’s eye direction
to gaze at the objects and uses the proprioception to
return its gaze to the caregiver.

4 Discussion

4.1 Development of Intentional Agency
We confirmed that the constructed agent model can

acquire gaze alternation behavior outside the visual
field. In the behavior of gaze alternation depicted in
Fig.4, three functional properties in the internal states
of the associator are identified: 1. The agent can keep
the associated object when different objects appear in
its visual field. Therefore the agent can properly gaze
at the object that is indicated by the caregiver shown
in Fig.6 (a). 2. For the same reason, if two or more
objects are placed in the caregiver’s eye direction, as
in Fig.6 (b), the agent can gaze at the associated ob-
ject. 3. Once the associated object appears in the
visual field, the agent can adapt the moving direction
of its gaze point to the direction of the associated ob-
ject. Therefore, even though the object may move
anywhere, the agent can follow the object, as shown
in Fig.6 (c).

In these functional properties, the associated states
play the role of the goal at which the agent wants
to gaze, and the agent through its visual orientation
ability selects the action of gazing at the caregiver and
the objects as a means of achieving the goal. The three
functional properties of gaze alternation suggest that
the agent acquires elementary intentional agency.

4.2 The Nested Structure of Intentional
Agency

It is known that infants tell their desire to others
to get an object by utilizing gaze alternation, and of-

ten others hand over the object to the infants. Ac-
cordingly, gaze alternation is thought of as a means
of achieving the desired goal of getting the object. In
this behavior, we can discover a nested structure in
which the behavior composed of a goal and a means is
utilized as a means to achieve another goal. This be-
havior consists of a goal to get the object and a means
of alternatively gazing at the caregiver and at the ob-
ject. Furthermore, the means consists of the goal of
gazing something which the infants want to see and
the means of moving their gaze point.

The constructed model of gaze alternation has been
composed of the goals of gazing at the caregiver or the
objects and the means of achieving those goals. When
we develop the agent model to perform utilizing gaze
alternation based on the present model, the nested
structure must be observed.

5 Conclusion
In this paper, in order to study the elementary de-

velopmental process of intentional agency, we investi-
gate how the infant agent of our constructed model
acquires intentional agency that involves separating
goals from actions. Through the analysis of the gaze
alternation behavior and the internal states, we con-
firm that two mechanisms – discrimination and accu-
mulation – play an important role in acquiring inten-
tional agency. The former discriminates within the
category – that is, between the caregiver, the object,
and non-existence – in the visual stimuli and deter-
mines whether or not the agent gazes at the stimulus.
The latter accumulates the relationships between the
continual sensory states in a frequency distribution.
Through these two mechanisms, the agent acquires the
goals – that is, objects or a caregiver – at which the
agent wants to gaze and that are to be realized by the
means of moving its gaze point with its visual orienta-
tion. Through discussion of the developmental process
of intentional agency, we suggest that a nested struc-
ture, in which the gaze alternation composed of a goal
and a means is utilized as a means to achieve another
goal, is an important feature in the developmental pro-
cess of intentional agency.
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Abstract 

In this paper we proposed the concept and 
types of the quantitative association rules. We 
proposed the data mining for the quantitative 
association rules in detail. We also researched 
the concept for discretization of numerical 
attribute, and the strategy of discretization result. 
We established the better algorithm for 
discretization of numerical attribute. 
 
1  Introduction 

Association rules reflect dependency and 
association of one event and others. Data 
association in database is representation of 
things’ relation in real world. As a sort of 
structurized data organization’s format, database 
makes use of possibility of adhered data model 
to describe association of data (e.g. primary key 
and foreign key). At the same time, association 
among data is very complicate, which not only 
means association adhered in data model 
mentioned above, but also means a majority of 
hidden association. The aim of Data mining for 
Association rules is finding hidden association 
information. Association can be divided into 
simple association,time series association, causal  
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association, quantitative association and etc. 
These associations are not always forecasted, 

but gained by analyzing data association in 
database. As a result, it provides business 
decision making with new value.  

Data mining for association rules is the most 
common method for finding association 
knowledge, of which Apriori and its 
amelioration. For finding significant association 
rules, two threshold vales are needed to be given: 
minimum support and minimum confidence. 
Mined association rules must satisfy minimum 
support stated by users, and it denotes minimum 
association degree that a group of associated 
items need to satisfy. Mined association rules 
need to satisfy minimum confidence stated by 
users, and it reflects minimum reliability of one 
association rule. In this sense, the aim of data 
mining system is mining association rules which 
satisfy minimum support and minimum 
confidence from source database. Research and 
application for association rules are the most 
active and embedded branches of data mining. 
Many theories and algorithm of data miming for 
association rules are raised. 

Discretization of Numerical Attribute is the 
key issue of data miming for association rules, 
and actually it partitions attribute field into 
intervals. Partition methods play a significant 
role in quality of data mining for the quantitative 
association rules. Min-confidence: if numbers of 

 1

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 191



interval are exiguous, the number of group 
which support interval will increase, and the 
support degree of strong item set of inclusion 
interval will go up. At the same time, if support 
of strong item set’s subset remains the same, the 
rule confidence of right end inclusion subset will 
decline. If confidence threshold vale cannot be 
reached, information will be lost. 

Min-support: if numbers of interval 
partitioned are overabundant, support of interval 
will decline, and entire strong item set will not 
be created effectively. 

2 Quantitative Association Rules 

A. Concept of Quantitative Association Rules 
Quantitative association rules are association 

rules including classify attribute (Boolean 
attribute can be deemed to special classify 
attribute) and quantitative attribute. Generally, 
quantitative association rules are 
multidimensional association rules issues, in 
which the key issue is discretization of 
Numerical Attribute to satisfy a certain data 
mining criterion. Quantitative association rules 

also need to satisfy X Y∩ =∅  and constraint 

condition of support and confidence. In a 
general way, Quantitative association rules 
issues are different from Boolean association 
rules in knowledge representation, Boolean 
association rules seeks for frequent item sets, 
moreover, quantitative association rules seeks 
for frequent predication set. Some characters of 
Quantitative association rules are listed as 
below. 

Subset of frequent item set to a certainty is 
frequent. This character is consistent with 
Boolean association rules. 

Suppose X^ is generalization of X, X is 
specialization of X^, if X^ is frequent, then X is 
frequent, and support (X^) >support (X), 

It is impossible that two items in frequent 
item set have same attribute. These characters 
are easily understood from analogy in previous 

Boolean association rules (its demonstration is 
ignored); whereas the time that k+1 item set are 
created by frequent k item set reduces greatly. 
When k+1 item set are created by frequent, 
algorithm only needs to calculate different 
attributes, and it is impossible that the disjoint 
intervals with same attribute are frequent. 

B. Categories of quantitative association rules 
Numerous intervals are created after 

Discretization of Numerical Attribute, and then 
these intervals are mapped to Boolean attribute 
directly and mined by Boolean association rules. 
It is a common method for data mining for the 
quantitative association rules, and it is 
characterized by complicated format of rules. In 
fact, users are usually interested in rules of a 
certain format, i.e. Reference[3] of data mining 
for the quantitative association rules is mostly 
based upon a certain rules model. So we can 
classify the quantitative association rules mining 
to 3 types according to the rules formation. 
 (1) Rules of mining similar to “numerical value 
attribute ∩ classification attribute => numerical 
value attribute ∩ classification attribute”, e.g. 
sex=female∩age [20,30]=> wage [$5,$10]. ∈ ∈

This sort of rules is complicate, and they are 
normal quantitative association rules. 

(2)  Rules of mining similar to “numerical 
value attribute ∩ classification => classification 
attribute”, e.g. 
oppucation=bussiniessman∩age [35,50]=>goa∈

board=Yes. This sort of rules’ left end generally 
denotes one subset of database. Any attributes in 
database, and any value combination can be 
used as left end of rules, the right end denotes 
one predefined category, and it is quite similar to 
classification rules. The typical classification 
methods are decision tree、genetic algorithms、
neural network、Bayesian classification and etc. 
The efficiency of resolving classification 
problems by association rules is very high, 
especially to large data set, classical 
classification algorithm is difficult to gain 
mining result. 
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(3) Rules of mining similar to “classification 
attribute=> numerical value attribute ∩ 
classification attribute”, e.g. sex=females 
=>salary [$1000,$2000]. It is opposite to the ∈

second sort of rules, yet to some problems, we 
will not expatiate anymore here. 

C. Common steps of quantitative association 
rules 

Mining quantitative association rules by 
Boolean association rules algorithm and its 
theory, such as support、 confidence、frequent 
item set and other concepts are most effective 
approach of resolving quantitative association 
problems. 

One typical method is ameliorating Aprior 
algorithm to adapt to data mining for 
quantitative association rules, and mainly 
divided into five steps that shown as Fig.1. 

 

 (4) Application for frequent set creation 
association rules. If both ABCD and AB are 
frequent sets, the rule AB=>CD is true or not 
needs to be determined by result of calculating 
conf=supp (ABCD)/supp (AB) exceeds 
minimum confidence or not.          

Fig.1 Common steps of quantitative association 
rules 

 
(1) Pointed to each numerical value attribute, 

Reference [4] of proper discretization algorithm 
is selected and the number of intervals is 
determined. The difficulty of this step is 
selecting proper discretization algorithm. At first, 
discretization algorithm has not unified criterion, 
we should select one or several sort of algorithm 
according to distribution characters of data. For 
instance, this text will discuss that equi-depth 
partitioning method is not ideal for highly 
skewed data discretization, but it works well on 
partition of equally distributed data. In the next 
place, numbers of intervals partitioned, i.e. 
granularity of partition, too many or too little 

will lead to information lost.  
(2) The value is mapped to continuous 

integers to classification attribute. To those 
numerical value attributes which need not 
partitioning intervals, such as some numerical 
value attributes with little value, and the value 
can be mapped to continuous integers when they 
are sorted by size. If numerical value attributes 
are discretized to intervals, intervals will be 
mapped to continuous integers according to 
discretized order of intervals. The operation to 
these continuous integral value is equal to 
operation to data set will be mined, and these 
continuous integers are transparent to algorithm. 
All classification attributes and continuous 
attributes are mapped to Boolean attribute, and 
all of such attributes compose item sets. 

(3) Creation of frequent item sets. This step is 
the same to the steps of frequent item set created 
by Aprior algorithm. Aprior amelioration 
algorithm is also applicable here. Based on 
Character 3, new item sets will not be created 
from adjacent sections, in this way they can be 
merged by definite merging criterion.  

(5) The valuable association rules are 
determined as output. For helping users to mine 
valuable rules and decline redundancy of rules, 
the association rules based on interest measure 
has been established in Boolean data mining for 
association rules, and extensively applied in data 
mining for the quantitative association rules. 

3 Concept and strategy for 

discretization 

Algorithm for discretization of numerical 
attribute will face the same problems during 
resolving classification problems, however, 
problems of data mining for association rules is 
different from classification. From the machine 
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learning point of view, data mining for 
association rules is unsupervised learning 
category, but data mining for classification 
model is supervised category. In other words, 
discretization algorithm that suits classification 
does not necessarily suit data mining for 
association rules; hence it is necessary to 
research new discretization methods combined 
with characters of data mining for association 
rules. Combined with characters of data mining 
for association rules, methods for numerical 
value discretization mainly are equi-width 
partition, equi-depth partition and distance-based 
partition. 

A. Equi-depth Partition Method 
During numerical value discretization, 

equi-depth partition is the most common 
discretization method, commonly adequate for 
data set with low association among attributes. 
For the data set with tight association, 
application of equi-depth partition is difficult to 
mine ideal result. Equi-depth partition method 
tends to partition adjacent value with 
commonness and high support into different 
intervals. When data distribution reach peak 
value near to a certain point, the mechanical 
method like equi-depth partition cannot reflect 
characters of data itself, hence it does not work 
well on highly skewed data discretization. For 
example, during tourist data mining, all kinds of 
discretization methods suit for processing scenic 
spot attribute and other data with low association, 
such as tourists’ age、numbers of scenic spots. 

R is one relation, A is one attribute of it, T is 
one tuple, C is one condition of R, T(A) denotes 
A attribute value for tuple T. 

Bi=[Xi,Yi] of which i=1，2，... ，m, Xi≤Yi≤ 
Yi+1； 

If A is one numerical value attribute, and its 
interval is [Xl,Ym]. Interval of A is partitioned 
into a series of disjoint fields, viz. 

Bi=[Xi,Yi] of which i=1，2，... ，m,Xi≤Yi≤ 
Yi+1； 

Bi is entitled “one bucket of A”, and number 

of tuples in T R and T(A) Bi is entitled “size ∈ ∈

of bucket”, noted as u. if size of tow buckets are 
same, and they are entitled “equi-depth bung”. 

Algorithm shows as below: 
Input: numerical attribute A, number of 

bucket n 
Output: discretized interval 
(1) Numerical attribute in order; 
(2) Scan database, Stat the database item 

number N; 
(3) Get the depth of bucket h=N/h; 
(4) Scan A in order one by one. According to 

Definition 2, get number i and i+h in sequence, 
the make the output of discretized interval 
[li,vi+h]. 

B. Equi-width Partition Method 
 The equi-width partition method is the simplest 
discretization method which is used to 
distributing equably data. Because this algorithm 
need only one time to scan the database, it has a 
high efficiency. The equi-width partition method 
simply partition from mathematics’ point. It 
doesn’t consider the characteristic of the data 
distributing. As this method is more directly and 
adapt to prophase dispose of data attribute, it 
always unites the clustering method and get 
good discretization result. For example, in the 
tourism data mining, it used to discretize 
tourists’ age and income, etc. 

Algorithm shows as below: 
Input: numerical attribute A, number of 

bucket n 
Output: discretized interval 
(1) Scan database, Get the max(A) and 

min(A); 
(2) Try the width w of interval, w 

=(max(A)-min(A) )/n; 
(3) Make the output （li=min(A)+(i -1)* w, 

vi=min(A)+i* w ） of discretized 
interval[l1,v1 ],( l 2,v2 ),…,[ l n,vn]. 

C. Classification Partition Method 
Both of equi-width partition and equi-depth 

partition methods are considering neither the 

 4

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 194



data distribution, nor the experts’ proposal to the 
attribute discretization. They only partition the 
data attribute according to the geometry and 
mathematics. The classification partition method 
can take attribute discretization according to 
data distribution feature based on the field 
experts’ proposal. To solve the quantitative 
association rules problem, we can use the 
classification partition method to partition each 
attribute item to proper category which the 
equi-depth partition method can not solve. This 
can show data distribution status. The aim of 
classification is to partition similar data to same 
category. 

For example, in the tourism information data 
mining technology, field expert hold up the 
classification model. The process of quantitive 
data discretization is partitioning one group data 
to different class according to the classification 
model. The result of classification should make 
the data distance in same types much shorter and 
in different types much longer. 

The process of data classification partition is: 
Firstly field expert take the characteristic value 
A[1…k] of the partitioned k intervals, then scan 
every data in sequence, classify data to the 
category which is nearest to data number, update 
characteristic value of this category. 

Algorithm shows as below:   
Input: Numerical attribute A, Interval 

characteristic value A[1…k] 
Output: Discretized k intervals 
do 
(1) Read one data, Calculate the distance 

between it and every characteristic value; 
(2) Partition data to category which is nearest 

to data number; 
(3) update characteristic value to average 

value of its interval; 
until all data partitions finished. 

5  Conclusion 

In this paper we proposed the algorithm for 
discretization of numerical attribute in 
quantitative association rules mining. Through 

the analysis of the above 3 discretization 
algorithms, we defined divergent density as 
evaluation criterion of discretization effect. 
Definition: If discrete category[a,b],c is the 
number belong to the discrete category, 
thenρ=c/|b-a|×100% is the density of this 
discrete category. We call the density average 
value of all discrete category which is 

1

1( )
n

i
i n

ϖ ρ
=

= ∑
 as discrete density. If this 

discrete density is larger, the effect of partition is 
better. 

By this method, we calculate the discrete 
densities of above 3 discretization algorithms: 
The discrete density of equi-width partition is 
10%. The discrete density of equi-depth partition 
is 40.84%. The discrete density of classification 
partition is 100%. To this data group, the effect 
of classification partition is the best. But because 
the cost of classification partition algorithm is 
much higher, we should take different 
discretization methods according to data feature. 
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Abstract − Due to the expansion of TV channels in the 
digital era, the number of TV programs selected by 
users has had an explosive increase. This expansion 
makes hard to find preferred TV programs. Because of 
this, it is necessary to automatically customized 
recommendation system for TV programs. In this 
paper, we propose a novel recommendation system to 
overcome this problem. The proposed recommendation 
system has two main algorithms that consist of 
personalized recommendation algorithm and a general 
recommendation algorithm. The personalized 
recommendation algorithm is constructed from 
individual user-information (e.g. channel, title, time, 
etc) and the other is constructed from personal 
information (e.g. age, gender, occupation, etc). 
However if we don’t have sufficient user-information 
regarding the preferences of TV programs then the 
recommendation has a high failure rate. To overcome 
this difficulty, we propose the use of a general 
recommendation algorithm in this paper. In this paper, 
we address the problems and solutions by describing 
the proposed algorithms and experiments. 
 

Keywords: TV recommendation, preference, anytime, 
personalized, general 

 
1. Introduction 

TV is the requisite mass media on this society, 
because it allows us to experience many things that we 
never experienced before second hand, and it is an 
entertainment program to relieve our tension when we 
get tired. Because the were not as many channels in 
previous broadcasts as the TV programs Included in 
cable TV and sky wave TV, we could learn our favorite 
channel number. However, TV offers a variety TV 
programs and custom broadcasting services to users   
as the expansion of TV channels in the digital era is 
resulting in a soaring number of TV programs 
available to users. In this environment, the broadcast 
service that answers the demands of users focuses on 
user and Research on TV program recommendation 
has been vigorously conducted for 10 years [1, 2]. 

  Based on three months of data from May 1, 2006 
to July 31, 2006 received from AGB Nielsen Media 
Research, we utilized the users’ preference analysis for 
the recommendation of TV programs. We used the first 
dimensional analysis method among various statistical 
analysis tools. Data was analyzed using individual 

viewing TV information, and it is utilized not only in the 
personalized recommendation method, which 
recommends in the order of title, genre, and channel 
information that the user mainly watched on the 
corresponding weekday and time, but also in the general 
recommendation method, which uses is used general 
information such as gender, age, occupation, etc. TV 
program recommendation algorithms could satisfy the 
user’s preference well through the personalized 
recommendation algorithm, but when there is not enough 
viewing information for the corresponding user, the 
possibility of failure is also increased. Therefore, when 
the viewing information of a user is not sufficient, we 
recommended TV programs using the general 
recommendation method.  

The rest of this paper is organized as follows: Section 
2 reviews related work in the field. An overview of the 
software system architecture is given in section 3. 
Section 4 presents the implementing and simulation 
result. Finally, section 5 summarizes the paper. 

 
2. Related Work 

The recommendation method uses general 
recommendation and information abstraction method 
using Data-mining. The general Recommendation method 
is divided into the Content-based Recommendation (CBR) 
method and the Collaborative Recommendation (CR) 
method [3-6]. 

The content-based Recommendation requires the user 
to ask questions to the retrieval system and the system 
shows results to the questions as in Fig. 1 [4, 5]. 

 

RecommendionRecommendion
SystemSystem

MetaMeta
informationinformation

UserUser

UserUser
ProfileProfile

 
Fig. 1 Content-based Recommendation. 

The collaborative Recommendation collects people 
whose inclinations are similar to the group and 
recommends programs with assumption that other people 
also are interested in TV programs that people enjoy 
within the related group. Such a general recommendation 
method has problems with the quality of 
recommendation. The quality drops greatly when we 
have little user's information data and when there are few 
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people whose inclinations are similar. We propose a 
recommendation engine that has a content-based 
recommendation method and a collaborative 
recommendation method that mutually supplement 
each other in order to solve this problem [5, 6]. 

Data-mining and information abstraction methods 
bring rules and information using this data; this 
abstraction process is shown in Fig. 2. 
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Fig. 2 Data-mining architecture. 

 
Figure 2 shows a typical process in which  

information is abstracted from data. There are very 
much technological methods to Data-mining, and there 
are Data-mining loadmaps that arrange data 
systematically and bring rules or information 
effectively from data in Data-mining. A Data-mining 
loadmap is shown in Fig. 3.  

In this paper, we could increase the reliability of the 
recommendation and optimize the recommendation 
system by analyzing data from various subjects and 
domains using a Data-mining loadmap. 

 
3. System Architecture 

The proposed software architecture is based on CBR 
(Content -based Recommendation) and CR (Collaborative 
Recommendation). The system architecture consists of a 
User Interface, which receives user information from 
interactive TV and a TV Program Search Engine, which 
receives TV program information on the air, from the 
Recommendation Engine, and from the Database. The 
system architecture is shown in Fig. 4. Each 
Recommendation Engine and Database is described in 
Section 3.a, and Section 3.b. 
 
A. Data Analysis 

Table 1 Summary of  
the AGB Nielsen Media Research’ data 

Section Remark 
The number of 

participant 
550 family - 3,953 persons 

(man : 2003, woman : 1950) 
The number of 
TV program 

98,350 (it gather all channel from May, 2006 
to July, 2006) 

Information of 
TV viewing 

It gather channels and start/end times of 
individual TV  viewing 

Genre 94 (overlapping mark is able to do) 

 

Based on three months data from May 1, 2006 to July 
3 1 ,  2 0 0 6  r e c e iv e d  f r o m A G B  N ix o n  Med ia  

Research, we utilized users’ preference analysis for  
the recommendation of TV programs. And Table 1 
shows a summary of the related data.  

The user's Information consists of nine items: gender, 
age, dwelling form, dwelling area, income, scholarship, 
etc. This is shown in Fig. 5. 
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Fig. 3 Data-Mining loadmap. 
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Fig. 4 System architecture. 

 
Genre data from sky-wave TV is separated into three 

architectures according to each TV program schedule. 
However, the whole work to standardize the code is 
insufficient. In the case of cable and satellite 
broadcasting, doesn't offer to separate information 
according to each program schedule. In order to solve 
this problem, we integrate a combination of 94 items 
according to genre to 13 representative genres and used 
these on sky-wave and cable TV.  

We made a database to analyze the AGB Nielsen 
Media Research's data.  Correlation to each entity is 
shown in Fig. 6. 

We used the first dimensional analysis method among 
various statistic analysis tools for data analysis.  Because 
the user' information has 9 items, in the case of to extend 
dimension gradually, the number of case is overfull. 
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 Fig. 5 Code arrangement information connected to 
information from viewing TV. 
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Fig. 6 Entity relation of the AGB Nielsen Media 

Research' data from viewing TV. 
 
In order to solve this problem, after one dimension 

analysis, we separated user information items into 
groups where binary classification is possible and 
other groups where binary classification is impossible. 
The results of the one dimension analysis are shown in 
Fig. 7. Gender, dwelling form, and matrimony can be 
classified using binary classification according to the 
results of the one dimension analysis. However, The 
binary classification method can classify when 
integrate code according to dwelling form by “Is it 
apartment?” or “is not it apartment?”. And dwelling 
area is excepted because there are so many '20 - 49' 
overwhelmingly. 

Age, income, scholarship and occupation reflect 
personalized inclinations of the user's profile. This 
paper chooses item in order to reflect individual 
inclination using binary classification. 

 
Fig. 7 1D analysis result of viewing TV. 

 
B. Recommendation Engine 
 

 
Fig. 8 General Recommendation method. 

 

 
Fig. 9 Personalized Recommendation method. 

 
The recommendation engine consists of CR 

(Collaborative Recommendation), and CBR (Content-
based Recommendation), and supplementation each 
lacking part. CR (Collaborative Recommendation) and 
CBR (Content-based Recommendation) are called the 
general recommendation method and the personalized 
recommendation method here. The recommendation 
engine solves the problem of insufficient user' viewing 
information or can not believe the result. Actually, when 
we used the personalized recommendation method, we 
could get a satisfying recommendation result. However, 
the probability of failure was high when we had little 
data of user's TV viewing information. In this case, we 
could recommend TV programs using the general 
recommendation method, but because the general 
recommendation method also has a high probability of 
failure when user's inclination is unique, we 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 198



supplemented the methods with each other 
 The TV program recommendation method must 

recommend a program to the user based on TV 
program time and TV program schedules. In this paper, 
the general recommendation classifies binary 
classification items and other items, and utilizes them. 
We divided the group through a combination of binary 
classification items. And then we created a new 
subgroup using items that reflect individual inclination 
according to the group in which it was divided. The 
general recommendation algorithm is shown in Fig. 8. 

The personalized recommendation method of TV 
programs was analyzed using individual viewing TV 
information and recommended using the order of TV 
program title, genre, and channel information that the 
user mainly watched on the corresponding weekday 
and time. The personalized recommendation algorithm 
is shown in Fig.9. 

 
4. Implementation and result  

We used MATLAB R2006A GUI in order to embody 
whole program on Windows 2003 server. We use only 
use data of sky-wave based on three months data from 
May 1, 2006 to July 31, 2006 received from AGB Nixon 
Media Research. And we made a database to interlock 
DBMS (DataBase Management System) and ODBC 
(Open DataBase Connectivity) using data of sky-wave. 
The general TV Program recommendation application 
described the histogram of a group to similar to user in 
order to analyze the user's TV viewing information 
according to the day of the week when the user 
chooses the date and time that they want a 
recommendation. In the case of the personalized 
recommendation application, because the personalized 
recommendation application analyzes the user's TV 
viewing information more than the user's general 
information and recommends using the order of the 
title, genre, and channel information, we experimented 
after adding the user's TV viewing information screen. 
The screen of the general recommendation application 
and the personalized recommendation application are 
shown in Fig. 10. 

We could get satiable results that compare the 
results of the General Recommendation and the results 
of the Personalized Recommendation in order to 
search the recommendation results. 
 
5. Conclusion 

We made a database applying the fundamental 
pretreatment process to resource data. In addition, we 
arranged each data code in this paper and grasped 
attribute of data using statistical analysis techniques. 
The general recommendation method and personalized 
recommendation method mutuality complement the 
proposed method, and we had satisfactory results from 
the experiment.  

We are going to improve the integration domain of 
the recommendation algorithm through continuous 
research.  

 
a. General Recommendation Application 

 

 
b. Personalized Recommendation Application 

 
Fig. 10 Application (Korean language). 
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Abstract
We propose a new framework to deal with

multi-labeled classification problems based on error-
correcting output coding (ECOC). In multi-labeled
classification problems, it is required to assign mul-
tiple classes to a single input. In this study, we show
naive multi-label approach can be improved based on
probabilistic modeling of misclassification process in
the ECOC method. We examine performance of the
proposed method with synthetic datasets and show
that the proposed method accurately predicts multi-
ple labels of a new input, relatively to the existing
method.

1 Introduction

In a multi-labeled classification problem, a single
input is assigned to multiple classes or categories.
A typical example of multi-labeled problems is the
text categorization problem on the World Wide Web,
where each text may belong to some of multiple cat-
egories. For such a problem, there are two conven-
tional approaches. One is the binary classification ap-
proach in which each text is classified into multiple
classes by integrating individual results from binary
classifiers. The other approach simultaneously deals
with multiple classes by considering multinomial mod-
els; Ueda and Saito [5] proposed Parametric Mixture
Model (PMM) in which the multinomial distribution
is extended to represent the dependence of multiple
classes. In this study, we take the former approach.

In the context of multiclass classification problems,
the error-correcting output coding (ECOC) method
was formerly proposed by Dietterich and Bakiri [2].
This method decomposes the original multi-class clas-
sification problem into multiple binary classification
problems whose each output is {+1, -1}. In the frame-
work of ECOC, a k class problem is decomposed into
l binary classification problems and each class label is
represented by a code word which is a row vector of

a code matrix W ∈ {+1,−1}k×l. An example code
matrix in a four-class problem would be

W =




1 −1 −1 −1
−1 1 −1 −1
−1 −1 1 −1
−1 −1 −1 1
1 1 −1 −1
1 −1 1 −1
1 −1 −1 1




.

Then, each binary classifier is trained using binary la-
bels associated with the corresponding column vector
of W . We can predict the class label of a new in-
put using the outputs of binary classifiers, where the
simplest method is the Hamming decoding. For out-
puts of binary classifiers, the closest code word in W
with respect to the Hamming distance is used as the
predicted class label of the input. Allwein et al. [1]
proposed a more flexible framework that allows W to
include 0 which signifies “do not care” classes in the
corresponding binary classifier. Moreover, the Ham-
ming distance was extended to general loss functions.

In this study, we apply the framework of ECOC to
multi-labeled problems by formulating a probabilistic
model that represents the relationship between a code
word and a set of outputs from classifiers. We in par-
ticular develop the method based on the information
transmission theory. The model regards a misclassi-
fication of each binary classifier as a bit inversion in
the code word due to a noisy channel. An addition of
parity bits which leads to redundant representation of
multiple labels and adaptive identification of the noisy
channel based on the probabilistic model enables an
accurate prediction of multiple labels.

In section 2, basic setting and a probabilistic model
of the noisy channel are formulated. In section 3, we
examine the performance of the proposed method, in
comparison to the simple multi-labeled classification
method, using synthetic datasets.
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2 Method

In this section, we describe the probabilistic model
of the bit inversion, which represents the misclassifi-
cation error, in the multi-label classification, and its
decoding method.

2.1 Notation

Let x be an input vector and y ∈ {1,−1}b be a
vector of labels associated with b categories. Typically,
x is an element of the Bag-of -Words [3]. We assume
that a dataset {xi, yi}N

i=1 is given. Let yj(1 ≤ j ≤ b)
be a component of y, defined by

yj =
{

1 x belongs to class j
−1 otherwise. (1)

We consider parity bits z ∈ {1,−1}c associated with
y, whose j-th component is denoted as zj . Note that
the parity z = z(y) : {1,−1}b → {1,−1}c is designed
in a priori manner.

Using the dataset and the corresponding set of par-
ity bits, {z1, ...,zN}, we can train (b + c) binary clas-
sifiers. We denote outputs of binary classifiers associ-
ated with the code word y as ỹ, and those augmented
by the parity bits z as z̃, both of which are assumed
to be disturbed by a noisy transmission channel.

2.2 Probabilistic model and decoding
method

The probabilistic model of (ỹ, z̃) given y is defined
as

p(ỹ, z̃|y) = p(ỹ|y)p(z̃|y)

= exp(βỹty − bϕ(β))exp(βz̃tz − cϕ(β))

= exp(β(ỹty + z̃tz) − (b + c)ϕ(β))), (2)

where t denotes a transpose, ϕ(β) = ln(eβ + e−β) is
a normailzation constant, and β is a positive constant
that represents the noise level of the noisy channel.
We assume that the label prior p(y) is the uniform
distribution, then p(y|ỹ, z̃) is calculated as follows.

p(y|ỹ, z̃) =
p(ỹ, z̃|y)P (y)∑
y p(ỹ, z̃|y)P (y)

∝ (ỹty + z̃tz). (3)

This is equivalent to the Hamming distance between
(ỹt, z̃t) and (y, z), then an estimate ŷ of the original
label y can be decoded as

ŷ = argmaxyp(y|ỹ, z̃). (4)

This decoding method is equivalent to the Hamming
decoding with parity bits and reduces to the naive
multi-labeled decoding method when the parity bits z
are omitted.

2.3 Estimation of confidence

In model (2), β was set at a positive constant, im-
plying all classifiers are assumed to have the same re-
liability (confidence). This assumption is not natural,
however, because performances of classifiers are differ-
ent from each other according to the difficulty in cor-
responding classification problems or the underlying
geometrical structure of dataset. Takenouchi and Ishii
[4] introduced the confidence of classifiers into multi-
class classification problems. Following this existing
study, we introduce the confidence for each classifier,
and then the probabilistic model is extended as

p(ỹ, z̃|y; β, γ) = p(ỹ|y; β)p(z̃|y; γ)

= exp
( b∑

j=1

(βj ỹjyj − ϕ(βj))
)

×exp
( c∑

k=1

(γkz̃kzk − ϕ(γk))
)
,(5)

where β = (β1, ..., βb) and γ = (γ1, ..., γc) are parame-
ter vectors representing the confidence of each dimen-
sion of the noisy channel. Parameters β, γ can be
estimated as to maximize the log-likelihood:

L(β, γ) =
N∑

i=1

log p(ỹi, z̃i|yi; β, γ). (6)

Stationary conditions of equation (6) become

∂L

∂βj
=

N∑
i=1

(ỹi
jy

i
j −

exp(βj) − exp(−βj)
exp(βj) + exp(−βj)

)

= 0, (7)

∂L

∂γk
=

N∑
i=1

(z̃i
kzi

k − exp(γk) − exp(−γk)
exp(γk) + exp(−γk)

)

= 0. (8)

Those equations can be analytically solved as

β̂j =
1
2
ln

1 − Cyj

Cyj

, γ̂k =
1
2
ln

1 − Czk

Czk

, (9)

where Cyj =
1
N

N∑
i=1

1 − (ỹj
iyi

j)
2

is the error rate of

the classifier associated with the code yj and Cz =

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 201



1
N

N∑
i=1

1 − (z̃k
izi

k)
2

is that with the parity bits zk. Af-

ter identifying the characteristics of the noisy channel,
the label ŷ can be decoded as a maximum a posteriori
(MAP) estimate:

ŷ = argmaxyp(y|ỹ, z̃; β̂, γ̂). (10)

Note that the posterior probability in equation (10) is
rewritten as

p(y|ỹ, z̃; β̂, γ̂) =
p(ỹ, z̃|y; β̂, γ̂)p(y)∑
y p(ỹ, z̃|y; β̂, γ̂)p(y)

∝
( b∑

j=1

βj ỹjyj +
c∑

k=1

γkz̃kzk

)
.(11)

Namely, this decoding is a weighted version of the
Hamming decoding, but the weight is estimated by
the maximum likelihood estimation from multi-labeled
classification results of the training data. This ap-
proach is natural, because our decoding is based on
the weighted Hamming distance and its weight is de-
termined based on the classification performance of
each binary classifier for the training dataset.

2.4 Difficulty of decoding process

In the previous subsection, we applied the MAP
decoding (10) in which the number of candidates to
be searched becomes exponential, 2b. If the number
b of categories is large, this decoding process becomes
hard. To avoid this problem, one practically good way
is to restrict the multiplicity being small such as

{y|
∑b

i=1
yi+1

2 5 3}.
This restriction seems plausible, in practical for ex-

ample, in the text categorization problem, because
major part of texts are likely assigned each to a few
classes. Using this assumption, the number of code
candidates to be searched is reduced to aC3, which
makes the MAP decoding feasible.

3 Experiment result

In this section, we examine the performance of the
proposed method by comparing with the naive classi-
fication based method, using synthetic datasets. The
parity bits were randomly generated and the MAP de-
coding was employed in the proposed method. For
binary classifiers, we employed the simplest linear dis-
criminant analysis. A typical example of dataset con-
sisting of 90 input data with 3 categories, is shown in
Figure 1.
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Figure 1: An example dataset. Each numerical char-
acter indicates the class to which an input vector is
assigned. A symbol 5 indicates an input assigned to
two categories and + means that the corresponding
input does not belong to any category.
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Figure 2: PA and CA of the two decoding methods,
the Hamming decoding with parity bits(equation(4))
and the weighted Hamming decoding with parity
bits(equation(11)), against the length of parity bits.
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For performance evaluation, we used two kinds of
quantities: complete accuracy rate (CA) and partial
accuracy rate (PA). CA is the rate of events in which
the vector (three-dimensional, in this case) of decoded
label completely coincides with that of the original la-
bel, and PA is the rate with which the element of the
decoded label is consistent with that of the original
label.

Figure 2 shows averaged CA and PA of the pro-
posed method for 10 trials. The error bar is the stan-
dard deviation in the 10 trials. In this figure, we com-
pared the Hamming decoding with parity bits (equa-
tion(4)) and the weighted Hamming decoding with
parity bits(equation(11)). For comparison, we also ap-
plied a naive multi-labeled classification method, that
is, a set of individual binary classifiers assign the label
for the corresponding category. CA and PA of the
naive method were 0.1111 and 0.5056, respectively.
From the comparison, we can see (1) the proposed
methods outperformed the naive method; and, (2)
when the parity length was c ≥ 6, the performance
by our methods was consistently good.

4 Conclusion

We proposed a novel method for multi-labeled clas-
sification problems based on the framework of ECOC.
This regard the classification errors of classifies as
the noise of the channel. Using the parity associated
with the label, we can improve the classification ac-
curacy in comparison to the naive classification based
method. As a future work, we plan to apply the pro-
posed method for real datasets. For this application,
the decoding method discussed in subsection 2.4 will
be improved. However, the design of parity bits on in
our future work.
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1. INTRODUCTION 

 
I f the automatic driving technology based on  

“Active Safety” develops, the number of accidents by a 
human factor decreases. The control of  
the steering wheel by the image data processing usin
g CCD camera was possible recent work. But contro
l of an accelerator and a brake is not automatic.
 So in this system, combining the operation of the accel
erator and the brake is a problem. Needing the control 
 of the accelerator and the brake is combined with the 
 control of steering wheel is running at a constant  
speed. Therefore, we research the speed control as a basi
c research to combine the control of the accelerator and 
the brake with the steering control by the visual syste
m. We controlled the speed by using turning on and  
turning off control at the early stage of the research.  
We could get a moderate result in this experiment. But 
we controlled the speed by the PID control that also had
 generality being possible to correspond to more road si
tuation. 

 
2. ELCTRIC VHICLE 

 
We shows this vehicle in Fig.1 and configurations

 of this vehicle in Table 1. 

 
 

Fig. 1 An electric vehicle 

 
 
Table 1  A configuration of an electric vehicle 

Length 2,395(mm) 
Wide 1,010(mm) 

Height 1,490(mm) 
Weight 470(kg) 

Max speed 45(km/h) 
Motor DC brassieres motor 

Max power 5.2(kw) 
 
3. CHARACTERISTIC OF ACCELERATAOR A

ND BRAKE 

 
Fig.2 Motor of accelerator 

 
The accelerator of the electric vehicle does a usu

al accelerator operation by rotating the motor. In an
other word, the accelerator wire is pulled by depres
sing the accelerator when the driver person, and it 
leads to the drive of the DC motor. 

 Another wire is pulled by rotating, and the DC 
motor is driven the stepping motor the act of pullin
g the accelerator wire. Moreover, the brake ties to t
he stepping motor the brake pedal with the wire. T
hey greatly depend on the parameter, the number of
 movement pulses, and the passing speed used to c
ontrol the stepping motor, and control the amount o
f depressing of the accelerator brake and the depres
sed speed by changing these parameters. 
 

A control method of an electric vehicle 
 

Masanori Sugisaka1, Hiroaki Tanaka1 and Masayoshi Hara1 
1 Department of Electrical and Electronic Engineering, Oita University, Oita, Japan 

(+81 -975-54-7831, E-mail: msugi@cc.oita-u.ac.jp, mhara@cc.oita-u.ac.jp) 
 

Abstract: The research of the electric vehicle in our laboratory is developed in two fields. One is the control of the
 speed (operation of the accelerator and the brake), the other is the controls of the steering wheel.  We controlle
d the speed by using turning on and turning off control at the early stage. We could get a moderate result
 in this experiment. And we controlled the speed by the another control method that also had generality be
ing possible to correspond to road situation. As a result, we could do the appropriate control of accelerator.
Needing the control of the accelerator and the brake is combined with the control of steering wheel is running at a co
nstant speed. This becomes a necessary, indispensable technology in doing the driving support and actually running o
n the road. 
 
Keywords: operation of the accelerator and the brake, control method 
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Fig.3 Motor of brake 

 
Here, the moving speed is a parameter in the am

ount of depressing of the accelerator and the brake
 in the number of output pulses corresponding to e
ach depressed speed. It is based on the specificatio
n of the stepping motor of the amount of the rotati
on in the number of pulses in this and the specific
ation of the rotational speed at the pulse frequency.
  

4. Control method 
We get speed characteristic of this vehicle from 

experiments and below equation. 
Speed characteristic with load 

( ) ( ) ( )( )( )

( ) ( )( )( )hkmkRkR

smkRkRky

/1
2.751

6.346.1

/1
2.751

46.1

−−
⋅

=

−−=   

  (1) 
here: sampling time 1(sec) 

 
The difference of the encoder value is taken in t

his computational method, and the speed is calculat
ed by the change.  

We do experiments use this equation. And contro
l method is using simple PID control. At first, we 
do a constant moving speed experiments. It is for t
he characteristic of this vehicle moving speed. It ru
ns in the straight line by using a general road as t
he experiment method. It is set that the measureme
nt time is assumed to be 60(sec), and the stop ope
ration is done after it runs of 40(sec). The accelera
tor and the brake operation between those are due t
o the program, and the experimenter (driver) does t
he steering wheel operation.  

The expression from which the number of move
ment pulses is: 

( ) ( ) ( ) ( ) ( )( )








−−⋅+⋅+= ∑
−=

111657.33
1

kekejekeku
k

kj

(2) 
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     (3) 

 u(k) : number of moving pulse 
 e(k) : difference  
 y(k) : speed value 
  One of the experiment result is presents Fig. 4. I
t is understood that the shifting value at the speed 
that is the problem in the current result is consider
ably improved from the experiment result. Moreover,
 it becomes a repetition of a detailed error margin 
about other shifting value parts, and the more error
 has disappeared. It became the result of understan
ding number of the accelerator increased in shape c
orresponding to this about number of the accelerato
r in the inclination of going up. However, there is 
an insufficient part as a control of the speed.  
 

Fig.4 Speed chara. using PID control 
 

5. CONCLUSION 
 

In this research, first of all, the base of the spee
d control was done. Next, the speed by PID was c
ontrolled. Various parameters in the PID control we
re decided from the experiment. However, the chara
cteristic was led by using the speed characteristic o
f not a real load but no-load-condition that the spe
ed settled to some degree. The adjustment of each 
parameter has properly adjusted a necessary part re
peating the experiment. One of the results was sho
wn. However, it is thought that the problem by the
 delay of the processing speed occurs in both the s
teering control, the accelerator, and the brake contro
l by increasing the speed.  
It is necessary to examine the combination with the
 steering control as a problem in the future with th
e improvement at the parameter and the sampling ti
me. 
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Abstract

In the research fields of Human-Robot interaction
(HRI) and Human-Agent interaction (HAI), human
boredom of robots or agents is a significant problem
that needs solving. Clarifying the human characteris-
tic of boredom may be conducive to designing agents
and on HRI framework. In this study, we focus on mu-
tual prediction, which is a distinct property of animal-
animal interaction, including humans, and we aim to
clarify how mutual prediction affects human-agent in-
teraction. In this paper, we explain our experimental
setup for investigating influence of mutual prediction
on human boredom in human-agent interaction and of
subjective congnition of opponents. In these experi-
ments, we set two axes to represent experimental con-
ditions, one is subjective congnition of an opponent,
which means subjects believe the opponent is human
or a computer, the other is the presence or absence of
the opponent’s prediction.

1 Introduction

Since the emergence of robots designed to commu-
nicate with humans, research in HRI (Human-Robot
Interaction) and HAI (Human-Agent Interaction) has
gathered momentum [1, 2]. In this research field,
human boredom of robots or agents is one of the
main problems preventing sustained human-robot or
human-agent interaction.

In this study, we aim to clarify one aspect of the hu-
man property of boredom with human-agent interac-
tion. We focus especially on mutual prediction, which
is a distinct property of interaction between inten-
tional entities such as humans and animals that have
the abilities of prediction, adaptation and so on. We
aim to clarify how mutual prediction affects human
boredom with human-agent (computer) interaction.

2 Research Background

2.1 Psychological Saturation and Bore-
dom in Interaction

In the field of psychology, boredom is called “psy-
chological saturation”, and it has been researched from
the early twentyth century. Psychological saturation is
a psychological state in which someone can’t stay with
a certain uniform action any more and stops it, even
when he/she is told to continue preforming that uni-
form action. Psychological saturation was manifested
experimentally by Karsten [3].

However, when we consider HRI or HAI, there is an-
other aspect of human boredom that can’t be treated
as psychological saturation. Psychology saturation is
a psychological state specific to a certain uniform ac-
tion, whereas in HRI or HAI, if a robot has a abil-
ities of prediction and adaptation, there is a nested
structure of prediction and adaptation between hu-
mans and robots (agents) due to interaction between
humans and robots (agents). That means humans nat-
urally predict and adapt to objects, but objects also
predict and adapt to humans. The phenomenon above
is called mutual prediction or mutual adaptation [2, 4].

In this study, we examine how mutual prediction
affects human boredom, which can’t be treated as psy-
chological saturation.

2.2 Mutual Prediction

We behave based on our prediction of others’ behav-
ior in daily life. Naturally others also behave based
on their prediction of our behavior. In the case of
such interaction that establishes mutual prediction of
each other’s behavior, there is infinite regress caused
by nested structures. Consequently, there is no opti-
mal solution in such interaction.

Luhmann focused on mutual prediction in interac-
tion, and considered how laws and regulations are con-
stituted by mutual prediction [5]. He separated predic-
tion into two types: “congnitive prediction” and “pre-
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scriptive prediction”. Congnitive prediction is that hu-
mans reform and accommodate their predition when
actual results are different from the predited one. On
the other hands, prescriptive prediction is that humans
do not reform their prediction even when actual results
are different. Once prediction is formed, prescriptive
prediction can be applied to a certain uniform action
or physical objects because these do not change dras-
tically. On the contrary, we need to apply congni-
tive prediction to objects that possess the abilities of
prediction and adaption such as humans, animals, or
agents because there is a nested structure of prediction
and adaptation.

Iizuka and Ikegami proposed a computational
model of mutual prediction in interaction [4]. They
used a simulated mobile robot with a recurrent neural
network, and two agents performed turn-taking be-
havior. And they reproted that there are two phases
of turn-taking behavior: one is a stable phase because
each agent can predict the other and there are cer-
tain trajectory patterns, the other is unstable phase
because prediction of each agent collapses and there
are chaotic trajectories. The above phenomenon occur
because of mutual prediction, which composes nested
structure.

As described above, there is a different aspect in
HRI or HAI from interaction between humans and
physical objects. We suppose that the ambivalent
directional properties described above affect human
boredom in HRI or HAI.

2.3 The Differece from Subjective Cong-
nition on Opponetns

The study by Reeves and Nass is pioneering re-
search in the field of human-computer interaction[6].
They reported that people unconsciously treat com-
puters and television as the same as humans.

On the contrary, Gallagher et al. reported that the
activated region of the human brain is different when
subjects believe an opponent is human from when they
believe an opponent is a computer [7]. In their rock-
scissors-paper game experiments, subjects were taught
that an opponent is either human or a computer, even
though the opponent is always a computer whose be-
havior was programmed randomly in both conditions.
Although winning percentages of subjects are the same
in both conditons, the activted region of the human
brain actually differed according to the conditions.
Takahashi et al. also reported that subjects’ behav-
ior differs due to subjective congnition of an opponent
[8]. When subjects were taught that an opponent was
human, their behavior became more explorative than

that of the condition in which they were taught that
the opponent was a computer. Their experimental re-
sults indicate that when people believe an opponent is
a computer, people behave more exploitatively which
means they use “prescriptive prediction” rather than
“congnitive prediction”.

As the above reports outline, human behavior dif-
fers between when people believe an opponent is hu-
man and when it is a computer. This difference may
arise from people’s belief or perceived notion that a
computer must be routine and that it must be ruled
by constant rules and designs.

Based on the above perspective, we aim to clarify
the following two points in this study.

• First, we aim to clarify the diferences among sub-
jects’ boredom from subjective congnition to an
opponent.

• Does mutual prediction affect human boredom in
a little more complex situations than the rock-
scissors-paper game?

In the next section we explain the experimental
setup for a method to these two points.

3 Experimental Setting

In this study, we conduct experiments using a sim-
ple card game. In this game, a subject and an oppo-
nent put down a card from the three each is holding
(numbered 1 to 3) at the same moment, and the one
who puts down the higher card wins. Players can not
put down a card before he/she put down once in one
set, and the player who wins two of three games wins a
set. For example, if a subject put down cards 3→1→2
in series and an opponent put down cards 2→3→1, the
subject wins two games and, therefore, wins that set
(Fig:1). Subjects repeat this card game a few dozen
times.

This card game is essentially no different from the
rock-scissors-paper game, but it may be a little more
tactical rather than the rock-scissors-paper game be-
cause the card to be put down is restricted by the
sequenc in which cards are put down. There are 36
possible patterns by which a player and an opponent
can put down cards sequentially in a set. The prob-
abilities of the subject’s winning and losing are both
1/6, and the remaining 2/3 are for a draw. If the sub-
ject wins a set, he/she gets +100 points, if the result
is a draw, 0 points, and if he/she loses, -100 points.
Subjects play this card game using a display and a
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Figure 1: transition of a set

keyboard, and they cannot see the opponent’s display
and keybord directly.

3.1 Experimetn 1

In this experiment, we examine whether the differ-
ence in subjects’ boredom arises from subjective con-
gnition of an opponent. We set following two condi-
tions:

• subjects believe the opponent is human;

• subjects believe the opponent is a computer;

To make subjects believe the opponent is human,
we allocate an experimental assistant, and have the
experimental assistant pretend to play the card game.
We set up the assistant’s display and keyboard so as
to be invisible to the subjects (Fig:2).

The order of putting down the cards in series is de-
cided randomly by a program in both conditons. It is
natural that subjects become bored with the game it-
self, therefore, order of the experimental conditions be-
comes equal to about two conditions so as to counter-
act the effect of the sequence. After finishing each con-
dition, we ask the subjects to answer questionnaires
about the trial.

To analyze patterns of subjects’ behavior and the
questionnaire results, we examine whether subjective

　

Condition 1

subject computer

Condition 2

subject experiment
helper

affectation

Figure 2: experimental conditions

congnition of an opponent affects subjects’ boredom.
That is to say, we investigate whether subjects believe
the trial is boring because they think the opponent is
a computer.

3.2 Experimetn 2

In this study, we focus on mutual prediction in in-
teraction, and aim to clarify how mutual prediction
affects human boredom. In experiment 2, we build a
mechanism that can predict subjects’ behavior from
their behavioral history. We then investigate how the
mechanism affects subjects’ boredom and subjective
congnition of an opponent. We set following two con-
ditions.

• How cards are put down decided at random

• How cards are put down is decided by the the
mechanism that may predict sabjects’ behavior

In both conditions, we do not tell subjects whether
the opponent is human or a computer. As in experi-
ment 1, the order of experimental conditions become
equal to about two conditions so as to counteract the
effect of sequences, and we ask subjects to answer
questionnaires about the trial.

We set the predictive mechanism that the proba-
bility of how to put down cards changes based on the
sequence in which subjects put down their cards. We
describe the process of subject putting down cards
as as1, as2, as3 in a trial, and that of a computer as
ac1, ac2, ac3. Furthermore we define a situation as
s = {as1, as2, as3, ac1, ac2, ac3}. The first card to be
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put down of a computer in a trial is decided as fol-
lows.

P1(d|s) =
Count(d|s)∑

a

Count(a|s)
(1)

After a trial, we add +1 to Count(a = A|s = S),
where A is the first instance of subjects putting donw
card in that trial, and S is the situation of the previous
trial.

The second card to be put down of a computer is
simply decided by the first instance of both the subject
and the computer. just as with the first instance, we
add +1 to the count after a trial, and the probabilities
change.

P2(d|as1, ac1) =
Count(d|as1, ac1)∑

a

Count(a|as1, ac1)
(2)

In this experiment, subjects must judge whether op-
ponent is either human or a computer, and we investi-
gate how establishing a certain degree of mutual pre-
diction affects subjective congnition of an opponent,
and whether if subjective congnition has a relation-
ship with human boredom in interaction.

4 Sammary

In this study, we aimed to clarify one aspect of the
human property of boredom. Especially, we focused
on mutual prediction, that is a distinct property of
humans and animals. We discussed how HRI and
HAI are different from interaction between humans
and physical objects from the viewpoint of mutual pre-
diction and mutual adaptation, and we explained ex-
perimental setttings for investigating a the influence
of mutual prediction on human boredom. The experi-
mental results will be reported on the day of our pre-
sentation.

We plan to measure not only responses in subjects’
questionnaires but also their biological information in
the near future, and we would like to deal with human
boredom quantitatively to some extent. We intend to
use electrocardiograms and skin conductance, which
are used to measure stress and excitation, to achieve
this.
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Abstract

This paper describes a property of associative memory
networks in which a number of units are replaced when the
networks learn. In our network, every time the network
learns a new item or pattern, a number of neurons die and
the same number of neurons are born. It is shown that the
memory capacity of the network depends on the number of
replaced units, and that the memory capacity is maximized
when the number of replaced units is optimal. The optimal
number of replaced units is small and seems to be inde-
pendent of the network size. Although our model was not
motivated by higher nervous function, the results suggest
that small number of newly born neurons might be optimal
in some sense for the distributed memory system.
Keywords: associative memory, collective memories,
catastrophic interference, new neuron

1 Introduction

The purpose of this paper is to describe a property of
associative memory networks in which a number of units
are replaced when the networks learn a new item. The neu-
ral network models of associative memory have been stud-
ied extensively since 1960’s [1, 2, 3, 4, 5]. Most famil-
iar learning for association among memories is the Hebb
rule or acorrelation-based learning in which each connec-
tion weight between two neurons are modified according to
the correlation between the activities of the neurons. The
learning is local, and easy to implement in the circuits.
There exists a memory capacity for the network. The ad-
dition of new memories beyond the capacity overloads the
system and makes all memory states irretrievable (catas-
trophic forgetting) unless there is a provision for forgetting
old memories.

If the dynamics of weight connections of the network
have decay [3, 4] or saturation[1], the catastrophic forget-
ting does not occur and the network can keep recent memo-
ries. Here we describes the alternative network which share

the same properties; avoidance of catastrophic forgetting,
keeping recent memories. In our network, every time the
network learns, neurons die and are born. The number of
replaced units was varied in the experiment to maximize
the memory capacity. We found that the optimal number
of replaced units was small and independent of the network
size. Although our model was not motivated by higher ner-
vous function, the results might suggest that small number
of newly born neurons is enough and optimal for a tempo-
ral memory system such as the hippocampus.

2 Associative Memory

UNITS

OUTPUT

INPUT

synapse

x1

x2

xn

Figure 1: A network of associative memory

2.1 Network dynamics

In our network of associative memory (Fig.1, [1]), each
unit, j, has two states, and is described by a variable
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Figure 2: Number of memories correctly recalled as a function of number of learned ones.

x j = ±1. The instantaneous state of the system ofn units
can be thought of as ann-dimensional vector having com-
ponentsxi . The units are inter-connected by a network of
synapses, with a synaptic strengthwi j from unit j to unit i.
The instantaneous input to uniti is

ui =
n

∑
j=1

wi j x j (1)

wherex j is the present state (±1) of unit j. The state of the
system changes in time; Each uniti readjust its state, set-
ting xi = ±1 according to whetherui , the input toi at that
moment is greater or less than zero. The units act asyn-
chronously in a random order. This algorithm defines the
time evolution of the state of the system. For any sym-
metric connection matrix{wi j }; wi j = w ji , there are stable
states of the network of units; Starting from any arbitrary
initial state, the system reaches a stable state and ceases to
evolve [1].

2.2 Content addressable memory

The Hebb rule has served as the starting point for the
study of information storage in simplified models. Suppose
we wish to store the set of statesxµ ,µ = 1,2, ¢ ¢ ¢m. To
learn a new memoryx1, incrementwi j by

∆wi j = x1
i x1

j . (2)

This learning process is local; the increment for connection
wi j does not depend on the global structure of the state or
past memories, but only onx1

i andx1
j . It is fast and does

not need to learn each memory repeatedly.
This network now functions as an associative memory.

If started from an initial state which resembles somewhat
statex1 and which resembles otherxµ(µ 6= 1) very little,
the state will evolve to the statex1. The statex1 is evoca-
ble memory, and the system correctly reconstructs an entire
memory from any initial partial information, as long as the
partial information was sufficient to identify a single mem-
ory. Detailed properties of the collective operation of this
network have been studied extensively [1, 2, 3, 4, 5].

2.3 Catastrophic forgetting or interference

Computer modeling of memory storage according to
equation (2) was carried out forn = 2000. 550 random
memory states (x1, ¢ ¢ ¢ ,x550) were chosen in each of which
half of units were in the active firing state on the aver-
age. The network learned one by one by updatingwi j in-
crementally, i.e., new memories were continually added to
wi j . There is a memory capacity for this network [1, 2, 5];
About 280(= 0.14n) states can be simultaneously memo-
rized without error in recall. The addition of new memories
beyond the capacity overloads the system and makes all
memory states irretrievable (catastrophic forgetting) unless
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there is a provision for forgetting old memories.
The network learned550memories one by one in which

a memoryxt was learned at timet. We tested at each time
t, whether network can recall each learned memory without
error. Each learned statexµ , µ = 1, ¢ ¢ ¢ , t was given as a
starting state to the network. The network quickly reached
a stable statex. We comparedxµ to x thus obtained. The
proximity of the two states was measured by retrieval over-
lap

a =
1
n

n

∑
i=1

xµ
i xi .

We counted the number of successfully recalled memories
in which the proximity was larger than 0.9. A curve of
R = 0 in Fig. 1 illustrates how many states there were
remembered without error in recall at timet; The net-
work was able to remember all of memorized patterns for
t < 280, where it was able to learn, But att = 280, forget-
ting started, and any memories could not be remembered
correctly aftert = 380., i.e., the network could not recall
even the most recent memory.

3 Results

For simplicity, we assume the following throughout the
present experiment: Every time the network learns a new
memory, a number of neurons, sayR neurons, die and the

same number of neurons are born; we assumed that the
total number of neurons does not change in time. It cor-
responds to reset connection weightswi j = w ji = 0, j =
1, ¢ ¢ ¢ ,n for replaced neuronsi. Units were replaced from
the oldest one, i.e., they were replaced always in the same
order. Simulation were carried out on a computer for
n = 2000with varying R, number of replacing units. Re-
sults are shown in Fig.1. Larger was the number of re-
placing unitsR, earlier the start of forgetting. ForR= 1,
forgetting started at aroundt = 180and forR= 3 it started
at aroundt = 60. Our interest was the properties of the
network whose structure had already been stable (t > 500).
The network forR = 0,1 could not recall any memory at
t > 420. For largeR¸ 2, the network could recall a num-
ber of memories;44 memories were recalled successfully
for R= 4.

To see which 44 memories out of 550 were kept success-
fully, we tested the network att = 550; each learned mem-
ory xµ was given as a initial state, and the closeness of sta-
ble state of the network and memories was measured. Re-
sults are shown in Fig.2. As we expected, only the newest
memories were recalled correctly. Results of the networks
for R = 4 and R = 10 show that the number of memory
successfully retained (a network capacity) was dependent
onR, the number of replacing units. It turned out that there
was a optimal replacing number nearR= 3 for n = 2000.
Computer simulation was carried out forn = 5000 with
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varyingR, we found that the optimal replacing number was
the same as before, nearR = 3. The number of success
recalls depends onR, and the network forR≈ 3 was the
optimal to maximize the number, which seems to be inde-
pendent to the network size.

4 Discussion

To our surprise, the optimalR≈ 3 seemed to be inde-
pendent to the size of the network. The proof of this con-
jecture might be possible under the following assumption:
The present network is equivalent to the network in which
weight connections have decay [3, 4] or saturation[1]. The
networks share the same properties: avoidance of catas-
trophic forgetting, keeping recent memories.

The CA3 area of hippocampus is involved in associative
memory recall [6, 7], and often modeled by a fully con-
nected network in which each memory is represented by
the activity of distributed and sparsely coded pattern. The
models proposed so far for explanations of neurogenesis in
hippocampus were layered networks which was designed
based on known anatomical knowledge [8, 9, 10, 11, 12] in
which hypothetical functions were assigned such as mak-
ing sparse representation, enlarging a dimension of input
signal, assigning distinct codes to similar inputs. In our
simple system, replacing only a small number of units pre-
vent from the catastrophic forgetting, maximizing a mem-
ory capacity. Memories in the hippocampus seems to move
into the cortex within 6 weeks. The role of the hippocam-
pus memory systems seems to retain recent limited number
of memories. Our example also might answer from a math-
ematical viewpoint the question of why most newly born
neurons die before they mature, and substantial number of
replaced neurons observed is so small. It seems that the
properties revealed in the present paper does not change by
a slight modification of the model. (e.g., sparsely coded
memory, the order of turnover)
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Abstract 
 

  In this study we develop a new type joystick with for-
ce control. A developed joystick consists of a 
six-degree-of-freedom (6DOF) Stewart platform type(1) 
of joystick using pneumatic actuated parallel link mecha-
nism. The thrust force of the cylinder is controlled by the 
PWM of the solenoid valve that uses PIC. When the 
thrust force of the cylinder is controlled, the control 
characteristic of the cylinder is improved by the effect of 
the accumulator so that it might make amends for the 
influence on the compressibility of air exerted on the 
characteristic of the thrust force of the cylinder. It is con-
firmed that the thrust force of the cylinder can be applied 
to the pneumatic joystick, and the z-axial force control is 
possible in the experiment. 

 
 

1  Introduction 
 

  The necessity of the rehabilitation work support the 
technology expected for the social life independence of 
senior citizen nowadays. The function to support the 
multi degree of freedom movement of the rehabilitation 
equipment is necessary corresponding to the patient with 
various symptoms (2),(3). Then, we paid attention to a par-
allel mechanism with high rigidity that has a flexible 
motor function and performs high-speed and highly ac-
curate six degree of freedom movement. We developed 
the force control system of 6-DOF Pneumatic Joystick 
and implemented it to the prototype model(3),(4). Force 
control system makes up a compact composition that 
consists of the small air pressure cylinder and the sole-
noid valve, and achieves the control of the thrust force of 
the cylinder by the PWM control of the solenoid valve.  
  This system was applied to the test pneumatic joystick, 
and the result of controlling force will be reported. 

 

2 Force control of 6-DOF joystick 
 
2.1 Parallel mechanism 
 
  Parallel and serial mechanisms are illustrated in 
Fig.1(5). As shown in Fig.1 (a), parallel mechanism typi-
cally consists of a moving platform that is connected to a 
fixed base by several limbs(2). Typically, the number of 
limbs is equal to the number of degrees of freedom such 
that every limb is controlled by one actuator and all the 
actuators can be mounted at or near the fixed base. Two 
plates (upper and base plates) are connected through six 
articulated links in which a linear actuator can change the 
link length. The links are jointed by universal joints. The 
length of links controls the position and orientation of the 
upper plate with respect to the base plate. The individual 
errors in the active links are not cumulative. The external 
forces applied to the upper plate are distributed among all 
parallel links and actuators. The parallel mechanism has 
usually the basic advantages of high positioning accuracy, 
high rigidity, high operational speed and very high load 
capacity compared to serial mechanisms as shown in  
   
 
 
 
 
 
 
 
 

 
    
(a) Parallel mechanism      (b) Serial mechanism 

Fig.1 Parallel and serial mechanisms 
 

Upper plate 

Base plate 

Link Link 
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Fig.1 (b). The disadvantage of the parallel mechanism is 
to have a small volume of its working range relative to 
the dimensions of the links(4).  

 
2.2 System configuration 

 
Fig.2 shows the force control system configuration of 

the pneumatic joystick that consists of a parallel mecha-
nism. An arbitrary signal is given from PC, and the 
on-off values of solenoid valve are controlled by the 
PWM control with PIC. Then, the thrust force of six cyl-
inders that compose the joystick is changed. The force 
control of the joystick is achieved by controlling the 
thrust force of each cylinder. 

 
 
 
 
 
 
 
 
 

 
 
 
 
 

Fig.2 System configuration 

 
  Fig.3 (a) shows design model by three-dimensional 
CAD. Fig.3 (b) shows the pneumatic joystick test struc-
ture. The joystick consists of platform, pneumatic cylin-
der, solenoid valve, and fixed base. 

 
 
 
 
 
 
 
 
 

 
 
 
(a) CAD modeling     (b) Test structure 

Fig.3  Pneumatic joystick system 

 
Working range is calculated from this joystick by the 
reverse-movement study analysis in consideration of the 
geometrical restraint condition by the amount of expan-
sion and contraction of the cylinder. Table 1 shows the 
working range of six degree of freedom. 

Table 1  Working range 
 
 
 
 
 
 
 
 
 
 
 
 

2.3 PWM control that uses PIC 
  
 PIC is a kind of the microcomputer that the microchip 
technology company developed. It controls connected 
part of the computer and peripherals, and 35 instruction 
words are used.  

PIC16F877 is used to provide the PWM output func-
tion and the AD output function.  

The PWM control is a method to change the turning on 
time to the pulse wave at a constant cycle, and the 
modulation rate τ is the ratio of the on time in a con-
stant cycle. 

 
2.4 Control of thrust force of cylinder 
   
  The PWM control of the solenoid valve is used to con-
trol the thrust force of the pneumatic cylinder. Fig.4 (a) 
and (b) show respectively turn on and off of three-way 
solenoid valve (4).  

 
 
 
 
 
 
 

 
(a) ON           (b) OFF 

 
Fig.4 Three-way solenoid valve 

 
  Moreover, the driving circuit of pneumatic cylinder is 
shown in Fig.5. The τ decided with PC is converted in 
DA, the solenoid valve is controlled by PWM control 
based on τ by PIC, and the thrust force of the cylinder is 
controlled(4). 

The relation between the average control pressure at 
this time and the modulation rate τ of PWM becomes 
expression (1). Here, Ps is supply pressure. 
  Thrust force F of the cylinder is given from expression 
(1) by expression (2).  
 
 
 
 

Force 
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Here, A is an area of the pushing side of the cylinder, 

η is a load factor. 
 
 
 
 
 
 
 
 
 

Fig.4 Driving circuit of pneumatic cylinder 
 

The relation between the average control pressure at  
 
 

 
Fig.5 Driving circuit of pneumatic cylinder 

 
 

3  Experimental result 
 
3.1 Characteristics of pneumatic cylinder 
 
  We experimented with a single cylinder. The load cell 
is set up between a fixed wall and the cylinder to meas-
ure the thrust force of the cylinder as shown in Fig.6. The 
supply pressure is adjusted to 0.15MPa. In three condi-
tions ( 2, 15, and 27mm ) with different amount of the 
cylinder expansion and contraction (min 0, max 30mm), 
the thrust force of the cylinder for the change in the 
modulation rateτis measured. The measurements and 
predictions by expression (2) are shown in Fig. 7 (a). 
When the amount of the cylinder expansion and contrac-
tion is small, difference of the characteristic of the thrust 
force by prediction and experiments exists.      
  Then, the different capacity of the accumulator of three 
conditions (314, 942, and 1570mm3) is set between the 
solenoid valve and the cylinder, and the results of the 
thrust force of the cylinder in each case are shown in 
Fig.7 (b).  Here, the supply pressure is adjusted and 

   
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 

0.15MPa and the amount of the cylinder expansion and 
contraction are adjusted to be 2mm. 

The experiment value has been improved by greatly 
taking the capacity of the accumulator.  

From the result, when the amount of the cylinder ex-
pansion and contraction is small, that is, when the vol-
ume between the solenoid valve and the cylinder is small, 
the compressibility of air influences the pressure charac-
teristic. And it is understood that the force characteristic 
is depend on the capacity of the accumulator. 
 
 
 
 
 
 
 
 
 
 
 
 
 

(a) Without accumulator 
 

 
 
 
 
 
 
 
 
 
 
 
 

(b) With accumulator 

Fig.7 Cylinder force 
 

3.2  Characteristics of pneumatic joystick 
 
  The thrust force of the pneumatic cylinder is controlled, 
and it supplies the force control of the pneumatic joystick 
shown in Fig.1. The force sensor (0～100N) consists of 
the strain gauge, and the force in z-direction is measured. 
The same modulation rate is given for six cylinders, and 
the force of z-axis is measured. Fig.8 shows results of 
experiment, when the posture is adjusted to be neutral 
position (cylinder expansion and contraction 15mm) and 
the supply pressure is 0.15Mpa. 
  The calculated value is summation of each thrust force 
of 6 cylinders in vertical direction obtained from expres-
sion (2). 
  The prediction agrees well with the measurements, and 
the z-axis force control is possible. A force of approxi-
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Fig.6 Experiments with a single cylinder
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mate 53N is generated when the supply pressure is 
0.15Mpa, and it has been understood that enough forces 
experienced by man is generated. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.8 Force control of joystick 
 
 

4 Summary 
 

The pneumatic joystick has been developed, and the 
six-degree of freedom force control was achieved. 

The conclusion is shown below. 
 

(1) The thrust force of the cylinder is generated by the 
PWM control of the solenoid valve. And the control 
characteristic of the thrust force of the cylinder was con-
firmed by the change in the amount of the cylinder ex-
pansion and contraction  
(2) The compressibility of air can be compensated with 
accumulator, and the control characteristic of the thrust 
force of the cylinder has been improved. 
(3) The pneumatic 6-DOF parallel mechanism type joy-
stick was developed. The z-axis force control was evalu-
ated by the experiment, and the force control by the 
PWM control is possible.  
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Abstract 
By using a Braille block on a sidewalk, a senior 

citizen and a handicapped person may run safely getting 
on an autonomous wheelchair. A Braille block is a sign to 
guide a visually handicapped person and its standard 
color is yellow, but the colors other than a standard color 
are often used. In addition, misrecognition of Braille 
block by a color is often happen under various light 
conditions. Therefore, we examine the recognition 
method of Braille blocks using two dimension discrete 
cosine transform (DCT). We find that the average 
recognition rates of guide blocks and of warning blocks 
are 77% and 68%, respectively. 
Keywords: Braille Block Recognition, DCT, Autonomous 
Wheelchair 
 
1 Introduction 
 

According to a report on disability children and 
persons [1], there are about 300,000 visually handicapped 
persons in Japan. Visually handicapped persons of the 
first class, who cannot walk using their sight, are about 
100,000. 80 percent or more of them lose their sight 
midway through their life. About 30,000 persons can 
walk alone with a white cane and the other persons 
cannot walk without a help or doesn't walk at all.  

Aging society is proceeding and persons who lose 
their sight increase, so walking support systems are more 
important in the future. One of walking support systems 
is an autonomous mobile robot [2,3]. It must have a 
function that it can run in various environments. 
Therefore, there are various researches of an autonomous 
mobile robot, which runs out of doors recognizing typical 
objects in a complex environmental condition. 

In this research, we propose a recognition method of 
a Braille block set up on a sidewalk for a visually 
handicapped person by discrete cosine transform.  
 
2  Braille Block 
 

A Braille block is a sign to guide visually 
handicapped persons and set up on a sidewalk. A Braille 
block in our work is shown in Fig. 1, 2. There are two 
kinds of Braille blocks. One is a warning block where 
small round convex parts line up like the lattice and 
another is a guide block where rectangular convex parts 
line up in parallel. A standard color of a Braille block is 
yellow so that a weak-sighted person can recognize it 
easily by the contrast with surroundings. However, blocks 
of another color are often used in consideration of the 
correspondence with a surrounding spectacle. A Braille 
block is used in the world and its size and shape are 
various types. So in this research we consider a Braille 
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as training images and perform DCT to them to determine 
the frequency elements that show the feature of a Brail 
block. In each image there are 12 unit blocks, so that we 
have 36 unit blocks for the warning block and the guide 
block, respectively.  

Next we select DCT coefficients, which are high 
rank 10% of absolute values of DCT coefficients except 
for the direct current element included in all the unit 
blocks. Then we calculate the average and the standard 
deviation of their DCT coefficients and determine 
average - standard deviation as a threshold, which judges 
whether a unit block is a Braille block. 

In addition, there is a characteristic distribution of 
large absolute value of DCT coefficients of the warning 
block and the guide block respectively. Figure 3 and 4 are 
the distributions of large absolute value of DCT 
coefficients of the high rank 3% for a Braille block. 
Therefore, the remarkable frequency domains are 40×40 
except the low frequency area of 10×10, which show the 
periodicity of the light and shade image of the warning 
block and the guide block. 

Moreover the distribution of DCT coefficients of the 
high rank 10% is also different depending on the 
inclination angle of a Braille block. For instance, 
distributions for various inclination angle are shown in 
Fig. 5 in the guide block. The feature mask of the warning 
block and the guide block is constructed according to the 
inclination angle of each block. The feature mask used in 
our experiment is shown in Table 1 and 2. 

     

(a) angle=0°             (b) angle=30° 

Fig.3 Distributions of DCT coefficients for warning 
blocks 

      

(a) angle=0°           (b) angle=30° 

Fig.4 Distributions of DCT coefficients for guide blocks 
 
 

 

 

(a)angle = 0°～ 90° 

 

(b)angle = 90°～ 180° 

Fig.5 Changes of distributions of DCT coefficients for 
angles of guide blocks 
 
3.3 Perspective Transformation 

The video camera that takes a picture of Braille 
blocks is set up in the electric wheelchair at constant 
height and the angle. Therefore, we convert images of 
Braille blocks into images taken at a vertical angle using 
perspective transformation shown in Fig. 6. When the 
height of the video camera from the ground is represented 
by H, and the angle with a horizontal plane is represented 
by θ, the perspective transformation equations are given 
by 
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Fig.6 Perspective transformation 
 
4  Detection of a Braille Block 
4.1 Detection of a Braille Block in Each Unit Block 

The image taken with the video camera is 
transformed by perspective transformation, DCT 
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coefficients corresponding to the feature mask are taken 
out at each unit block, and they are compared with the 
threshold. If the ratio of absolute value of DCT 
coefficients larger than the threshold is 50% or more, we 
classify the unit block as a Braille block, and if the ratio is 
less than 50%, we classify the unit block as another image. 
In Fig. 7, we shows a Braille block classification chart, in 
which the unit block classified as a Braille block is 
described by [O] and the unit block is described by [X] if 
it is not a Braille block. 
 

 
Fig.7 Perspective transformation image and Braille block 
classification chart 
 
4.2 Braille Block Area 

Next we determine a Braille block area in the 
classification chart. If there are unit block classified as a 
Braille block ([O]) in surroundings of a unit block 
classified as other ([X]), the unit block is classified as a 
Braille block ([X] --> [O]) as shown in Fig. 8.  
 

         
Fig.8 Extraction of Braille block area 

 
5  Recognition of a Braille Block 
 

If the unit block is denoted by [X] both in the 
warning block classification chart and in the guide block 
classification chart, its unit block is recognized as a part 
which is not a Braille block. If the unit block is denoted 
by [O] only in the guide block classification chart, its unit 
block is recognized as a guide block. If the unit block is 
denoted by [O] both in the warning block classification 
chart and in the guide block classification chart, its unit 
block is recognized as a warning or guide block according 
to classification of neighborhood unit blocks. 
 
6  Experiment and Results 
6.1 Experimental Conditions 
Experimental conditions are as follows. 

Video camera : SONY DCR-TRV20 
Height of camera : 58cm 
Downward angle of camera : 40° 
Electric wheelchair : SUZUKI MC2000 (Fig. 9) 

Velocity of electric wheelchair : 1.0km/h 
Experimental location: Kyoto Prefectural University 
 

 
Fig.9 Electric wheelchair  

 
6.2 Experiment 

We run the electric wheelchair along Braille blocks 
in Kyoto Prefectural University. Images taken with the 
video camera are converted into vertical angle images 
using perspective transformation. Then we examine the 
recognition rate of Braille blocks. 
 
6.3 Results 

We investigate recognition of 10 warning block 
images and 20 guide block images captured with the 
video camera. For 10 warning block images, the 
experiment results are shown in Fig. 10, where [W], [G] 
and [  ] denote a warning block, a guide block and other, 
respectively. For 20 guide block images, the experiment 
results are shown in Fig. 11. 

The recognition rates of 10 warning block images 
and 20 guide block images shown in Table 1 and 2, 
respectively. We find that the average recognition rate of 
the warning block and the guide block are 68% and 77%, 
respectively, and the average recognition rate in the part 
that was not the Braille block is 64%. 

 

   
(a) First image 

 

    
(b) 5th image 
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(c)10th image 

Fig.10 Recognition of warning blocks 
 

    
(a)First image 

    
(b)5th image 

    
(c)10th image 

    
(d)15th image 

    
(e)20th image 

Fig.11 Recognition of guide blocks 
 
 

 

7  Conclusion 
In this paper, we propose a recognition method of a 

Braille block using specific frequency elements of the 
warning block and the guide block obtained by discrete 
cosine transform. In the experimental results recognition 
rate of the warning block and the guide block were 68% 
and 77% on the average, respectively. These results are 
not sufficient because we use only one condition that 
judge whether each unit block is a Braille block. 

In the future, we consider a method of recognizing a 
Braille block by processing time series images to raise the 
recognition rate. Moreover, we consider a method that 
can distinguish a Braille block from other objects, which 
have a similar periodic pattern. 
 

Table 1 Recognition rates of warning blocks 

image

# of unit
blocks in a

warning block

#of unit block
recognized a
warning block

recognition
rate

# of unit
blocks in

other

# of unit block
recognized

other

recognition
rate

1 10 6 0.60 2 2 1.00
2 12 9 0.75 0 0 －
3 12 5 0.42 0 0 －
4 12 11 0.92 0 0 －
5 12 8 0.67 0 0 －
6 12 8 0.67 0 0 －
7 11 5 0.45 1 0 0.00
8 10 9 0.90 2 1 0.50
9 10 6 0.60 2 2 1.00
10 10 8 0.80 2 2 1.00
ave 0.68 0.78

 
Table 2 Recognition rates of warning blocks 

image

# of unit
blocks in a
guide block

# of unit block
recognized a
guide block

recognition
rate

# of unit
blocks in

other

# of unit blocks
recognized

other

recognition
rate

1 10 8 0.80 2 1 0.50
2 10 6 0.60 2 0 0.00
3 10 6 0.60 2 2 1.00
4 11 9 0.82 1 1 1.00
5 10 7 0.70 2 2 1.00
6 9 7 0.78 3 3 1.00
7 10 8 0.80 2 2 1.00
8 10 10 1.00 2 2 1.00
9 10 10 1.00 2 2 1.00
10 9 7 0.78 3 0 0.00
11 10 8 0.80 2 2 1.00
12 10 7 0.70 2 0 0.00
13 9 6 0.67 3 3 1.00
14 9 4 0.44 3 2 0.67
15 9 6 0.67 3 1 0.33
16 9 6 0.67 3 1 0.33
17 10 8 0.80 2 1 0.50
18 10 9 0.90 2 1 0.50
19 9 9 1.00 3 3 1.00
20 9 7 0.78 3 0 0.00
ave 0.77 0.62
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Abstract 

2   Modeling of manipulator with passive joint  
In this paper, equations of motion of a manipulator, 

whose mechanism has a passive revolute joint, are derived 
in consideration of characteristics of driving source. 
Considering the final condition about displacement and 
velocity, trajectories of velocity for saving energy are 
calculated by iterative dynamic programming. And, the 
dynamic characteristics of manipulator controlled based on 
the trajectory for saving energy are analyzed theoretically .  

The dynamic equations of the manipulator with two 
degrees of freedom as shown in Figure 1 which is able to 
move in a vertical plane are as follows.               
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For the purpose of enlarging the work space, it is 
necessary for studying the optimal control of the manipulator 
in throwing motion. In a previous report [1], a casting 
manipulator is introduced, and the merit of this type is its 
large work space compared with its simple mechanism. But, 
the consideration of energy consumption of driving source is 
not enough. Also, the throwing motion of 2-DOF robot 
was studied to reduce the target error[2]. But, the 
consideration about trajectory of saving energy is not 
enough. 

 

 

 

 

 

 

   In previous report by the authors[3] , trajectories for 
saving energy of manipulator, whose mechanism has two 
active joints, were easily calculated by iterative dynamic 
programming. 

Joint 2 is passive revolute joint, and 2 0τ = . 

 
 In rescue and agricultural field, it is considered that 

hand of tray type with passive joint is available for throwing 
the object which is various shape. In this paper, equations of 
motion of a manipulator, whose mechanism has a passive 
revolute joint, are derived in consideration of characteristics 
of the DC servomotors, and a performance criterion for 
saving energy is defined in consideration of energy 
consumption of driving source. When the manipulator is 
operated in a vertical plane, the system is highly non-linear 
due to gravity and an analytical solution can not be found. 
Then, a numerical approach is necessary.  Considering the 
final condition about displacement and velocity, trajectories of 
velocity for saving energy are calculated by iterative dynamic 
programming. Initial searching region, which is surrounded 
by two sine-wave translated in parallel, is shifted to 
minimize the energy consumption of the motor. The 
dynamic characteristics of manipulator controlled based on 
above mentioned trajectory are analyzed theoretically. 

 

 
 
 
 

 

 

 

 

 

(a)                      (b) 
Fig. 1  Mechanism of manipulator  

 
Table 1   Parameters of the manipulator 

 

I
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Parameter Value Parameter Value

1 ,l l 2
     (m)  0.1 m1 , m2   (kg)  0.1 

1 2
,l lg g

    (m) 0.05 ( )1 NmA  0.04 
2 −5
1,G G2I  (kgm ) 8.33×10  ( )1 secT  0.52 



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2  Response of manipulator with a passive joint 
 

We shall take the parameters of the system as shown in 
Table 1. The simulations of the system are done as follows.  
The period of pendulum movement of link 2 is  
approximated as  

2
2 2 2

1
2 2

2 GI m l
T

m l
π

+
= g

gg
.           (2) 

Then, output torques of the motor 1 and 2 are 

1 1 2
1

2sin , 0A t
T
πτ

 
=  

 
.          (3) τ =

A response of the manipulator from initial position 
1(θ =i

 

2/ 2 , 0)π θ− i =

1

  is  shown in Figure 2.  Amplitude of  
pendulum movement caused by inertia force increases as the 
response time increases. 

3  Throwing motion of manipulator  

The applied voltage of the servomotor is  

11 2 3 31 1 1 1 sign( )fe b b b bθ θ τ τ θ= + + +& && &            (4) 
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( ) ( )2 2
1 1 1 1 1 1 1 1 1 1cosG L LI m l m l m l m lτ θ= + + + + g&&

g g θ

t

.a

t

   (5)                    

1 ( / )v a tb k R Dk= + m 2 ( / )a t mIk= ,b R  ,  , 3 /ab R k=

0.1 0.2 0.3 0.4 0.5 0.6

-0.05

0.05

0τ 1
 (N

m
)

t (sec)

-2

-1.5

-1

θ 1
 (r

ad
)

t (sec)

0.1 0.2 0.3 0.4 0.5 0.6

-1

1

0
t (sec)

θ 2
 (r

ad
)

0.1 0.2 0.3 0.4 0.5 0.60
～～

ai  : electric current of the armature , 

aR : resistance of armature , 

mI : moment of inertia of armature,  

mD : coefficient of viscous damping.  

Then, the electric current is    (6) ( ) /a vi e k Rθ= − &

And, the consumed energy is .   (7) )( aE de i= ⋅∫
 The velocity of object for throwing is expressed as  

( )
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where  

    ( ),f fx y ; position of arrival  

   ( )1 2,f fθ θ ; angle of link 1 and 2 at release time .  

Figure 3 shows a flow chart for iterative dynamic 
programming method.  In frame (A), the trajectory for 
saving energy is searched by dynamic programming [4]. In 
frame (B), the searching region is shifted to minimize the 
consumed energy, and width of the region is changed smaller. 
Figure 4 shows the trajectory for searching, and the initial 
trajectory for searching is expressed as  

02.0=t 18.0, 3.0, =t 54.0, 6.0, =t s)(

( ) 1 12
1 1

1 1

1 cos
2 2 2

f f i
i

f f

tv v
t t

l t t l t

θ θ πθ
   −

Θ = + + − −         f

t




. 

This proposed trajectory is used as a center line of initial 
searching region of the iterative dynamic programming, and 
the region is shifted along the axis of  coordinate to 
minimize the consumed energy of the motor. 
 
 

Start 
 
 
 
 

Given input data
, , , , ,  ,i j i j f j f j T Nθ θ θ θ θ∆& &

Calculate initial searching region 
 
 n 1←
 
 

 Search the trajectories
for saving energy by D.P.

n n+1←
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Shif the searching region
    to minimize the energy
                  and
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0.5 0.7
n nC

C
θ θ∆ ← ⋅ ∆
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n>30 <0.02 radθ→ ∆

End 
 

Fig. 3  Flow chart for simulation 
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Table 2  Parameters of the manipulator for throwing We shall take the parameters of the system as shown in 
Table 2.    

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

2

 A response of the manipulator from initial position 
( 1 / 2, 0θ π θ= −i

1 2/ 4, /
=i ) to the position of release 

( 10θ π θ π= = −f f ) is shown in Fig.5, under the 
condition that distance from origin to the point of arrival is 
x=−0.6[m],  release angle is 4/3πφ = , and the working time 
is T=0.6. In Figure 5, it is shown that the locus of every 
sampling time (0.04 [s]) is like a pendulum movement, and 
circles are locus of object under the condition that link 1 and 
2 are stopped at the time of release (0.6 [s]).  They show the 
motion of  object caused by kinetic energy at the time of 
release.  
   Figure 6 shows the response of angular displacement and 
angular velocity in throwing motion of Fig. 5.  The angular 
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1l     (m) 0.080 1,t tk k 2
 (Nm/A) 0.046 

2l    (m) 0.035 1,v vk k 2
 (Vs/rad) 0.046 

1lg    (m) 0.044 1,a a2R R   ( Ω ) 3.5 

2lg    (m) 0.031 2,m mD D 2(Nms/rad) 7.9×10−5 

1GI   (kgm2) 1.07×10−5 1,f f 1τ τ   (Nm) 0.0013 

2GI   (kgm2) 0.36×10−5 m1   (kg) 0.020 

1,m mI I 2
 (kgm2) 8.5×10−6 m2   (kg) 0.004 

  m   (kg) 0.005 
Fig. 4  Trajectory for searching 

L velocity of links are  [rad/s] , [rad/s]  
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 ( l =0.027 [m] ; length between joint and center of object )   O

is enough for throwing motion. The kinetic energy of object  
is 0.016[J], and on the other hand consumed energy of the 
motor is 0.79[J].  From these analysis, it is considered that 
the manipulator with a passive joint is available for throwing  
the object. 
 
 
 
 
 
 

(a) 

(b) 
Fig. 5  Throwing motion of manipulator 
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4  Experimental results References 

In this section, the results of fundamental experiment  
are shown to examine the effectiveness of modeling for the 
simulations. 

1.  H.Arisumi, K.Yokoi, T.Kotoku et al , “Casting 
Manipulation ( Experiments of Swing and Gripper 
Throwing Control ) ,” International Journal of JSME,   
Vol.45,  No. 1C,  pp.267-274, 2002.  Figure 7 shows an experimental apparatus, which is 

used in previous report by the authors [3]. A tray for holding 
the object is connected to link 2 by a passive revolute joint. It 
is able to use Equation (1) for calculating the motion of link 
2 and the tray, under the condition that motion of link 1 ( 1θ ) 
is the same as link 2 ( 2θ ). And, the parameters of system are 
shown in Table 3. The motors 1 and 2 (rated 24 V, 60 W) are 
on the frame.  Figure 8 shows a mechanism of manipulator. 

2.  N.Kato, and T.Nakamura , “ Throwing Control for 2-DOF 
Robot (in Japanese) ,” JSME, Vol. 63,   No. 614C, 
pp.3571-3576, 1997. 

3.  A.Sato, O.Sato, N.Takahashi et al ，“ Trajectory for Saving 
Energy of Direct-Drive Manipulator in Throwing Motion,” 
Proc. of 11th Conference on Artificial Life and Robotics,  
pp.783-786, 2006. 

Figure 9 shows the locus of every sampling time (0.05 
[s]) , under the condition that initial position is ( 1 / 4θ π= −i , 

2 / 2θ π= −i ), the finale position is ( 1 / 4θ π=f , 
2 0θ =f ), and the working time is T=0.4 [s]. 

4. O.Sato, H.Shimojima, and H.Yoinara , “ Minimum-energy 
Control of a Manipulator with Two-degree of Freedom,” 
Bulletin of JSME, Vol.29,  No.248,  pp.573-579, 1985. 

 
Figure 10 shows the experimental response under the 

condition that sampling time of the control is 0.002 [s],  the 
feedback gain for angular displacement is 50 [V/rad], and 
the feedback gain for angular velocity is 0.5 [Vs/rad]. In 
Figure 10, the response of angular displacement 2θ and 

3θ are measured by rotary encoder, and angular velocity 3θ& is 
calculated by angular displacement. Theoretical results 
(broken line) agree with experimental results (solid line).  

 
Table 3  Parameters of experimental apparatus 

Parameter Value Parameter Value
l1         (m) 0.080 IG1   (kgm2)   1.73×10−5 
l2         (m) 0.115 IG2   (kgm2) 8.42×10−5 
lg1         (m) 0.044 IG3   (kgm2) 9.43×10−6 
lg2        (m) 0.078 m1    (kg) 0.0202 
lg3        (m) 0.030 m2    (kg) 0.0468 

D3  (Nms/rad) 7.35×10−6 m3    (kg) 0.0218 

From these results, it is confirmed that modeling for the 
simulations is effective. 

5  Conclusions 
 The results obtained in this paper are summarized as 

follows.  
 (1) It is considered that manipulator with passive revolute joint 

is available for throwing motion.  
 (2) From experimental results, it is considered that 

modeling for simulation is effective.   
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Fig. 7  Experimental apparatus 
 
 

 
 
 
 
 

Fig. 10  Experimental results 

 
 
 
 
 
 
 
 
 

Fig. 8  Mechanism of  
manipulator 
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We present an experimental performance for the 

validation of a robotic hand gripper for space 
applications. In particular this researches focus on the 
compatibility of the gripper with the Fara robot arm, 
developed by Esp. Co., Ltd. This hand gripper is the 
wide working space compared with its physical 
dimensions and the capability to deal with free-flying 
objects in no-gravity conditions. This capability is 
achieved by using force/torque sensor and by properly 
controlling and coordinating the gripper and the 
carrying arm. After a brief illustration on the main 
features of the gripper, the experimental activity is 
presented and the results achieved are discussed. 

Fig. 1: The hand gripper installed on FARA 
manipulator 

 

 
1. INTRODUCTION 

 
The development of robotic hand gripper to 

execute automatic operations in space is foreseen to 
grow and cover a relevant part of the activities. With 
this respect, as already demonstrated in the industrial 
environment, a bottleneck is constituted by the end 
effector, that often is a very simple device with poor 
sensoriality and limited operational capabilities. Besides 
the numerous prototypes of articulated robotic hands, 
developed in more than 30 years of research, mainly in 
academic environment, see e.g. [1],[2] among many 
others, limited effort has been devoted to seek and 
evaluate alternative solutions, maybe simpler from the 
mechanical point of view than a multi-fingered hand, 
but with sufficient dexterity to perform in any case non 
trivial operations on a wide range of objects.  

 Therefore, referring specifically to the case of 
space applications, a scenario could be considered in 
which operations have to be performed in a no-gravity 
environment, where objects cannot be constrained and 
are therefore free to float in space. At the moment, this 
gripper is installed on a six degree of freedom  arm, see 
Fig. 1. In order to emulate the capabilities of the FARA 
arm and to develop suitable coordinating strategies 
taking into account the kinematics capabilities of the 
whole arm/gripper system, [4]-[8].  

 
2. HAND GRIPPER SYSTEM DESIGN AND 

ANALYSIS 
 

The gripper has been designed considering its 
installation on the FARA arm proposed. This system 

aims to substitute the astronauts in periodical operations 
with a semi autonomous robotic device. The 
end-effector for the robot manipulator needs therefore 
compactness, simplicity and reduced weight as well as 
capability of operation even on irregular floating 
objects.  

Besides the three D.O.F gripper, main objective of 
this research, the overall robotic system consists of the 
following main components: a 6 D.O.F arm with an 
“open control”, a standard force/torque sensor at the 
wrist and a vision system. These components are 
schematically shown in Fig. 2.  

The gripper has three one D.O.F fingers whose 

distal phalange can move on a linear trajectory. These 
fingers are disposed radically, in a symmetric 
configuration as shown in Fig. 3.  This kinematics 
configuration has several interesting features, as 
described in details in [4]-[6], including the capability 
of firmly grasping objects with irregular shapes and 

 
Fig. 2: The overall system.  
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with a rather wide range of dimensions.  
In this manner, it is possible to control the motion 

of each finger, its distance from the object and the 
forces applied on it during the grasp.  

 
3. INTERLLIGENT CONTROL OF  

ROBOTIC HAND 
 

The real time control of the gripper is based, at the 
moment, on standard HW/SW components. The control 
is performed with a DSP (TMS320C31) board 
connected to the motor drives and to an input board for 
the sensors. This board has been purposely designed 
because of the relatively high number of signals to be 
acquired in real-time. Currently, the DSP is hosted on a 
PC. From the software point of view, besides a real-time 
kernel on the DSP board, an interface between the DSP 
and the PC has been developed, allowing to use both 
real-time software and high-level environments for user 
interface.  

At the moment, the servo control level has been 
implemented considering a simple logic switching 
between three classes of controllers: a position control 
(based on the position sensor), a proximity control 
(based on the proximity sensor) and the force control, 
based on the force/torque sensor.  

The set points and the controlled variables of the 
servo loops are considered according to two main 
modalities: position control or proximity control. In the 
first case, the absolute position of the fingertip is 
controlled by planning the desired motion with a 
fourth-order polynomial function and assigning the 
desired motion time. The controlled variable is the 
position x (the radial distance from the center of 
symmetry of the gripper) of the fingertip obtained by 
means of the forward kinematics1 from the joint 
position measured by the Hall effect sensor.  

In the second case, the controlled variable is the 
distance of the finger with respect to the approached 
object. This modality is activated when the finger is 
sufficiently close to the object. The controlled variable 
is now the distance from the object, as measured by the 

proximity sensor. This information can be used both to 
start the grasp of the object (if all the fingers are at the 
same distance from it) or to maintain constant the 
distance between the finger and the object.  

The force control is based on the same PI structure 
of the position and proximity controllers, and at the 
moment can be classified as a simple compliance 
control obtained by specifying the compliance 
parameter K, see Fig. 4. 

 

 

 
 

Fig. 4: Position/force control scheme.  
 

 
Fig. 3: The gripper in different configurations. 

Obviously, a proper switching logic between the 
above three control modalities must be adopted in the 
different phases of the execution of the tasks in order to 
ensure a smooth behavior of the gripper.  

The prototype of the gripper has been installed on a 
6 D.O.F anthropomorphic robot, a FARA with an 
open-control architecture, a PC connected to the 
standard robot controller C and equipped with a 
force/torque sensor on the wrist. The open control 
architecture allows in particular synchronizing the tasks 
of both the gripper and the arm for micro-motion during 
task execution.  

The real time OS chosen for this application is 
Linux[10] running in our case on a Pentium IV PC. This 
PC may carry out the robot position control, based on 
the feedback provided by the position sensors, the wrist 
force/torque sensor and by the vision system. At the 
same time, the operating system allows the 
communication between the robot control task 
(executed as real-time procedure in the Linux 
environment) and the corresponding routines on the 
DSP board for the gripper control. It is possible to 
control the robot under Linux in two main modalities. In 
the first, the servo loops for each actuator are performed, 
the standard robot controller. In this modality, a new 
position set point is generated by the PC every 10 msec. 
In the second case, the PC performs directly the control 
of each actuator, with a sampling period of 1 msec.  

 
4. EXPERIMENT AND RESULTS. 

 
Examples of these experimental results are 

shown in Fig. 6-Fig. 8. Set-up is shown in Fig. 5. 
 
A number of laboratory experiments have been 
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Fig. 7: Grasp of a floating object 

 

performed both on single finger modules and 
sensorial/actuation subsystems in order to test the 

efficiency of each finger structure and of the control 
system. The validation has also included verification of 
the procedures for the object approach, based on the use 
of both the distance and the position sensor information, 
and the use of the force/torque sensors.  

 

 

Fig. 5: Experiments set-up  

Fig. 8: Measurements of the position (a) and 
proximity (b) sensor. 

Fig. 6: Tracking a moving objects by exploration 
with the proximity sensors and computation of the 

normal directions. 

 Fig. 9: Motion of the finger (a) during an approach 
and a gasp and force applied on the object (b). 

 
 
 

5. CONCLUSION 
 

We presented a new technique to control of a 
three-fingered with 12 degrees of freedom robotic 
gripper for real application.   Concerning the approach and contact phases, it 

must be observed that the possibility of independently 
moving the fingers has noticeably increased the 
capability of grasping moving objects. As a matter of 
fact, the object may be tracked with a coordinated 
movement of both the arm and the fingers. Once the 
motion is tracked, the grasp may be firmly applied 
without loosing contact.  

It presents a very large workspace with respect to 
its body size, and is capable of operation both on small 
and on large objects; its sensory equipment seems to be 
sufficiently rich and more than adequate for the 
expected tasks. Future improvements will concern the 
refinement of the current version of the gripper and the 
conclusion of the verification phase, in particular with 
respect to the force control and to the possibility of 
applying simple manipulation procedures on the grasped 
objects.  

Finally, an experiment involving force control is 
shown in Fig. 9.  
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Abstract On the other hand, in dynamic manipulation, 
transitions in the contact condition often occur when the 
fingers let a target go, or the fingers touch a target. It is 
difficult to observe a target only using force and tactile 
sense; vision plays an important role in this case. To 
observe a moving object in realtime, a flexible vision 
system in which the sampling rate is more than 1.2 kHz 
is effective. Several types of vision chips have been 
developed [13], [14], and this technique was applied to 
a sensory motor fusion system, and to produce high 
speed grasping.  
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The focus of this paper is to design a flexible three 

fingered hand system with 15 D.O.F for dynamic 
manipulation with an intelligent controller, and to build 
a useful database for dynamic manipulation based on 
the experimental results. The weight of the hand module 
is only 0.6 kg, but flexible motion and powerful 
grasping are possible. To achieve such a dynamic 
motion in a robotic hand, we have developed a flexible 
fingered hand with a control system incorporating 
image recognition system in which we deal with the 
problems of not only accuracy and range of motion but 
also the flexibility of hand. 

In this paper we describe a newly developed 
intelligent flexible hand system and its application to a 
catching task. The hand has 10 joints and 3 fingers. A 
newly developed small harmonic drive gear and a high 
power mini actuator are fitted in each finger link, and a 
strain gauge sensor is in each joint.  

 
1. INTRODUCTION 

 
 

 Recently several hands have been developed in which 
actuators are placed directly in each finger link. Several 
human-like robotic hands have been developed with this 
approach [1], [2]. These robotic hands have many 
degrees of freedoms to achieve the dexterous grasp of a 
human hand, but power and speed are not enough to 
achieve dynamic manipulation. General Hand is 
lightweight and powerful, but the number of degrees of 
freedom is not enough to achieve precise motion.  

2. FLEXIBLE HAND SYSTEM DESIGN 
 

The mechanism of a flexible hand gripper requires 
the mass of the hand should be as low as possible. It is 
highly desirable that the hand weigh less than 1kg. 
Furthermore the low mass of the finger mechanism is 
desirable not only to achieve flexible motion but also 
for stable control.  In order to develop a dexterous and skillful artificial 

hand, such as a human hand, various types of 
multifingered hands have been researched. Such hands 
were designed with attention to range of motion and 
accuracy, and less attention to speed of motion [3]-[5].  

Our philosophy about dynamic manipulation is 
maximization of the power and minimization of the 
mechanism. In particular three factors are important: (1) 
light weight, (2) high speed and high acceleration, (3) 
accuracy.  Examples of this dynamic change are “"pushing”", 

“"hitting”", “"throwing”", “"catching”", etc. A human 
takes advantage of such dynamic motion for mani 
-pulation. This is one of the reasons that a human 
manipulation is more dexterous and flexible than a 
robotic hand.  

Fig. 1 shows the mechanical design of the hand, and 
Fig. 2 shows a scene of the Gripper control. It has three 
fingers, and we call the fingers “"left finger’', “"index 
finger”" and “"right finger”" looking from the left side. 
We call the joints of each finger, inter-phalange joint, 
metacarpal-phalange joint, trapezoid-metacarpal joint, 
corresponding to human anatomy.  There has been considerable theoretical work on a 

multifingered hand addressed to: grasp stability, force 
analysis, and dynamic control [6]. But in most of this 
research static or quasi-static movement was assumed, 
and there has been little work on dynamic manipulation.  

To achieve the light mechanism, we reduced the 
number of joints and fingers as much as possible. We 
used three fingers, which is the minimum number to 
achieve a stable grasp.  Various types of robotic hands have been developed 

[7], [8]. In most hands a wire driven mechanism is used 
with control through high-power actuators that are 
placed outside of the main body of the hand [8]-[12]. 
But the mechanism is complicated and the total system 
is big and heavy.  

The index finger has 3 degrees of freedom, and the 
other fingers have 3 D.O.F, so that the hand has 15 
D.O.F total. In general a hand needs 9 D.O.F to move a 
target to any position and orientation. But in our hand 1 
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D.O.F of the index finger is omitted, and the wrist joint 
of the manipulator takes its place.  

ar 
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the amount of current is controlled by software in 
realtime.  

 

 

The finger has strain gauges at the inter-phalange 
and metacarpal-phalange joints for force control. In 
addition a 6-axis force/torque sensor and a tactile sensor 
will be mounted on each fingertip.  

Fig. 2: Scene of the hand gripper control 

The flexible motion imposes a heavy load on the 
finger mechanism. For this reason a simple mechanism 
should be used for reduction gear, transmission, etc. In 
most traditional hand systems a wire-driven mechanism 
is used. But this is not suitable for a lightweight 
mechanism, because it is large and complicated.  

In our hand a newly developed small harmonic drive 
gear and a high-power mini actuator are fitted in each 
finger link. A harmonic drive gear has desirable 
properties for control such as no backlash and a high 
reduction rate.  

As the transmission mechanism between actuator 
and joint, we adopt a bevel gear. This is because the 
axis of the actuator should be orthogonal to the axis of 
the joint, and a bevel gear is simple and strong enough 
to achieve flexible rotation. Normally a bevel gear has a 
large amount of backlash. To reduce backlash the bevel 
gear was processed precisely, and derris coated on the 
surface.  

We added dual vision to the hand system, as shown 
in Fig. 3. Vision is with a massive parallel vision system 
called column-parallel high-speed vision system [14]. It 
has 128 × 128 photo detectors with an all pixel parallel 
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(b) Top view 

Fig. 1: Kinematics design 
uman thumb, but various types of grasping can be 
chieved because the joint can move in a wide range.  

In order to achieve “"lightning”" high acceleration, 
e have developed a new actuator that allows a large 

urrent flow for a short time.  
The design is based on the new concept that 

aximum output should be improved rather than rate 
utput. As a result this actuator can generate maximum 
ower only for a short period of time, but the power 
utput is high, to prevent the actuator from overheating, 
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processing array based on vision chip architecture and 
an exclusive summation circuit for calculating moment 
values. Because the visual processing is executed in 
parallel in the processing array, flexible visual 
processing (moment detection, segmentation, etc.) is 
achieved within 1ms.  

3. PERFORMANCE TEST 

The main advantage of a multi fingered hand is that 
it can grasp various objects by changing its shape. 
Several classifications of grasping have been proposed. 
In this proposal various grasps are classified into three 
large categories: a power grasp that passively resists 
arbitrary external forces exerted on the object, a precise 
grasp to manipulate the object, and an intermediate 
grasping which some fingers are used for a power grasp 
and the other fingers are used for a precise grasp.  

Early image processing is performed in order to 
achieve segmentation of the image, extraction of the 
target area, and computation of the image moments. 
From these data, the position of the target is computed.  

Each vision sensor is mounted on an active vision, 
as shown in Fig. 4. Because the joint angle sensor has 
high resolution, high resolution of 3D position sensing 

We achieved these typical grasp types in our 
developed hand. Fig. 5 shows the results. It is not 

always necessary that all types of grasping be achieved, 
but it is most useful to achieve dexterous manipulation.  

  
 
 
 
 
 
 
 

 

 (a) Sine wave 

 

 

(a)  

 
 
 
 
 
 
 
 

 

 

 
(b) Step 

Fig. 5: Grasping examinations  

Catching is one of the most important tasks for 
dynamic manipulation. In this section catching is shown 
using our flexible hand with a visual feedback 
controller.  

To simplify the problem, suppose that the target and 
the hand are on a 2 dimensional plane, the target is a 
sphere, and two fingers catch the target. From various 
experimental trials, we have decided on the catching 
strategy shown in Fig. 6.  

The fingertips impact the target, and the target is 
moved to a stable grasp position. Finally two fingers 
catch the target, and the impact from both sides’ stops 
the falling motion of the target.  

Fig. 4: Result of Performance 

To simplify the problem we assume that the inter- 
phalange joint is always controlled at 90deg. In Fig.7, 
q0∈Q2 is the target position, qi ∈Q2 is the i-th tip 
position, ei1∈Q2 and ei2∈Q2 are the unit vectors fixed 
on the finger link, Q∈Q is a target radius, and iθ ∈Q 

is achieved by fusing image information with joint angle 
information. The information acquired by the vision 
system is sent to the hand actuator at the rate of 1.2 kHz, 
which is the same rate as the joint angle sensor and the 
join  torque sensor.  t
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(a) Holding  (b) Rebounding  

 
(c) Locking  (d) Approaching 

Fig. 6. Catching strategy 

represents the angle of the metacarpal-phalange joint of 
the i-th finger.  

With two fingertips the optimal grasp points are 
both sides of the sphere: q0 ± Qex, where ex is the x- 
axis unit vector. In order to bring the tip close to the 
point in the approaching phase, we define the following 
virtual constraints:  

 [(-1)i Q0ex + q0 - qi] eT
il = 0,   (i = 1,2).   (1)  

This means that the fingertips are always directed to the 

optimal grasp points, and it is regarded as the process to 
make a “virtual wall” along the trajectories of both 
fingertips. If the speed of fingertip is fast enough to 
track the target, the target falls along the virtual wall. 
For this reason, the locking and holding phases are also 
achieved.  

Because ei1, ei2, and qi are a function of the joint 
angle θi, Eqn. (1) is rewritten as  

       ( ) 0, 0 =qf ii θ ,    (i = 1, 2),        (2)  

where fi represents a nonlinear function. The desired 
trajectory of metacarpal-phalange joint qdi ∈Q is given 
as the solution of Eqn.2. It is written as  

( )0qgidi
=θ ,     (i = 1, 2),        (3)  

where gi is the implicit function of fi.  
As a result, the control method is written as  

( )[ ] idiipi KqgK θθτ &−−= 0 ,   (i= 1, 2).      (4)  

where τi is the command torque of the metacar 
-pophalangeal joint, and Kp and Kd are appropriate 
scalars. Because the finger mechanism is light and the 
output of the actuator is high power, the inertia of the 
link almost can be ignored, and the PD feedback control 
achieves good performance.  

In the rebounding phase, it is desirable that the 
movement of the fingertips caused by the rebound is 
small enough. To solve this problem, the gain Kp is 
increased temporary in the moment both fingertips 
touch the target.  

We used a rubber ball with radius of 5cm as a target, 
and we dropped it from about 1.2m in height. The speed 
of the falling ball is about 5.9m/s just before it hits the 
ground.  

The catching task for the ball is:  
- Approaching (0÷40ms)  
- Locking (40÷50ms)  
- Rebounding (50÷60ms)  
- Holding (60ms÷).  
Fig. 8 shows the changes in the target position qo, 

and Fig. 9 shows the changes in the distance d1 and d2. 
The success rate was more than 95% and tolerance of 
position error of the target was about ±1.5cm from the 
center of the palm.  

Fig. 8. Time response: target position 

 
Fig. 7. Catching algorithm   
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 Fig. 9. Time response: distance  
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We have described a lightweight flexible hand with 

15 D.O.F, and the associated visual feedback control. 
We are now developing a flexible manipulation system, 
which consists of a dual flexible multi-fingered 
hand-arm system, and a dual active vision system. In the 
future this new hand-arm system will be used for tasks. 
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Abstract 

 
In this paper, a novel 5-axis hybrid-kinematic machine 

tool is introduced and the research results on accuracy 
improvement of the prototype machine tool are presented. 
The 5-axis hybrid machine tool is made up of a 3-DOF 
parallel manipulator and a 2-DOF serial one connected in 
series. The machine tool maintains high ratio of stiffness to 
mass due to the parallel structure and high orientation 
capability due to the serial-type wrist. In order to acquire 
high accuracy, the methodology of measuring the output 
shafts by additional sensors instead of using encoder outputs 
at the motor shafts is proposed. In the kinematic view point, 
the hybrid manipulator reduces to a serial one, if the passive 
joints in the U-P serial chain at the center of the parallel 
manipulator are directly measured by additional sensors. 
Using the method of successive screw displacements, the 
kinematic error model is derived. Since a ball-bar is less 
expensive than a full position measurement device and 
sufficiently accurate for calibration, the kinematic 
calibration method of using a ball-bar is presented. The 
effectiveness of the calibration method has been verified 
through the simulations. Finally, the calibration experiment 
shows that the position accuracy of the prototype machine 
tool has been improved from 153 to 86 . ]µm[ 
 
1 Introduction 
 

A Conventional 5-axis machine tool provides high 
accuracy and large workspace. However, due to the serial-
kinematic structure, it generally requires very massive 
structure to maintain high stiffness. In order to increase the 
ratio of stiffness to mass, the 3-DOF parallel-kinematic 
manipulator is employed as an arm and for high 
orientational capability, the 2-DOF serial-kinematic 
manipulator is used as a wrist. Hence, the proposed machine 
tool has a 5-DOF hybrid- kinematic structure as shown in 
Fig. 1. This machine tool will be applied for both machining 
and assembling tasks of automobiles’ cylinder blocks. 
Specifically, the parallel manipulator has three U-P-S legs at 
the side and one U-P leg at the center, where the prismatic 
joints in the U-P-S chains are controlled by linear actuators 
and the prismatic joint in the U-P chain is passive. 

In design and control of a machine tool, to obtain high 
accuracy is one of the most important tasks to be 

accomplished. In order to guarantee high accuracy, the 
methodology of measuring the output shafts by additional 
sensors instead of using encoder outputs at the motor shafts 
is proposed. For the parallel manipulator, we additionally 
install two angular encoders and one linear encoder at the U-
P chain and two angular encoders at the output shafts of the 
serial manipulator as shown in Fig. 1. Therefore, we can 
calculate the position and orientation of the tool tip by the 
outputs of the five sensors connected in series. Hence, we 
can consider the hybrid manipulator as a serial manipulator, 
i.e., the U-P-R-R chain. In modeling kinematic errors, we 
used the method of successive screw displacements [1] 
instead of the Denavit-Hartenberg notations because the 
former is more general and straightforward [2]. 

Since a ball-bar is less expensive than a full position 
measurement device and sufficiently accurate for calibration, 
the kinematic calibration on the proposed machine tool will 
be performed by using a ball-bar. For a length measurement, 
i.e., using a ball-bar, the kinematic calibration is reduced to 
a nonlinear least square method of minimizing the 
calculated and measured lengths of a ball-bar. The 
effectiveness of the kinematic calibration method with a 
ball-bar is verified through the simulations. Through 
calibration experiment, the accuracy has been improved 
from 153 to 86 . ]µm[ 

joint-U

joint-P

joint-R

joint-R

joint-U

joint-P

joint-S

Tip  Tool
 

Fig. 1 Structure of the hybrid-kinematic machine tool. 
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2 Position Analysis 
 

The forward kinematics of the machine tool can be 
obtained by considering the central leg, i.e., U-P-R-R serial 
chain in the middle if the U-P passive joints are measured. 
At a reference position, the kinematic parameters may be 
listed in Table 1, where  and  denote the direction and 
location of the i

is i0s
th joint axis with respect to the fixed 

coordinate system A(x, y, z) when the machine tool is at the 
reference position.  

Substituting the coordinates of the joint axes into the 
equation of the general spatial displacement, known as 
Rodrigues’s formula, the screw transformation matrices: 
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Fig. 2 Kinematic parameters of the machine tool. 

 
Table 1 Screw axis locations and reference position. 

 
Joint is  i0s  

1 )0,0,1(  )0,0,0(  

2 )0,1,0(  )0,0,0(  

3 )1,0,0(  )0,0,0(  

4 )1,0,0(  )0,0,0(  

5 )0,1,0(  ),0,0( 10 LL +  
 
where iic θθ cos= , iis θθ sin=  and  denotes the linear 
displacement of the prismatic joint in the middle of the 
machine tool. 

3t

The target position of the tool tip Q can be given by 
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where  denotes the too tip Q when 
the machine tool is at the reference position. At the 
reference position, the orientation of the moving frame 
coincides with that of the fixed frame. 

TLLL ],0,0[ 2100 ++=q

For the inverse kinematics of the U-P-R-R serial chain, 
only 5 of the 12 parameters associated with the end-effector 
position vector and rotation matrix can be specified at will. 
This is because the manipulator has only 5 degrees of 
freedom. In this work, the position vector ( ) and the 
approach vector ( ) are specified and the other two unit 
vectors,  and , are to be determined after the joint 
angles are found. The point M can be obtained by 

q

qw

qu qv

 
qL wqm 2−=      (3) 

 
We observe that the position of the point M depends only 

on the first three joint variables, 1θ , 2θ , and . From the 
geometry, the direction vector and the travel distance of the 
prismatic joint is determined by 

3t

 
mms /3 =  and )( 103 LLt +−= m   (4) 

 
Furthermore, the other two angles can be easily obtained in 
the following.  
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This equation reduces to 
 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

21

21

2

3

3

3

θθ
θθ

θ

cc
cs

s

s
s
s

z

y

x

    (6) 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 240



Then, 
)(sin 3

1
2 xs−=θ , and ]/,/[Atan2 23231 θθθ cscs zy−=  (7) 

 
From Eq. (2), we obtain 
 

054321 qq RRRRR ww = .    (8) 
 
Since 1θ , 2θ , and  are already known, the above equation 
can be reduced to 

3t
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where . So, we can obtain the following 
relation. 

q
TTT

q RRR ww 123
3 =

 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

5

54

54

3

3

3

θ
θθ
θθ

c
ss
sc

w
w
w

qz

qy

qx

    (10) 

 
Then,  

)(cos 31
5 qxw−=θ , and  (11) ]/,/[Atan2 5

3
5

3
4 θθθ swsw qxqy=

 
It is noted that two solution sets are possible in the working 
range, i.e., .  *

5
*
55 or  θθθ -=

 
The inverse kinematics of the 3-DOF parallel manipulator 

is simply determined by 
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3 Error Model 
 

When there some kinematic errors exist in the U-P-R-R 
serial chain, the kinematic parameters for an actual model 
can be summarized in Table 2. For a revolute joint, four 
kinematic errors (two for the direction of joint axis and two 
for location error) can be considered, however, for a 
prismatic joint, only two kinematic errors for the joint 

direction exist. The total kinematic errors associated with 
directions and locations of joint axes are 18 and there are 5 
joint offsets ),,,,( 54321 δθδθδδθδθ t . Therefore, 23 kinematic 
errors should be estimated by the following kinematic 
calibration.  

Once the kinematic errors in the serial chain is determined, 
the relation between the U-P chain and three S-P-U chains 
needs to be investigated. The kinematic errors in the S-P-U 
chains are summarized as follow: 

Joint location errors: 3,2,1for      and =iii ba δδ  
Length offset errors: 3,2,1for     =idiδ  

 
The kinematic errors will be determined by using Eq. (12). 
 
Table 2 Kinematic parameters for an actual model. 

Joint is  i0s  

1 ),,1( 11
2
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2
1 zyzy uuuu −−  ),,0( 11 zy δδ  

2 ),1,( 2
2
2

2
22 zzxx uuuu −−  ),0,( 22 zx δδ  

3 )1,,( 2
3

2
333 yxyx uuuu −−  )0,0,0(  

4 )1,,( 2
4

2
444 yxyx uuuu −−  )0,,( 44 yx δδ  

5 ),1,( 5
2
5

2
55 zzxx uuuu −−  ),0,( 5105 zLLx δδ ++

 
 
4 Kinematic Calibration 
 

In this work, the kinematic calibration method will be 
performed by using a length measurement, i.e., ball-bar [3-
7]. In the following derivation, the superscripts, “c” and “m” 
are used to denote the calculated and measured values, 
respectively, and the subscript, “j” is employed to indicate 
the measurement number. As illustrated in Fig. 3, the 
calibration methods using length measurement is to find the 
set of kinematic parameters satisfying the following 
equation: 

m
j

m
j

c l=−+ cβθθq ),( δ    (13) 

),( βθθq δ+m
j

c

m
jq

ncalibratioby  correction

m
jl

bar-ball ofcenter 

bar-ball of circle

c

frame reference

 
Fig. 3 Outline of the calibration methods using a ball-bar. 
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where  denotes the forward kinematics function of the 
U-P-R-R serial chain,  and 

)(⋅q
m
jθ θδ  denote the measured 

joint angle and the joint offset vectors, β  is the kinematic 
error vector in Table 2 to be updated, and ccc δ+=  and 

 denote the position vector of the fixed center of a ball-
bar and the measured length of a ball-bar, respectively. 

m
jl

The purpose of this work is to develop and to verify the 
effectiveness of a kinematic calibration method suitable for 
the prototype of a 5-axis hybrid machine tool being 
developed as shown in Fig. 4. The main kinematic 
parameters of the machine tool are listed in Table 3.  

Prior to a real calibration experiment in near future, we 
assume a virtual prototype with realistic kinematic errors. 
The error bound is determined from the information on 
machining and assembling tolerances and its direction is 
generated by the random function in Matlab. We also 
assume that the prototype machine will be calibrated by a 
ball-bar, specifically, the QC10 ball-bar of Renishaw with 
the accuracy, . For the collection of measurement 
data, one center of the ball-bar is fixed at 

]µm[5.0±

]mm[]1500,0,0[ T=c  expressed in the reference frame. The 
 measurement points are selected on the hemisphere 

surfaces with 150 mm radius. The n sets of encoder values 
from the three linear actuators and the U-P-R-R serial chain 
and the corresponding n ball-bar lengths are measured at the 
same time, which are actually calculated from the virtual 
prototype for numerical simulations. Using Eq. (13) and 
“lsqnonlin” function of Matlab, the kinematic parameters 
and the position error of the ball center are updated so as to 
minimize the error between the calculated and measured 
lengths of the ball-bar. 

32=n

 
 

 
Fig. 4. Prototype of a 5-axis hybrid machine tool. 
 
 

Parameters Unit [mm] 
Radius of t ) 600 he fixed plate ( ar
Radius of the moving plate ( br ) 250 
Reference height ( 0L ) 840 
Distance between A and C ( ) 291 1L
Tool length ( 2L ) 340 
Initial length o  anf  actuator ( ) 910 0id
Linear actuator stroke ( id∆ ) 800 
 

We assume that the maximum error bounds for angle and 
length are ]arcsec[ 25± and ]µm[ 25± , respectively. The 
assumed kine s for rototype are written 
in parentheses of Table 4. The estimated kinematic 
parameters by the suggested calibration method are also in 
Table 4. It is noted that estimated values are close to the 
assumed ones and at least the signs are identical. It is also 
noted that estimated values does not necessarily following 
the assumed ones. 

In order to show the e

matic error a virtual p

ffectiveness of the suggested 
ca

 
able 4 Assumed and estimated kinematic errors. 

libration method, the well-known circular test on the XY 
plane with the radius of 150 mm is presented in Fig. 5. From 
the kinematic calibration and error compensation, the 
maximum absolute kinematic error has been reduced from 

]µm[ 14.52  to ]µm[ 8.24 .  

T

i 
Estimated Estimated i

is  
(Assumed) i0s  

(Assumed) 
δθ

 
Estimated 
(Assumed) 

yu1  
14.6132 
(22.5065) 

1yδ
  

-22.1156 
(-16.1867)

1 

) zu1  
-4.7791 
(-13.4431

1zδ
 

-12.6657 
(-4.7147) 

1θδ
 

3.6879 
 (5.7716)

xu2  
13.2356 
(5.3421) 

2xδ
  

37.9109 
(21.7735)

2 

 
2

zu2  
-1.0796 
(-0.7009)

zδ
  

2

12.9004 
(20.8452)

θδ
 

9.8016 
) (14.5969

xu3  
15.6955 
(19.5649) 

  
3 

 
  yu3  

13.4825 
(13.1048)

3tδ  
7.7064 

) (15.6583

xu4  
-6.1924 
(-2.1766) 

4xδ
 

12.5541 
 (-4.4865)

4 

) 
4

yu4  
-22.605 
(-24.0748

yδ
 ) 

4

6.9893 
(19.6825

θδ
 

-1.3791 
) (21.0906

xu5  
1.3792 
(16.0704) 

5xδ
  

-29.9936 
(-22.1054)

5 

 zu5  
-3.5677 
(-2.7648)

5zδ
  

5

-7.3568 
(-7.3566)

θδ
 

1.5168 
) (11.9104

 xcδ
  

y-46.8734 
(-15.5173)

cδ
 ) 

zc11.9864 
(-15.3284

δ
 

-7.9520 
(9.1112) 

[Unit [ar ng or ngt: c sec] for a le and ]µm[  f le h] 

Table 3 Parameters for a prototype machine tool. 
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Fig. 5. Circular test before and after calibration. 
 

Using the proposed algorithm and verified calibration 
procedure through simulation, calibration experiment has 
been performed on the prototype machine tool as shown in 
Fig. 6. In the experiment, The Renishaw QC10 ball-bar with 

is used. The n=32 points on the hemisphere 
surface with radius 150 mm are collected for updating 
kinematic parameters. We first calibrated some major errors, 
for example, the offset lengths of linear actuators. Then, the 
well-known circular test was performed (refer to Fig. 7(a)). 
The circular test result after calibration experiment is shown 
in Fig. 7(b). From the two tests, it is verified that position 
accuracy of the prototype machine tool has been improved 
from 153 to 86 . 

]µm[ 0.5±

]µm[ 
 

 
Fig. 6. Calibration experiment using a ball-bar. 
 

 
(a) before calibration         (b) after calibration 

Fig. 7. Circular tests with radius 150 mm. 
 
5 Conclusion 
 

In this paper, a new hybrid-kinematic structure for both 
machining and assembling is proposed. By attaching 
additional sensors to passive joints in the central leg, the 
hybrid structure can be considered as a pure serial 
manipulator. Using the successive screw displacements, the 
kinematics analysis is performed and a kinematic error 
model is developed for the 5-DOF serial chain. The 5-DOF 
serial chain is calibrated by using a length measurement, i.e., 
ball-bar. Once all the kinematic parameters in the serial 
chain are determined, the kinematic parameters associated 
with the parallel-kinematic manipulator will be estimated. In 
order to verify the effectiveness of this suggested method, 
the simulation results of the kinematic calibration for a 
virtual prototype have been presented. We further performed 
the calibration experiment on the prototype machine tool. 
From the kinematic calibration and error compensation, the 
maximum kinematic error has been reduced from 153 to 
86 . ]µm[ 
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Abstract 
A new piston mechanism is proposed for an automatic 

grease lubricator, which is able to supply equipment with 
grease automatically for smooth motion. The mechanism 
adopts a cylindrical cam system, which is able to convert 
rotational motion to translational motion, and is 
composed without any check valve for preventing back 
flow even though existing lubricator has two check 
valves. Since the mechanism has a feature of all in one, 
which combines piston and valves. The automatic grease 
lubricator includes a micro controller system, which 
makes feeding pressure, period, and amount of grease in 
accuracy. 
 
Key Words: Grease lubricator, Cylindrical cam, Piston 
pump, Microcontroller, Check Valve. 
 

1. Introduction 
 
As the industrial technologies are developed, 

automation is widely spreading for product efficiency 
and unmanned production system. Automatic grease 
lubricator is equipment that provides adequate amount of 
fresh grease constantly to the shaft and the bearings of 
machines. It minimizes the friction heat and reduces the 
friction loss of machines. For proper operating of 
machinery, accurate feeding period and amount of grease 
is most important thing. To obtain these performances, it 
is required of high accuracy for feeding grease 
mechanism. 

There are many kinds of grease lubricators such as a 
gas generating, a spring pre-pressurized, a pressurizing 
piston type for creating pressure. In case of gas 
generating type, chemical reaction is used for creating 
pressure. The gas type is subject to be affected by 

environmental temperature. When the chemical reaction 
starts, it is hard to respond to unexpected situations [1].  

The pressurizing piston type requires very 
complicated structure with check valves while it shows 
very good feeding performances. 

In this research, we proposed a simple new mechanism 
for easy control. It adopts cylindrical cam piston pump 
and is almost similar to the pressurizing piston type 
lubricator. The mechanism proposed here is simple form 
and requires no check valves that make the mechanism 
complicated. 

 
2. Design of cylindrical cam-driving 

mechanism of piston pump system 
 
The piston mechanism proposed here is creating 

pressure for feeding grease by using special feature 
formed around the piston without check valve, which 
conventional lubricator uses for preventing back flow of 
grease. In order to activate the special feature formed 
around the piston, there needs to rotate the piston. 

In order to realize rotational and reciprocal motion of 
the piston simultaneously, a cylindrical cam mechanism 
is adopted. The piston mechanism proposed here is 
shown in Fig. 1. It is required the bulky images of 
cylindrical cam for development purpose. 

Fig. 1 shows an essential feature of the mechanism 
proposed here. As the driving motor is rotating, the 
piston is moving reciprocally and rotating 
simultaneously by guide pin and cylindrical cam formed 
around the piston. [2] 
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Fig. 1: Cylindrical cam mechanism prototype 

 
The motion of the cylindrical cam is that as it rotates 

the piston is moving reciprocally and rotating with 
interaction between cylindrical cam slot and guide pin. 
One revolution of the motor is able to produce one cycle 
of reciprocal motion. The reciprocal motion of the piston 
is responsible for creating pressure and the rotating 
motion of that is responsible for closing-opening of 
valves. Fig. 2 and Fig. 3 show graphically view of the 
procedure of multi motions of the piston, respectively. 

 
2.1 Motion of cylindrical cam and piston 

 
Fig. 2(a) and Fig. 3(a) show initial stage of the piston 

motion. In this case, the piston moves close the inlet hole 
and outlet hole for flowing grease simultaneously. When 
the piston is only rotating with cam rotation the piston 
itself is about to open the inlet hole while the outlet hole 
is still closed. In succession the piston is rotating and 
retreating, the volume of the cylinder is increasing 
(becoming low pressure) and the grease is sucked. Fig. 
2(b) and Fig. 3(b) show the piston reaching at 90 degrees 
position. 

Fig. 2(c) and Fig. 3(c) show the piston reaching at 180 
degrees position which is stroke of 5.5mm. At that time, 
the cylinder is full of grease, the inlet and outlet hole are 
closed simultaneously. As the piston is rotating 
successively, the cylinder volume is about to be 
decreased becoming pressurized and grease is outing. 
Fig. 2(d) and Fig. 3(d) show piston is outing grease and 
opening outlet hole while the inlet is still closed. The 
mechanism proposed here is feeding grease with 
repeating the procedure described above.  

As the piston proposed here is rotating, the piston 
itself is closing and opening inlet and outlet hole 

reciprocally, while a conventional lubricator is closing 
and opening the holes with check valves. It is noticeable 
that there is position of closing the two holes while there 
is no position of opening the two holes. 

This feature is very important. Though any 
unpredictable stop motion of the piston occurs, i.e. the 
piston stops at any position, there is no chance to open 
inlet and outlet hole simultaneously. It means that it 
never happens to flow grease by itself at any situations. 

 

    
(a) Rotation angle of 0˚     (b) Rotation angle of 90˚ 

 

    
(c) Rotation angle of 180˚    (d) Rotation angle of 270˚ 
Fig. 2: View of Procedure of multi motions of the piston 

 

      
 

 (a) Rotation angle of 0˚   (b) Rotation angle of 90˚ 

     
(c) Rotation angle of 180˚    (d) Rotation angle of 270˚ 
Fig. 3: Front view of the procedure of multi motions of 

the piston 
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2.2 Design value of the grease 
 

A required amount of grease for one stroke is about 
0.125cc (0.125cc/rev.) Diameter and stroke of the piston 
are governed by feeding pressure and motor output 
torque. The government equation is following. As the 
piston is moving reciprocally, the created pressure is 
variable according to the cam feature. For practical sense, 
average pressure is reasonable. In order to calculate the 
average pressure, an energy conservation equation is 
needed. The input energy by rotational motion is equal to 
the output energy by reciprocal motion as following 

 
πτ=dF                    (1) 

 
where  denotes piston stroke, d F  does piston 

thrust, τ  denotes motor torque. 
In order to calculate an important variable, pressure , 

the both sides of (1) are divided by sectional area
p

A . 
 

τππτ
VA

Fp
AA

dF
==→=          (2) 

 
where  denotes the volume of the cylinder. AdV =

Equation (2) says that feeding pressure is dependent 
on motor output torque and displacement which is 
volume per revolution. Details of the piston diameter and 
stroke are determined by manufacturing conditions. 
There exists a minimum dimension to form cam and 
valve feature around piston. 

 

π π2

5.5

0

Spline Curve

 
Fig. 4: Displacement of cam 

 
Fig. 4 shows a cylindrical cam trajectory candidate 

that stands for piston stroke versus motor rotation. The 
cylindrical cam trajectory is generally formed by spline 
curve. It is noticeable that the cylindrical cam trajectory 
is adjusted not to occur only rotational motion without 
reciprocal motion at stage of opening or closing the 
holes, since the grease fluid is incompressible. At the 
first and end stage of the piston stroke, the following 

condition should be met. 
 

0=
∆

∆

θ
d

                      (3) 

 
where d∆  denotes infinitesimal stroke of the piston, 
θ∆  does infinitesimal angle of the piston rotation. A 

candidate of the piston dimensions is listed in Table 1. 
 

Table 1. Dimensions for Piston 
Require 

Flux  
(cc) 

Piston 
Diameter   

(mm) 

Require 
Displacement   

(mm) 

0.125 5.40 5.4580 

 
Important dimensions of the piston, diameter and stroke 
are determined based on manufacturing. The reason is 
that difficulty of manufacturing is not free from 
productivity. A diameter and stroke of the piston should 
be more than 5mm and 5.5mm, respectively. Dimensions 
listed in Table 1 are nearly met the above conditions. 

A high performance automatic grease lubricator 
should be able not only to out proper pressure but also to 
supply destinations regularly with proper amount of 
grease. These conditions for an automatic grease 
lubricator are able to be met by implementing micro 
controller and its peripherals. 

In this research, there is introduced an 8-bit micro 
controller, AT89C2051 [3](manufactured by Atmel) and 
peripherals, LB1630[4] for driving motor and SG2BC[5] 
for detecting motor ration state. 

In order to program software for the micro controller, 
we use C-language, which is very familiar for user to use. 
In order to control the motor precisely, the main part of 
the software consists of an internal timer and interrupts. 
Fig. 5 shows a flow chart of the software. 
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Fig. 5: Flow chart of the software 
 

In order to verify the mechanism proposed here, a 
micro controller board is constructed. Fig 6 shows the 
test board 

 
Fig. 6: Micro controller for the mechanism test 

 
3. Experimental result 

 
A lubrication mechanism test was conducted, Fig. 7 

shows the photo of the experimental set-up (left) and 
essential parts of the piston system (right). [6][7] 

 

   
Fig. 7: Experimental set-up and its exploded parts 

 
First, for identifying only transmission load (reduction 

gear train, etc.), no-load current of the driving motor was 
measured and it was 95mA. At the maximum nominal 

torque (2770g·cm) produced by the reduction motor, the 
corresponding pressure is obtained as following by using 
eq. (2) 
 

)cm/kg(0.62)m/N(102.6
105.51029.2

108.977.2

2
f

26

35

2

=×=
×××
×××

==
−−

−π
τ

π
V

p
 (4)  

 
The maximum nominal torque is performed at a 

nominal current of 300mA. On the other hand, the 
manometer as shown in Fig. 8 actually shows pressure of 
about 5Mpa (=50kgf/cm2). Fig. 9 shows produced 
pressure with respect to applied motor input current. The 
discrepancy (about 22.5%) is supposed to be caused by 
mechanical friction force between the prototype 
cylindrical cam and guide pin. 

 

 
Fig. 8: Pressure value of 50kgf/cm2 measured by 

manometer 
 

 
Fig. 9: Diagram of comparative theoretical and 

experimental Data 
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We can be detecting the defect on the first 
experimental test, which is frictional wear in the piston. 
Fig 10 shows wear of piston feature. 

 

 
Fig. 10: Frictional wears of piston 

 
This is important defect while the driven cylindrical 

cam piston mechanism. We settle the defect after 
changing the material of piston. 

 
4. Conclusion 

 
An automatic grease lubricator using cylindrical cam 

mechanism of piston pump was developed. The 
mechanism proposed here is simple as it eliminates a 
check valve, which is able to prevent back flow. 
Eliminating a check valve is helpful for cheaper product. 
Additionally, Cylindrical Cam Mechanism performs high 
force at instantaneous stop range where Coulomb 
friction force may be maximized. 

As closing and opening the valve is synchronized to 
the rotation of the piston automatically, a micro 
controller needs to control only the driving motor and 
has no burden to control the flow valves. 

The discrepancy between theoretical and actual 
pressure is supposed to be caused by mechanical friction 
force between the prototype cylindrical cam and guide 
pin. And also find the defect about the same material 
problem which is occurred frictional wear between the 
piston and cylinder.  
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Abstract 
 

We present a non-contact 3-D surface profiler specially 
devised for the measurement of silicon wafer or CSP(Chip 
Scale Package) of which surface profile is difficult to be 
measured with conventional interferometers. The profiler 
comprises multiple light sources made of single-mode 
optical fiber. It turns out to be well suited for the warpage 
inspection of microelectronics components.  
 

1. Introduction 
 

Recently new profile measurement techniques are needed 
in the industry because of various product developments. 
Especially microelectronics components such as chip 
package and silicon wafer are difficult to be measured with 
conventional non-contact profiler. Which is based on the 
following two points of view. Their profile should be 
fabricated with within a few micrometer accuracy, but their 
surfaces have a characteristic of light scattering.  
Until now, the existing typical metrology to overcome these 
problems has two methods. At first, Kwon and Wyant have 
measured rough surfaces by using CO2 laser of 10.6μm 
wavelength.[1]  The second, Petriccione and Ume have just 
applied typical Shadow Moire method to measure rough 
surface.[2] Because of using extended wavelength; this two 
metrology could not obtain very high accuracy. 
 Therefore, we present a non-contact 3-D surface profiler 
using optical fiber system that has been specially devised for 
the inspection of microelectronics components such as 
unpolished backsides of silicon wafers and plastic molds of 
integrated-circuit chip packages. 
 

2. Principle of the proposed method 
 
Figure 1 shows the overall optical configuration for the 
measurement method proposed in this investigation. The 
system is constituted with six light sources and a CCD 
camera of two-dimensional photo-detectors array. The light 
sources are deployed along the circumference of a circle, 
while the camera is located about at the center of the circle 
facing the object surface during measurement. 
 

 

 
Figure 1. Geometrical arrangement of the 3-D profiler 
configured for the profile measurement of microelectronics 
surfaces. S1 to S6 are the light sources, each of which 
projects a unique fringe pattern generated by the 
interference of two spherical wavefronts diffracted from a 
pair of single-mode optical fibers. The light sources are 
activated one by one in sequence, while resulting fringe 
patterns are observed using a CCD camera of two-
dimensional photo-detector array. 
 

Each light source is an independent one made of a pair of 
single-mode optical fibers that are connected to a He-Ne 
laser via a 2X1 coupler as shown in Figure 2. The fibers are 
polished in their ends and housed in a single ceramic ferrule 
side by side with a predetermined lateral offset. Each single 
mode fiber works as a light source emitting an almost 
perfect spherical wave front. Two spherical wave fronts 
emanated from the two fibers constituting a light source 
interfere with each other and subsequently generate a unique 
fringe pattern over the target surface to be tested. A He-Ne 
source provides coherent light to the two fibers through a 
2X1 optical fiber coupler, while one of the fibers is 
elongated using a piezoelectric PZT tube to produce phase 
shifting.  
 Two spherical wave fronts emanate by diffraction at the 

ends of the fibers, which then interfere with each other and 
generate a unique fringe pattern on the object surfaces to be 
profiled. The PZT tube extends the length of a fiber to 
induce phase shifting in the resulting fringe pattern.  
The camera captures fringe patterns while switching on 
and off all the diffraction sources one by one in sequence 
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to obtain multiple fringe images projected from different 
geometrical angles as shown in Figure 3. 
 
 

 
Figure.2 Optical configuration of a two-point diffraction 

source made of a pair of single-mode optical fibers coupled 
to a single coherent source  
 
 

 
 
Figure.3 Fringe images captured by CCD camera which are 
projected on the non-polished backside of silicon wafer 
from three different geometrical angles. 
 

For analysis, two conjugate spherical wave fronts from a 
single diffraction source is designated as u1 and u′1, whose 
complex amplitudes are expressed in the xyz-coordinate 
system as  
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Note that φ1 and φ′1 are the initial phases of u1 and u′1 which 
are measured at their origins located at (x1,y1,z1) and 
(x′1,y′1,z′1), respectively. Then, the intensity of the fringe 
pattern generated on the object surface by the interference 
between u1 and u′1 is worked out as   
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There are three fringe variables; a(x,y,z) is the background 
intensity, b(x,y,z) is the amplitude of intensity variation, 
and Φ(x,y,z) is the absolute phase. Among them, the 
absolute phase Φ(x,y,z) relates to the xyz-coordinates of 
the surface profile to be measured with a most 
uncomplicated relationship, i.e., by the difference of the 
distances to the two diffraction sources plus the difference 
of the initial phases. Adopting well-established phase-
shifting technique allows for the principal value of 
Φ(x,y,z) to be accurately determined within the range of -π 
to π[3], for which one of the fibers in each diffraction 
source is elongated using a piezoelectric PZT extender. 
Therefore, at least three measurements of Φ(x,y,z) are 
required to determine the coordinates (x,y,z), each of 
which should be performed with a different diffraction 
source. 
 
 

3.  Experimental results 
 

A series of tests has been performed against actual rough 
surfaces whose profiles cannot be measured using 
conventional Fizeau or Twyman-Green interferometers due 
to their too high surface height irregularities.[4] 
Figure 4 shows a measurement result, which was obtained 
from the backside profile of a silicon wafer in the middle of 
integrated-circuit fabrication process. 

 
Figure.4 A measurement result of the non-polished 
backside profile of a silicon wafer for warpage inspection;  
an exemplary three-dimensional profile measured and 
reconstructed by the proposed 3-D surface profiler. 
 
 
Another measurement example is presented in Figure 5, 
which has been performed for the warpage inspection of 
chip scale package (CSPs) that are tape-mounted on ball 
grid arrays (BGAs). The measured result indicates that the 
global surface is distorted by high temperature environment 
during curing process. 
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Figure.5 Inspection of IC package warpage; an exemplary 
three-dimensional profile measured and reconstructed by the 
proposed 3-D surface profiler.  
 
 

4. Conclusions 
 
A new 3-D surface profiler has been proposed to measure 
the warpage of electronics with light scattering surfaces. 
This method uses multiple sets of  light sources made of two 
single-mode optical fibers emitting spherical wave fronts to 
generated unique fringe patterns on the target surface. The 
experimental results turn out to be well suited for the 
warpage inspection of  microelectronics components. 
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Abstract 

 
This paper develops the theory for a fault-tolerant, 
permanent magnet biased, homopolar magnetic bearing. 
If some of the coils or power amplifiers suddenly fail, 
the remaining coil currents change via a novel 
distribution matrix such that the same magnetic forces 
are maintained before and after failure. Lagrange 
multiplier optimization with equality constraints is 
utilized to calculate the optimal distribution matrix that 
maximizes the load capacity of the failed bearing. The 
overall load capacity of the bearing actuator is reduced 
as coils fail.  

 
 
1  Introduction 
 

A magnetic bearing system is a mechatronics 
device consisting of a magnetic force actuator (an active 
magnetic bearing, or AMB), motion sensors, power 
amplifiers, and a feedback controller (DSP), that 
suspends the spinning rotor magnetically without 
physical contact, and suppresses vibrations. Magnetic 
bearings find greater use in high speed, high 
performance applications since they have many 
advantages over conventional fluid film or rolling 
element bearings, such as lower friction losses, 
lubrication free, temperature extremes, no wear, quiet, 
high speed operations, actively adjustable stiffness and 
damping, and dynamic force isolation. Though magnetic 
bearings find more applications in industry, reliability 
requirements limit magnetic bearings from being used in 
highly critical applications. Failure of components such 
as coils or power amplifiers in magnetic bearings may 
result in a failure of the entire system.  

Fault tolerant control provides continued operation 
of magnetic bearing actuators even if its power 
amplifiers or coils suddenly fail.  Much research has 
been devoted to fault-tolerant heteropolar magnetic 
bearings. Maslen and Meeker [1] introduced a fault-
tolerant 8-pole heteropolar magnetic bearing actuator 
with independently controlled currents and 

experimentally verified it in [2]. Flux coupling in a 
heteropolar magnetic bearing allows the remaining coils 
to produce force resultants identical to the unfailed 
bearing, if the remaining coil currents are properly 
redistributed. Na and Palazzolo [3, 4] also investigated 
the optimized realization of fault-tolerant magnetic 
bearing actuators and experimentally showed it on a 
flexible rotor such that rotor displacements after failure 
can be maintained close to the displacements before 
failure for up to all combinations of 4 coils failed and 
certain combinations of 5 coils failed out of 8 coils. Na 
and Palazzolo [5] introduced a fault-tolerant control 
scheme utilizing the grouping of currents to reduce the 
required number of controller outputs and to remove 
decoupling chokes. 

The present work describes the theory and 
following numerical analysis for the novel fault-tolerant 
homopolar magnetic bearing. Energy efficient 
homopolar magnetic bearings with fault tolerant 
capability may find great use in some applications such 
as flywheel energy storage systems and momentum 
wheels. 

 
2  Bearing Model 
 

The schematic drawing of an 8-active pole, 
permanent magnet biased homopolar magnetic bearing is 
shown in Fig. 1.  
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Figure 1.  Schematic of an 8-Active Pole, 

Permanent Magnet Biased Magnetic Bearing 
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Assuming that eddy current effects and material 
path reluctances are neglected, Maxwell’s equations are 
reduced to the equivalent magnetic circuit for the 
homopolar magnetic bearing. The feedback control 
voltages  and , determined with any type of 
control law and measured rotor motions, are distributed 
to each pole via 

cxv cyv

T~  in normal operation, and create 
effective stiffness and damping of the bearing to suspend 
the rotor around the bearing center position. With the 
uniform current distribution with T~  as well as the 
symmetric bearing geometries, magnetic forces are 
( , ) decoupled and vary linearly with respect to 
control currents and rotor displacements around the 
bearing center position. If symmetry is lost due to a coil 
failure, magnetic forces are no longer decoupled and 
linear with respect to control currents and rotor 
displacements, and even it may be difficult to maintain 
stable control. Reassigning the remaining currents with a 
redifined current distribution scheme may remedy this 
by providing the same decoupled magnetic forces as 
those before failure. Magnetic forces developed in the 
active pole plane are described as;                                          

x y

                                              (1) vMvf x
T

x =

vMvf y
T

y =                                            (2) 

 
3   Bias Linearization 
 

The magnetic forces in Eqs. (1) and (2) can be 
linearized about the bearing center position and the zero 
control voltages by using Taylor series expansion. The 
linearized magnetic forces are; 
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where              
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The parameters ϕ  and ω  represent either x  or . The 
position stiffnesses of the homopolar bearing remain 
unchanged with a coil failure since the position 
stiffnesses are only influenced by the bias flux driven 
with permanent magnets. The voltage stiffnesses are 
defined as; 
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Employing an optimal current distribution matrix T  
may decouple the  linearized forces of the failed bearing, 

and even maintain the same decoupled magnetic forces 
as those of an unfailed magnetic bearing. Maslen and 
Meeker [1] introduced a linearization method which 
effectively decouple the control forces for a failed 
bearing by choosing a proper distribution matrix. 
Though not identified in [1], the direct voltage stiffness 

 is used to yield the same linearized control forces as 
those of the unfailed bearing. The necessary conditions 
to yield the same decoupled magnetic control forces are; 
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If the distribution matrix T̂  is determined such that Eq. 
(20) should be met, the magnetic forces at bearing center 
position in Eqs. (12) and (13) lead to; 

           cxvx vkf = ,                                                    (7) cyvy vkf =

Equations (6) can be written in 18 scalar forms, and then 
boils down to 10 algebraic equations if redundant terms 
are eliminated. The equality constraints to yield the same 
control forces before and after failure are; 
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4 Optimal Distribution 
 
Some examples of distribution matrices are 

calculated for the 8-pole homopolar magnetic bearing 
with the nominal air gap 0 (0.508 mm), pole face area 

0 (602 mm
g

a 2), number of coil turns n (50 turns). It is 
assumed that permanent magnets are selected to produce 
bias flux density of 0.6 Tesla in the air gaps of the active 
pole plane. The design of the permanent magnets for a 
homopolar magnetic bearing is beyond the scope of this 
paper. The direct voltage stiffness vk  is then calculated 
as 106.651 N/volt. A distribution matrix for an 8-pole 
homopolar bearing with the 7th-8th coils failed operation 
is calculated as; 
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A distribution matrix with the 6th-7th-8th coils failed 
operation is calculated as; 
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A distribution matrix with the 5th-6th-7th-8th coils failed 
operation is calculated as; 
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Similarly, the distribution matrices can be calculated for 
a failed homopolar bearing up to all combinations of 5 
coils failed out of 8 coils. In the previous fault tolerant 
scheme with heteropolar magnetic bearings [3, 4], 
distribution matrix solutions do not exist for a certain 
combination of 5 failed coils (for example, no solution 
exists for 5 adjacent coils failed heteropolar bearings). 

The following system dynamics simulation 
illustrates the transient response of a rotor supported by 
magnetic bearings during a coil failure event. An 
unbalance force of  with (2.0 grams), (0.01 
m) and Ω (spinning speed) are applied at the two 
bearing locations. The distribution matrix of 

2Ωme m e

T~  is 
switched to  and when 4 adjacent coils failed 
at 0.02 seconds and then 5 adjacent coils failed at 0.04 
seconds. The rotor speed is held constant at 20,000 
RPM. Figures 2 shows transient response of the current 
inputs to the outboard bearing from the normal unfailed 
operation through the 5-6-7-8

5678T 45678T

th coils and 4-5-6-7-8th coils 
of the outboard bearing failed at 0.02 seconds and 0.04 
seconds, respectively. This indicates that very much the 
same rotordynamic responses are maintained throughout 
the series of failure events, while currents and fluxes in 
the homopolar magnetic bearing change significantly. 

 
Figure 2. Current Plot for a Series of Failures 
 

5   Conclusion 
 

A fault tolerant control scheme is developed for an 
energy efficient homopolar magnetic bearing. The 
homopolar bearing actuator using the fault tolerant 
control algorithm can preserve the same linearized 
magnetic forces by redistributing the remaining currents 
even if some components such as coils or power 
amplifiers suddenly fail. The distribution matrix T  of 
control voltages is determined by using the Lagrange 
Multiplier optimization with equality constraints for a 
failed bearing in a manner that the load capacity should 
be maximized. Simulations show that very much the 
same vibrations (orbits or displacements) are maintained 
throughout failure events while currents and fluxes 
change significantly with different distribution scheme. 
Only control currents as well as control fluxes are 
redistributed for the failed bearing while bias flux driven 
by permanent magnets remains constant. Less strict 
constraints of only 10 equations are required for the fault 
tolerant homopolar bearing to produce the same 
magnetic forces, while 12 constraint equations are 
required for the fault tolerant heteropolar bearing in [3]. 
This released conditions may give some benefits to the 
realization of fault tolerant homopolar bearings. The 
solution space of distribution matrices is extended for the 
homopolar bearing. The distribution matrices can be 
calculated for a failed homopolar bearing up to all 
combinations of 5 coils failed out of 8 coils. In the 
previous fault tolerant scheme with heteropolar magnetic 
bearings, no solutions exist for certain combinations of 5 
failed coils. The load capacities of the failed homopolar 
magnetic bearings are greatly increased compared to 
those of heteropolar magnetic bearings.  

Fault tolerance of the magnetic bearing actuator is 
achieved at the expense of additional hardware 
requirements and reduction of overall bearing load 
capacity. Therefore, the fault tolerant magnetic bearing 
should be designed enough to support loads even in case 
of a severe failure (5 coils failed out of 8 coils). 
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Otherwise, disturbances from unbalance, runouts, and 
sideloads should be maintained at low level to prevent 
saturation. 
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Abstract

To understand the complex interactions among an-
imals within an ecosystem, biologists need to be able
to track their location and social interactions. There
are a variety of factors that make this difficult. We
propose using adaptive, embedded networked sensing
technologies to develop an efficient means for wildlife
monitoring. This paper surveys our research; we
demonstrate how a self-organizing system can effi-
ciently conduct real-time acoustic source detection and
localization using distributed embedded devices.

1 Introduction

It is now well-recognized that artificial life systems
can make useful contributions to a wide variety of
problems in biology [8]. Typically, these contributions
have come from the study of complex adaptive sys-
tems, simpler versions of natural life. Such abstrac-
tions permit isolation and control of features of inter-
est [3]. In this paper we describe a novel application
of adaptive systems for biology: looking at natural
systems with the purpose of describing their structure
and behavior.

The presence of human observers in the field is both
time consuming and disruptive to the habitat under
observation. An automated system would be desired.
However, deployment of unattended recording stations
is also fraught with difficulty. Among the current limi-
tations are limited recording capacity and energy, and
limited ability to able to adapt to rapidly changing
environments.

∗Email: vlad.trifa@ieee.org
†The work presented here was mainly carried out at UCLA.

We illustrate that sensor network technology can be
used as an efficient and powerful data collection sys-
tem that can be easily used by biologists with little
programming experience. Beyond simply recording of
raw data, these tools have the potential to perform au-
tonomous wildlife monitoring by being programmed to
detect and react in a proper way to pre-specified condi-
tions, with almost no human intervention. In addition,
they form a network that enables remote management
of the system, system health assessment, re-tasking,
real-time triggering of additional sensing modalities,
and visualization of real-time data from the field.

The distributed structure of these systems allows
us to deploy them to cover wide territories and to
capture data from different modalities in response to
events in real time, e.g., capturing image data only
when animals are active. Distributed signal process-
ing algorithms are also a promising approach to data
reduction. Spatial filtering techniques based on beam-
forming using a distributed collection of small arrays,
can often identify a target species in situations where
many species and individuals are present. Also, we
will illustrate how self-organizing and adaptive meth-
ods can be used to develop robust and efficient meth-
ods to detect and localize acoustic sources.

2 Tools and methods

This section describes the embedded platform we
used for our experiments, and then we will briefly de-
scribe different contexts where adaptive methods have
been employed.
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2.1 CENS nodes

For our experiments we have developed a network of
Acoustic Embedded Networked Sensing Boxes (Acous-
tic ENSBox) as a prototype for wildlife monitoring
system [5, 6, 7]. Each system is a small embedded
computer running Linux, self-contained in a water-
proof case, with an external four microphone array and
802.11b wireless communication (Figure 1). In com-

Figure 1: Left: Acoustic ENSBOX, the embedded de-
vice we used for our experiments. Right: close-up of
the microphone array.

parison to other wireless sensor systems such as the
Crossbow Mote, the Acoustic ENSBox has the com-
putational, storage, and network resources to process
audio data in real time and to implement distributed
algorithms, including high precision 3D location and
orientation self-calibration.

This combination of high processing power and
communication with a small form factor makes the
ENSBox platform particularly well-suited to explore
novel solutions for animal vocalization analysis and
accurate acoustic source localization through collabo-
ration of multiple arrays.

2.2 Self-configuration

Collections of arrays enable localization by combin-
ing bearing estimates and time-difference of arrivals.
However, none of this potential can be realized with-
out the ability to rapidly deploy the sensor arrays
and to determine their precise location and orienta-
tion. There are many positioning techniques, includ-
ing those based on GPS, magnetic compass, sensor

correlation, and time-of-flight measurements of radio
and acoustic signals, however many of these alterna-
tives are not a good fit for these applications. For
example, GPS reception is often poor in locations of
interest such as forests and canyons, and even with
good reception GPS requires differential corrections
to meet the stringent precision requirements for these
applications.

The Acoustic ENSBox self-localization is based on
measuring time-of-flight and direction of arrival of
acoustic signals. This solution has many advantages,
including high precision and high resilience to noise.
Initially, each node emits a chirp in turn, while all
other nodes estimate the range R based on time of
flight and bearing θ using local time differences of
arrival. Then, a centralized algorithm combines the
(R, θ) estimates for every node, and a non-linear least
squares algorithm is used to compute the relative map
(X, Y, Z,Θ) of the network. Finally, the relative map
is fit to surveyed locations to obtain a map in abso-
lute coordinates. This capability eliminates the need
to survey all the array locations, a process that of-
ten takes hours to complete and that is generally ex-
tremely challenging to accomplish accurately.

2.3 Adaptive detection

We have developed a detection module that can de-
tect animal vocalizations from background noise, by
continuous adaptation to the current noise level. A
generic statistically optimum approach to solve this
problem is based on the constant false alarm rate
(CFAR) method that identifies high energy segments
in continuous streams of audio data. The algo-
rithm first estimates the statistical distribution of the
amount of energy in specific frequency bands con-
tained in the ambient noise on n consecutive samples
(we assume that noise follows a normal distribution
N(µ, σ2) in frequency space). Afterwards, the energy
present in the same bands is monitored, and a thresh-
old function detects when the energy changes signif-
icantly from a statistical point of view, that is when
the energy of the current segment exceeds the thresh-
old defined µ+β ·σ, where β is a threshold parameter
(usually β = 3). However, noise in real environments
usually varies significantly over time, in which case it is
necessary to update the noise distribution as it varies.
For this purpose, exponentially weighted moving aver-
age (EWMA) can be used to update iteratively the
mean µ and variance σ of the noise power as follows:

µt+1 = αµnew + (1− α)µt

σt+1 = ασnew + (1− α)σt
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Figure 2: Adaptive detection algorithm. Top: Am-
plitude of the signal of a field recording. Bottom:
Evolution of the energy in the signal is represented
as the thin line. The thick line represents the detec-
tion threshold. When a song is detected, one can see
that the threshold is not changed to avoid influencing
the statistical estimation of background noise.

Where α ∈ [0, 1] is the changing rate. A low value for
α should be used, as we want to avoid including spuri-
ous short sounds as part of the background noise model
and updating the noise distribution based on insignfi-
cant events. Figure 2 illustrates the detection process
of seven bird songs recorded in the rain-forest at Monte
Azules Biosphere Natural Reservation in Mexico.

Using a modified and streamlined version of this al-
gorithm, described in [4], we have also detected yellow
bellied marmot (Marmota flaviventril) alarm calls in
real-time on a network of ENSBoxes in the field. The
marmot detector computes a 32-point FFT over each
window of samples and computes the magnitude of the
complex sum of the frequency bins corresponding to
the bands used by marmot calls (3-6 KHz). This en-
ergy value is then passed into a CFAR detector, with a
hysteresis detection to ensure that the complete call is
acquired. We found that we could improve efficiency
without losing detections by applying the FFT only to
1 out of every 4 32-point windows.

2.4 Collaborative localization

Kung Yao and students have developed a localiza-
tion algorithm that can track multiple sources in real-
time [1]. They developed an approximate maximum-

likelihood (AML) method for the localization of wide-
band acoustic sources. The ML estimation method is
known to be an optimum estimation procedure. The
term approximate refers to the condition that the data
length is finite and consequent edge effects yield a
slight sub-optimality from the ML method. The AML
algorithm has been used to perform localization of sin-
gle and multiple acoustic source(s), even when they
overlap in time and frequency, in the near/far-fields
as well as in open-field and in reverberant scenarios.
For each possible angle of arrival, the signals recorded
by each microphone are recombined using a model of
the array and the coherence of the resulting signal is
obtained for each angle.

Figure 3: Results of the collaborative localization al-
gorithm, presented as a 2D pseudo-likelihood map.
Black lobes represent the likelihood for source AOA.
Individual estimates of the angle of arrival (AOA) for
each node are combined using their location as esti-
mated by the self-calibration process.

In our implementation, every node that detects a
vocalization will also compute a likelihood describing
the likely bearing to the source. These likelihoods are
collected at a central point and combined together into
a 2D pseudo-likelihood map, according to the positions
and orientations computed in the self-calibration step.
This map is formed by projecting each likelihood met-
ric outwards from each node to form the joint approx-
imate likelihood of a source at every point in the 2D
space. Beyond source localization, this information
can also enable further signal enhancement through
beam-forming, in which signals captured from differ-
ent sensors are combined together to amplify the tar-
get signal and attenuate noise.
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3 Results and discussion

The automated self-localization system illustrates
many of the same requirements as our target appli-
cations, by being a distributed sensing application it-
self. This feature of the Acoustic ENSBox solves the
problem of fastidious deployment by automatically de-
termining array orientations to within 1 degree, and
array positions to within 9cm in a 40x70m wooded
area. This process can be run periodically, so that
calibration of the system is maintained even when the
location of the sensors is changed.

We originally implemented an offline version of the
detection algorithm to automatically isolate tropical
bird songs from hours of recordings on a standard
desktop computer. Using the streamlined implemen-
tation, we have been able to reduce half an hour of raw
recording to only 13 seconds of audio, capturing all of
the marmot calls as well as a few false positives from
other sources. The CFAR method is known to be sta-
tistically optimum in the sense that, for a fixed CFAR,
the probability of event detection is maximized, with
the assumption that the nominal background noise is
a quasi-stationary stochastic process.

The collaborative localization algorithm has been
used to localize marmot alarm calls in a field test at
the Rocky Mountain Biological Laboratory (RMBL),
in Colorado. The results of one of the localization tests
are shown in Figure 3. The RMBL tests demonstrated
that these algorithms could reliably locate marmots
by their calls to within 1.5 meters, when compared
with ground truth based on human observations, given
that collaboration reduces the ambiguity of the local
estimations computed by each node.

This paper described how adaptive methods can be
used to develop a robust and self-organized monitoring
systems. We have been able to detect animal vocal-
izations in very noisy environments using an adaptive
threshold mechanism. This approach can be useful
in several contexts where detection of acoustic activ-
ity is required; for example, human-robot interaction
with humanoid robots [2]. Also, we explained how
several acoustic sources can be localized using an effi-
cient direction of arrival estimation method, and how
collaboration between sensors can improve the results.
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Abstract
In various stock markets, there is a system called

“circuit breakers” that interrupts dealing of stocks for
a certain period when stock price changes greatly. In
this paper, we consider the influence of the circuit
breakers on a stock market using an agent-based artifi-
cial market simulator called “U-Mart”, by controlling
the period of interruption and the criterion to invoke
the circuit breakers. From experiments, we found the
following: circuit breakers play an important role in
the control of price fluctuations and the stabilization
of the settlement system, while the circuit breakers re-
duce the stock trading volume. We also suggest that
the period of interruption is important parameter in
an institutional design of the circuit breakers, since the
stock trading volume and the volatility are sensitive to
the period.

1 Introduction

Financial markets are vulnerable to “bubbles” and
excess volatility. In such a case, sharp stock price
fluctuations may significantly affect, not only finan-
cial markets, but entire socioeconomy. Most systems
in a financial market contribute to the stability of a
market by eliminating uncertainty from the market
fluctuations and from trading. In addition, rapid price
fluctuations may cause the fall of liquidity in the mar-
ket, and may disturb price discovery. Circuit breaker
is one of the market systems founded in order to re-
duce the stock price volatility risk. In this paper, we
define the circuit breakers as a temporary stoppage of
trading.

Introduction of circuit breakers was advocated in
the report of the Brady Committee[1] that investi-
gated “Black Monday”. According to the Brady Re-
port, the main purpose of introducing this system is
to directly reduce excessive stock price volatility and
to mitigate market disruptions. There have been some
arguments about the pros and cons of the system since

its introduction after Black Monday. However, an ex-
tremely large-scale change of a stock price that invokes
the circuit breakers is so rare that empirical research
on the system has not been possible, and the efficiency
of the system has not been confirmed.

It is very difficult to design market systems that
contribute to the stability of the market, as a large-
scale economic experiment cannot be performed in a
real stock market. Therefore, by using a simulation
technique, we examined whether the circuit breakers
reduce volatility and contribute to the stability of a
market.

2 Circuit breakers implemented in “U-
Mart”

We incorporated the circuit breakers into the ar-
tificial market simulator “U-Mart”1. In the U-Mart
system, stock index futures are traded, and prices
are calculated independently of the actual prices.
The U-Mart system adopts the pricing method called
“itayose” in which orders are accumulated for a certain
period. A price is decided so as to achieve the max-
imum contracted volume for the accumulated orders.
We introduced interruptions of trading stock into the
U-Mart system by halting itayose for certain periods.
For the conditions of interruption, we referred to the
system of the Osaka Securities Exchange (OSE) deal-
ing with Nikkei 225 futures. We halt the trading of
stock, when the stock price advances (or declines) in
excess of a certain range from the standard price, and
at the same time, differs in excess of a certain range
from the fair value. The conditions are defined by

|Pc − Ps| > Rp , (1)
|Pc − Pt| > Rm (2)

where, Pc is the current stock price, Ps is the stan-
dard price that is the last day’s closing price, Pt is the

1For further details, the reader should refer to [2].
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theoretical price2, Rp is the price range determined
based on Ps, and Rm is the mispricing range deter-
mined based on Ps. When the market prices simulta-
neously satisfy the two conditions of Eqs.(1) and (2),
trading is halted.

3 Outline of simulation

We considered how the operation of the circuit
breakers affects a market using our modified U-Mart
system. As a main parameter, we controlled the period
of interruption (the times of itayose to halt), Ts = 0
(no circuit breakers), 1, 2, 3 and 4. We fixed the price
range at Rp = 700 yen.

The configuration of the machine agents is indicated
in Table 1. The standard agent set adopts the simple
technical analysis. The contest agent set is a partici-
pant in the U-Mart machine agent contest. A random
agent has the strategy of placing an order at random
around a latest spot price or a futures price3. The
ratio of two types of random agents, “SpotRandomA-
gent (SRA)” and “FuturesRandomAgent (FRA)”, is
set to 1:1. A total of 200 machine agents is prepared.

Table 1: The configuration of the machine agents

Agent Set Strategy Ratio
standard agent set 8 3
contest agent set 8 2
random agent set 2 variable

In this simulation, in order to observe the differ-
ences in market behaviors among different configura-
tions of agents, we conducted experiments by changing
the ratio of random agents to other agents. Ueki et
al.[3] have pointed out that random agents may play
an important role such as market maker who gives liq-
uidity to the market. Hence, we set the ratios (Ar) of
the random agents to the total of number of agents at
Ar = 0%, 5%, 10%, 20%, 40%, and 60%, respectively.

We adopted the daily Nikkei Index that showed a
downward trend (2000/4/17–2000/10/10) as the spot
price series given to the U-Mart system. The other
settings are as follows.

2theoretical price = latest stock price + theoretical basis
theoretical basis = last day’s closing spot price * {(short-term
interest rate - dividend yield) * T / 365)}
T: number of days (period)

3The agents buy or sell randomly. The SRA sets the limited
price on order around the latest spot price. The FRA sets the
limited price on order around the latest futures price.

• Trading days (period): 15

• Sessions (itayose) per day4: 8

• Short-term interest rate: 3-month CD rate

• Dividend yield: Expected yield of the Nikkei In-
dex

4 Simulation with changing periods of
interruption

We analyzed the liquidity in the market, which re-
flects how many orders can be executed without caus-
ing stock price change in a market[4]. A high liquidity
denotes that a lot of orders are executable in a matter
of minutes. In order to realize smooth price discov-
ery after interruption in dealing the stock, it is neces-
sary to ensure the liquidity in a market. Even if the
steep fall in stock prices is avoided and the fluctuation
in stock prices is reduced by interruption of dealing,
the liquidity declines, and this may discourage invest-
ing activity if stock trading volume decreases greatly.
Thus, we mainly observed the volume of trading and
the historical volatility. All experimental results are
the averages of 100 trials, and “steps” of the horizon-
tal axis in the figures shows times of itayose.

4.1 Total trading volume

Total trading volume is the total of the stocks
traded in 15 days. The changes of the total trading
volume are shown in Fig. 1. It turns out that the total
trading volume falls when the period of interruption
increases, irrespective of the ratio of random agents.
This is considered to be the result of simply having
lost the opportunity to trade due to the circuit break-
ers. In changes of the total trading volume accord-
ing to the ratio of random agents, there is a tendency
for the total trading volume to increase as the ratio
becomes larger. We surmise that this is because the
supply and demand balance is maintained when the
SRAs continue to place orders at random around the
spot prices, even if the supply and demand is skewed
by a large price fluctuation.

4.2 Historical volatility

Proponents of circuit breakers often claim that halt-
ing dealings reduces fluctuation of the stock price. Let

4Halting itayose for 4 times means that the market is closed
for half a day in this simulation.
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Figure 1: The changes of the total trading volume
related to the periods of interruption for various ratios
of random agents

us examine whether this is actually the case. In gen-
eral, volatility is used to measure the fluctuation of
the price in a market. The following formulas define
historical volatility (vx) in this paper:

vx =

√√√√ 1
N − 1

N∑
i=1

(xi − mx)2 , (3)

xi = log Si − log S′
i (i = 1, · · · , N) , (4)

mx =
1
N

N∑
i=1

xt , (5)

where Si is the present stock price, S′
i is the latest

stock price, and N is the sample size in a trading pe-
riod. Equation(4), xi, calculates the logarithmic rate
of change of stock price and Eq.(5), mx, calculates a
sample mean of xi.

The changes of historical volatility related to the
periods of interruption are shown in Fig. 2. The his-
torical volatility decreases as the period of interrup-
tion increases, especially for a small ratio of random
agents. Due to the interruption of dealing, the stock
price recovers to a proper price without falling to the
bottom. But this effect is weakened when the ratio
of random agents is higher. In such a case, the price
fluctuation is extremely low, since the random agents
give sufficient liquidity for a market, as we described
in the preceding section. Even when the ratio of ran-
dom agents is small and the fluctuation is relatively
large, unless the period of interruption is long enough,
historical volatility does not decrease. Thus, in or-
der to suppress a short-term fluctuation, the length of
interruption of trading should be flexibly decided.

Figure 2: The changes of historical volatility related
to the periods of interruption for various ratios of ran-
dom agents: Only numbered lines show the signifi-
cant probability according to the Kruskal-Wallis test
among the historical volatility of the periods of inter-
ruption, Ts = 1, 2, and 3.

4.3 Bankruptcy

The circuit breakers give decision-making time to
individual investors, so that those who cannot always
monitor a market can catch up with change of a mar-
ket, and they are protected against a drastic loss[4].
The increase of bankrupt may destroy a settlement
system of a futures market based on netting. We con-
sider many agents going bankrupt by dealings as a
factor to destabilize a settlement system, and investi-
gated how the circuit breakers affect bankruptcy.

As shown in Fig. 3, we found that the number of
bankrupt agents decreases greatly after introduction of
the circuit breakers, regardless of the ratio of random
agents. We confirmed that the difference in the num-
ber of bankrupt agents is significant using the Mann-
Whitney U test, under the criterion of P < 0.05. The
circuit breakers may prevent agents with heavy losses
from going bankrupt.

5 Simulation with price fluctuations in
the spot price series

In this section, we investigated the influence of the
circuit breakers on a market under larger price fluctu-
ation. In this experiment, the spot price series of the
Nikkei Index is increased range of fluctuation. The
amounts of fluctuation are 1%, 3%, and 5%.

In this section, random agents were set to 20%. In
this experiment, the tendency for the total trading vol-
ume to decrease, as in the former simulations, was ob-
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Figure 3: The changes of the number of bankrupt
agents related to the periods of interruption for various
ratios of random agents: Only numbered lines show
the significant probability according to the Mann-
Whitney U test between the number of the bankrupt
agents of the period of interruption, Ts = 0 and 3.

served whenever the period of interruption increased.
Concerning total trading volume, it turns out that the
circuit breakers have only the effect of decreasing vol-
ume, even if price fluctuation is large.

The changes of the historical volatility of the fu-
tures price are shown in Fig. 4. In the case where the
expansion rate is 5%, though the interruption period
is one period (Ts = 1), there is a big effect to control
volatility. The significant difference of the historical
volatility between no circuit breakers (Ts = 0) and cir-
cuit breakers with one period (Ts = 1) was proved by
Mann-Whitney U test. Since fluctuation is artificially
added to the spot price, the price fluctuation in 1 time
of itayose becomes larger than in the former simula-
tions. Therefore, it is thought that the circuit breakers
are critically effective against price fluctuation control.
However, when the range of price fluctuation is small,
the range of decline of volatility is small. In Ts = 4,
reduction in volatility has taken place sharply for all
rates of change.

From these results, in order to reduce excessive
volatility, it is better to invoke a circuit breaker for
a short period, in the case that a big price fluctuation
happens intermittently. If more fluctuation control is
required, the period of interruption should be length-
ened, but we must be prepared to decrease the total
trading volume.

6 Summary and conclusion

From experimental results, we found the following:
The circuit breakers work to suppress the fluctuations

Figure 4: The changes of the historical volatility of the
futures price with fluctuation of the spot price series

of stock prices, but decrease the total trading volume.
The longer trading is interrupted, the more effectively
the volatility of the stock market is decreased. When
the degree of fluctuation is large, the decrease is con-
spicuous. Since the operation of the circuit breakers
lowers the number of bankrupt agents sharply, it is
suggested that introducing the circuit breakers pre-
vents the bankruptcy of the agents Therefore, it is
thought that the circuit breakers contribute also to
stabilization of the settlement system of a market.

It is concluded that the circuit breakers play an im-
portant role for the control of price fluctuations and
the stabilization of the settlement system, while the
circuit breakers reduce the stock trading volume. We
also suggest that the period of interruption is an im-
portant parameter in institutional design of the cir-
cuit breakers, since the stock trading volume and the
volatility are sensitive to the period.

References

[1] Brady Commission Presidential Task Force, Report
of the Presidential Task Force on Market Mecha-
nisms, 1988.

[2] T. Terano et al, “U-Mart: an artificial market to
bridge the studies on economics and multi-agent
systems,” Proceedings of Fourth Pacific Rim Inter-
national Workshop on Multi-agents, pp. 371-385,
2001.

[3] J. Ueki et al, “Simulation Study Using U-Mart
(in Japanese),”Papers of the Annual Conference of
The JAFEE, Vol. 6, pp. 323-329, 2002.

[4] K. Omura et al, Microstructure in the Stock Market
(in Japanese), Nihon Keizai Shimbun, Inc, 1998.

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 263



 

  Interactive musical editing system to support human errors and 
offer personal preferences for an automatic piano 

Method of searching for similar phrases with DP matching and inferring 
performance expression 

 
 Yuta Hikisaka 

 
Graduate School of Computer Science 

and System Engineering 
Kyushu Institute of Technology 

680-4, Iizuka City, Fukuoka, Japan, 820-8502 
hiki@mmcs.mse.kyutech.ac.jp 

 

Eiji Hayashi 
 

Department of Mechanical Information  
Science and Technology 

Kyushu Institute of Technology 
680-4, Iizuka City, Fukuoka, Japan, 820-8502 

haya@mse.kyutech.ac.jp 
 

Abstract 
 

We have developed a system that allows a piano to 
perform automatically. In order to play music in the 
manner of a live pianist, we must add expression to the 
piano’s performance. In the case of piano music, there 
are often 1000 or more notes in the score of even a short 
piece of music, and the editor must spend a huge amount 
of time to accurately simulate the emotionally expressive 
performance of a highly skilled pianist. Therefore, we 
have developed an interactive musical editing system to 
edit music more efficiently utilizing a database. 

We have analyzed MIDI data regarding the 
performances of highly skilled pianists in order to 
observe the stylistic tendencies of their performances. As 
a result, it was found that phrases having similar patterns 
in the same composition were performed in similar 
styles. 

Therefore, we developed a system that searches for 
similar phrases throughout the musical score and infers 
the style of their performance. Here, we propose a 
method using DP (Dynamic Programming) matching as 
a way to search for similar phrases and a method for 
inferring performance expression. 
Key words: automatic piano, knowledge database,  
computer music, DP matching 
 
 
1. Introduction 
 

We have developed a performance system for an 
automatic piano. In this system, 90 actuators are installed 
in the 88 keys and 2 pedals of a grand piano. Those 
actuators operate key strokes and pedaling to be executed 
on the piano. (See Figure 1) 

Reproducing music with the piano is similar in 
some ways to reproducing music on the computer. 
Essentially, variations in tempo, dynamics, and so on are 
needed to arrange the respective tones in the desired way. 
However, in the case of piano music, there are 1000 or 
more notes in a score of even a short piece of music, and 

the editor must spend an enormous amount of time 
working with the arrangement in order to simulate the 
expressions of an actual performance. 

Therefore, in this research, we have developed an 
interactive musical editing system to edit music more 
efficiently [1]. 

We have analyzed MIDI data regarding the 
performances of highly skilled pianists in order to 
observe the stylistic tendencies of their performances. As 
a result, it was found that phrases having similar patterns 
in the same composition were performed in similar styles. 
Moreover, it was found that the pattern of notes in the 
score sometimes influences the music’s expression. 

In this research we developed a system that 
searches for similar phrases throughout a musical score 
and infers the style of the performance. We propose a 
method using DP matching as a way to search for similar 
phrases. This system converts notes into character strings. 
As well, it runs DP matching using character strings and 
calculates the degree of disagreement between these 
strings. We use these calculations as an index to 
determine whether the strings resemble each other. 
Moreover, we designed a method for inferring the 
performance expression of similar phrases found by DP 
matching. 

In this paper, we describe the results of searching 
for similar phrases using DP matching and inferring 
performance expression.

Figure 1: View of the automatic piano 
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2. Musical Editing Support System 
 
2.1 System Architecture 
 

The structure of the system is shown in Figure 2. 
The user edits performance information via the user’s 
interface on the computer display (We discuss this 
performance information in the next paragraph). Also, 
the user can access a database of musical grammar, the 
user’s preferences, and so on. As a result, editorial work 
is reduced and efficient editing becomes possible.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.2 Format of Performance Information 
 

The automatic piano that we have developed uses 
a music data structure that is similar to MIDI. We defined 
performance information, dividing it into two categories, 
the notes and the pedals.  

The note information consists of six parameters 
involved in producing a tone: “Key (note)”, “Velo 
(velocity)”, “Gate”, “Step”, “Bar”, and “Time”. “Velo” is 
dynamics, given by the value of 1～127. “Gate” is the 
duration of the note in milliseconds. “Step” is the interval 
of time until the next note, and it also exhibits tempo. 
“Bar” is the vertical line placed on the staff to divide the 
music into measures.  

The pedal information consists of four parameters: 
“Key (indicating the kind of pedal, “Damper” or 
“Shifting”)”, “Velo (the pedaling quantity)”, “Time (the 
duration of applying the pedal)”, and “Bar”. 
 

2.3 Automatic Translation with Database 
 

Our system can automatically apply a rough 
performance expression using a Musical Rules Database 
and Score Database. (See Figure 3) 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
2.3.1 Musical Rules Database 
 

This database has the architecture of musical 
grammar necessary to interpret symbols in musical 
notation. This database consists of five tables containing 
“Dynamics marks”, “Articulation marks”, “Symbol of 
Changing Dynamics or Changing Tempo (Symbol that 
affects the speed of a note or the increase or decrease of 
the volume)”, “Time signature”, and “Tempo marks”. 

This database enables a general performance 
expression to be applied to music automatically. 
 
2.3.2 Score Database 
 

This database has symbols including notes, time 
signature, rests and so on in standard musical notation. 
Symbols were pulled together in the order of bars, and 
bar symbols are arranged in a time series. 

This database consists of three tables, the 
“Element table” (showing the position of the notes and 
the composition of the chords), the “Symbol table” 
(showing the position of the music symbol) and the 
“Similarity Table” (showing the position of the repetition 
of the phrase). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

① Note or Rest (0: Note, 1: Rest) 
② Note Value (000: whole note, 001: half note …etc) 
③ Tie (If the note has a tie then this number is 1.) 
④ Ornament  

(If the note has an ornament then this number is 1.) 
⑤ The number of dots  

(Exceptionally, if it is “11” then the note is tuplet.） 
⑥ Additional Information 

The number of tuplets. (Triplets: 0011) 
The type of an ornament. (Trill: 0101）         etc… 

Figure 4: Note Value 

Figure 2: Structure of the editing system 

Figure 3: Automatic translation with database 
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The element table contains the field “Note Value”. 
The data in this field indicates the type of note, e.g., a 
quarter note, a triplet, and so on. “Note Value” is 
expressed by three hexadecimal numbers. The “Note 
Value” numbers are shown in Figure 4.   

 
 

3. Searching for Similar Phrases 
 

As a result of the analysis, it was found that 
phrases of the same pattern existing in the same tune are 
performed in a similar expression[2]. 

This time, we used DP matching to search for 
similar phrases.  
 
3.1 DP matching 
 

DP matching[3] is a technique used well in the field 
of speech recognition, bioinformatics and so on. It has a 
feature that can calculate similarity between two words 
that are different in a number of characters from each 
other.  

In Figure 5, the route of minimum cost in each 
point is taken and the route with the lowest cost is 
assumed to be an optimal path finally. The cost at that 
time is defined as the distance between patterns. In this 
system, this distance is handled as a threshold to judge 
whether the phrases are similar to each other. 
 
 
 
 
 
 
 
 
 
 
 
3.2 Searching with DP matching 
 

In this passage, we describe a method of searching 
with DP matching. We had to convert a musical score 
into character strings (Note Pattern) before searching for 
similar phrases. This process is explained below. 

 
3.2.1 Note Pattern 
 

Our system converts a score into a Note Pattern 
using Note Value (See Passage 2.3) to perform DP 
matching. Of the three columns of Note Value, we used 
the two columns from the left. The system replaces the 
second column with letters of the alphabet (from G) 

because a letter should not be the same as the first 
column with the second column since it expresses one 
note with two columns. An example of a Note Pattern 
conversion is shown in Figure 6. 
 
 
 
 
 
 
 
 
 
 
 
3.2.2 The Method of Searching 
 

The flow of the similar phrase search is shown in 
Figure 7.  

Essentially two rounds of search processing are 
performed. The first processing round narrows down the 
point that may be the point of resemblance in all search 
ranges. A pattern of the same number as the search 
phrase is pulled out and the distance between two 
patterns is calculated using DP matching. If they are in 
complete accord (distance = 0) then the phrase is stored 
in the Similar Table. If the distance is lower than the 
threshold then the phrase is stored in the Temporary 
Table. In the second round of processing, DP matching is 
performed again using the phrases in Temporary Table 
while increasing the number of characters. In other 
words, the system looks for the most similar phrases in 
the surrounding phrase. The threshold of this system has 
been decided by trial and error. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: Example of Note Pattern 

Figure 5: Method of calculating the distance 

Figure 7: The flow of the similar phrase search 
(Search range and expand range are set beforehand.) 
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3.2.3 Searching Result 
 

An actual search was performed using the search 
method explained in paragraph 3.2. Part of the result of 
the search using this system is shown in Figure 8. The 
horizontal axis of each graph is time (in milliseconds), 
and the vertical axis is velocity (1 to 127). This graph 
was made based on performance data by Gerhard Oppitz. 

The arrangement of each note also looks like the 
searched phrase. Especially, it is understood that the 
performance expression was also very similar in the 
graph of (a) whose distance is 0. The graph of (b) does 
not completely correspond. But based on the change in 
Velo, it seems similar. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
4. Inferring Phrase Expression System 
 

The similar phrases searched for by the method of 
the description in Chapter 3 are inferred using the 
expression of the performance of the search phrase.  
 
4.1 Method of inferring phrase expression 
 

The correspondence of the note patterns is 
revealed when the distance is minimized in DP matching. 
Next, the ratio of Velo to the previous sound is calculated 
in each sound of the searching phrase. Velo of the 
associated phrase is inferred using a ratio. Thus, the Velo 
of a similar phrase is inferred. The value of Time uses the 
value decided by Automatic translation (See Passage2.3). 
 
4.2 Inference Result 
 

The result of the inference using this inference 
system is shown in Figure 9. The phrase of the seventh 
bar of Beethoven’s Sonata No. 8 was inferred from the 
first bar, which Gerhard Oppitz performed.  

Thus, the inferred phrase was similar to the 
expression of the performance of the search phrase. 

 
 
 
 
 
 
 
 
 
 
 
5. Conclusion 
 

We designed a method of searching for similar 
phrases and inferring the performance expression using 
DP matching and constructed these as one system. 

In the similar phrase search, the system was able to 
search for similar phrases using DP matching in a short 
time, and it was even possible to search for phrases 
whose resemblance might not be immediately apparent. 

In the inference of the performance expression, a 
performance expression was able to be inferred using the 
best associating by the DP matching from the search. 

The performance expression of some similar 
phrases that exist in the tune can be inferred at the same 
time using this system. It is regarded that the work 
efficiency increases by this automatic editing in contrast 
to editing the piece by hand from the beginning, without 
sacrificing quality. 

In this study, a general performance expression 
was used for musical symbols such as Crescendo. But, it 
is thought that it will be possible to infer the user’s 
intentions for such symbols as well in the future. 
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Figure 8: The result of the searching 
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Abstract
Many researchers have constructed a self-reprodu-

ction model on cellular automata so far. C. G. Lang-
ton constructed a simple model on the 2-D cellular au-
tomata, and it is a dynamic-loop [4]. We consider em-
bedding the Langton’s model in 1-bit communication
cellular automata. The 1-bit communication cellular
automata are restricted communication-capacity to 1-
bit. The Langton’s model has 8 internal states and
generally it is impossible to represent 8 by 1-bit. Thus
it occurs time-loss in communication of information.
In this paper, we will embed Langton’s model in 1-bit
communication cellular automata without time-loss.
However the embedding model has a large number
of internal states, so we construct the second model.
In the second model, by excluding some properties of
Langton’s model, we reduced internal states.

1 Introduction
Studies for life phenomena have been made for

many years. Especially, structures of many lives have
been made clear by progress of technology from mid-
dle of 20th century. However, evolution process of life
phenomena and process that cells constitute a large
scale structure according to genes are not clear.

Some of researches, which are actively done in artifi-
cial life, are about self-reproduction of life. Especially,
a lot of self-reproduction models on 2-D cellular au-
tomata have been suggested by many researchers [2-4,
6, 7, 9, 10]. A self-reproduction model constructed by
C. G. Langton on 2-D cellular automata is very simple.
It has a dynamic-loop structure. In this paper, we will
embed the simple model in communication-restricted
cellular automata.

2 Self-reproduction loop
At first, self-reproduction model was suggested by

John von Neumann. Neumann considered a machine
that has information for self-reproduction, and repli-
cates itself, and then he get an idea. It is that a uni-
versal machine is able to do such behavior. Moreover,

for simplification of problem, Neumann used the 2-
D cellular automata and he constructed an universal
machine that has 29 internal states on 2-D cellular
automata [6].

The 2-D cellular automata are a parallel processing
model where finite automata are placed as plane. We
call each automaton cell. Each cell has a set of internal
states Q and a transition function δ such that Q4 → Q.
In the 2-D cellular automata, inputs of transition func-
tion are states of neighbors (north, west, east, south
and itself). Thus, transition function δ on 2-D cellular
automata is defined as the following.

δ(qn, qw, q, qe, qs) = q′ (1)
(qn, qw, q, qe, qs, q

′ ∈ Q)

Codd designated that Neumann’s model can behave
in 8 internal states [3], and Serisawa designated that
Neumann’s model can behave in 3 states (Neumann
neighbors) or 2 states (Moore neighbors) [9, 10].

On the other hand, Langton considered a more sim-
ple model, because cells in nature don’t seem to be
universal machine. So Langton constructed such self-
reproduction model on 2-D cellular automata. Lang-
ton’s model uses 8-states per cell [4]. We call Lang-
ton’s self-reproduction model on 2-D cellular automata
Langton-Loop by the shape. Figure 1 shows transition
of Langton-Loop, where t means time. Langton-loop
exists in cellular space filled by state ”0” cells. The
state “0” is called quiescent state.

Langton-Loop is surrounded by cell wall states. We
call a part which is surrounded cell wall inner-loop.
Langton-Loop reproduces a pattern by state transi-
tions in inner-loop. Here, we consider separating
Langton-Loop into loop-part and arm-part, to assist
understanding transition of Langton-Loop (Fig. 2).
By the signals from loop-part, Langton-Loop extends
arm-part and builds left hand corners 3 times at the
time which is decided beforehand.

A signal to arm-part consists of five state ”7” and
two state ”4”. Loop-part send out these states to the
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 2 2 2 2 2 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0 2 1 7 0 1 4 0 1 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0

5 0 0 2 0 2 2 2 2 2 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 0 2 7 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

7 0 0 2 1 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

8 0 0 2 0 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

9 0 0 2 7 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 2 1 2 2 2 2 2 2 1 2 2 2 2 2 0 0 0 0 0 0 0 0 0

11 0 0 2 0 7 1 0 7 1 0 7 1 1 1 1 1 2 0 0 0 0 0 0 0 0

12 0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 2 0 0 0 0 0 0 0 0 0

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t = 0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 2 2 2 2 2 2 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0

4 0 0 2 1 7 0 1 4 0 1 4 2 0 0 0 0 0 0 0 0 0 0 0 0 0

5 0 0 2 0 2 2 2 2 2 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0

6 0 0 2 7 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

7 0 0 2 1 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

8 0 0 2 0 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

9 0 0 2 7 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 0 0 0 0 0

10 0 0 2 1 2 2 2 2 2 2 1 2 2 2 2 2 2 2 2 2 2 2 0 0 0

11 0 0 2 0 7 1 0 7 1 0 7 1 1 1 1 1 0 4 1 0 4 1 2 0 0

12 0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 0 0

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t = 28

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 2 2 2 2 2 2 2 2 0 0 0 0 0 0 0 2 2 2 2 0 0 0

4 0 0 2 0 1 7 0 1 4 0 1 2 0 0 0 0 0 2 7 0 1 7 2 0 0

5 0 0 2 7 2 2 2 2 2 2 4 2 0 0 0 0 0 0 2 2 2 0 2 0 0

6 0 0 2 1 2 0 0 0 0 2 0 2 0 0 0 0 0 0 0 0 2 1 2 0 0

7 0 0 2 0 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 2 7 2 0 0

8 0 0 2 7 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 2 0 2 0 0

9 0 0 2 1 2 0 0 0 0 2 1 2 0 0 0 0 0 0 0 0 2 1 2 0 0

10 0 0 2 0 2 2 2 2 2 2 1 2 2 2 2 2 2 2 2 2 2 7 2 0 0

11 0 0 2 7 1 0 7 1 0 7 1 1 1 1 1 0 4 1 0 4 1 0 2 0 0

12 0 0 0 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 2 0 0 0

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t = 83

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

3 0 0 0 2 2 2 2 2 2 2 2 0 0 0 2 2 2 2 2 2 2 2 0 0 0

4 0 0 2 1 7 0 1 7 0 1 7 2 0 3 0 1 4 0 1 1 1 1 2 0 0

5 0 0 2 0 2 2 2 2 2 2 0 2 0 2 4 2 2 2 2 2 2 1 2 0 0

6 0 0 2 7 2 0 0 0 0 2 1 2 0 2 1 2 0 0 0 0 2 7 2 0 0

7 0 0 2 1 2 0 0 0 0 2 7 2 0 2 0 2 0 0 0 0 2 0 2 0 0

8 0 0 2 1 2 0 0 0 0 2 0 2 0 2 7 2 0 0 0 0 2 1 2 0 0

9 0 0 2 1 2 0 0 0 0 2 1 2 0 2 1 2 0 0 0 0 2 7 2 0 0

10 0 0 2 1 2 2 2 2 2 2 7 2 0 2 0 2 2 2 2 2 2 0 2 0 0

11 0 0 2 1 0 4 1 0 4 1 0 5 0 2 7 1 0 6 1 0 7 1 2 0 0

12 0 0 0 2 2 2 2 2 2 2 2 2 0 0 2 2 2 2 2 2 2 2 0 0 0

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t = 128

Figure 1: Langton-Loop
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Figure 2: Loop-part
and arm-part
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Figure 3: Direction of
signals

end of arm-part (Fig. 3). When state ”7” reaches the
end of arm-part, arm-part can extend length of one
cell.

By state ”4” reaches the end of arm-part two times,
arm-part turns. The first state ”4” changes a direction
of arm-part ’s extension to left hand by using tempo-
rary state ”3”. Then, when second state ”4” reaches a
cell which assumes state ”3”, the state ”3” cell changes
state to state ”1”. So arm-part can change direction
of extension.

By iteration of this action, loop-part is constructed.
For that purpose, loop-part must continue sending the
signal which consists state ”7” and state ”4” to arm-
part. This action is done by sending state ”7” and
state ”4” to arm-part, and feed back into loop-part at
once (Fig. 3).

3 Self-reproduction loop on 1-bit com-
munication cellular automata

3.1 2-D 1-bit communication cellular au-
tomata

The 1-bit communication cellular automata were
suggested by Mazoyer [5] and Umeo [8]. The 2-D 1-bit
communication cellular automata are 2-D cellular au-
tomata that are restricted communication-capacity to
1-bit. Figure 4 shows structure of 2-D 1-bit communi-
cation cellular automata. Each cell of 2-D 1-bit com-
munication cellular automata has a set of inner-states

0/1

0/1

0/1

0/1

0/1 0/1
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i+1

n

1

j-1 j j+1
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Figure 4: 2-D 1-bit communication cellular automata

Q and transition function δ, as well as 2-D cellular
automata. Transition function δ in 2-D 1-bit commu-
nication cellular automata is defined to the following,
by the property.

δ(bn, bw, q, be, bs) = (b′n, b′w, q′, b′e, b
′
s) (2)

Where q, q′ ∈ Q and bn, bw, be, bs, b
′
n, b′w, b′e, b

′
s ∈ {0, 1}.

In 1-bit communication cellular automata, an informa-
tion from a north, south, east, west cell is always 0 or
1.

3.2 Self-reproduction model Mα

In this paper, we suggest two self-reproduction
models. We call first model Mα and second model
Mβ . At first, we will explain about Mα

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

3 Q Q Q 2D2 2D 2D 2D 2D 2D 2D 2D1 Q Q Q Q Q Q Q Q Q Q Q Q Q

4 Q Q 2R1 1_7L5 7L6 Q7L_6 1_7L6 4L1 0_4L1 1_4L1 4U2 2L2 Q Q Q Q Q Q Q Q Q Q Q Q

5 Q Q 2R Q7D_5 2L 2U 2U 2U 2U 2U 0_4U2 2L Q Q Q Q Q Q Q Q Q Q Q Q

6 Q Q 2R 7D5 2L Q Q Q Q 2R 1_4U2 2L Q Q Q Q Q Q Q Q Q Q Q Q

7 Q Q 2R 1_7D4 2L Q Q Q Q 2R 1LU1 2L Q Q Q Q Q Q Q Q Q Q Q Q

8 Q Q 2R Q7D_4 2L Q Q Q Q 2R 1LU2 2L Q Q Q Q Q Q Q Q Q Q Q Q

9 Q Q 2R 7D4 2L Q Q Q Q 2R 1LU3 2L Q Q Q Q Q Q Q Q Q Q Q Q

10 Q Q 2R 1_7D3 2D 2D 2D 2D 2D 2R 1LU4 2L 2D 2D 2D 2D2 Q Q Q Q Q Q Q Q

11 Q Q 2R2 Q7D_3 7R3 1_7R2 Q7R_2 7R2 1_7R1 Q7R_1 7R1 1LR4 1LR3 1LR2 1LR1 1_4R2 2L2 Q Q Q Q Q Q Q

12 Q Q Q 2U1 2U 2U 2U 2U 2U 2U 2U2 2U 2U 2U 2U 2U2 Q Q Q Q Q Q Q Q

13 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

14 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

t = 0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

3 Q Q Q 2D2 2D 2D 2D 2D 2D 2D 2D1 Q Q Q Q Q Q Q Q Q Q Q Q Q

4 Q Q 2R1 1_7L5 7L6 Q7L_6 1_7L6 4L1 0_4L1 1_4L1 4U2 2L2 Q Q Q Q Q Q Q Q Q Q Q Q

5 Q Q 2R Q7D_5 2L 2U 2U 2U 2U 2U 0_4U2 2L Q Q Q Q Q Q Q Q Q Q Q Q

6 Q Q 2R 7D5 2L Q Q Q Q 2R 1_4U2 2L Q Q Q Q Q Q Q Q Q Q Q Q

7 Q Q 2R 1_7D4 2L Q Q Q Q 2R 1LU1 2L Q Q Q Q Q Q Q Q Q Q Q Q

8 Q Q 2R Q7D_4 2L Q Q Q Q 2R 1LU2 2L Q Q Q Q Q Q Q Q Q Q Q Q

9 Q Q 2R 7D4 2L Q Q Q Q 2R 1LU3 2L Q Q Q Q Q Q Q Q Q Q Q Q

10 Q Q 2R 1_7D3 2D 2D 2D 2D 2D 2R 1LU4 2L 2D 2D 2D 2D 2D 2D 2D 2WD7 2WD3 2D2 Q Q

11 Q Q 2R2 Q7D_3 7R3 1_7R2 Q7R_2 7R2 1_7R1 Q7R_1 7R1 1LR4 1LR3 1LR2 1LR1 1_4R2 0_4R2 4R2 1_4R1 0_4R1 4R1 1_7MR 2WL Q

12 Q Q Q 2U1 2U 2U 2U 2U 2U 2U 2U2 2U 2U 2U 2U 2U 2U 2U 2U 2WU7 2WU3 2U2 Q Q

13 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

14 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

t = 28

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

3 Q Q Q 2D2 2D 2D 2D 2D 2D 2D 2D1 Q Q Q Q Q Q Q 2D2 2WD4 2WD5 2D1 Q Q

4 Q Q 2R1 Q7L_5 1_7L5 7L6 Q7L_6 1_7L6 4L1 0_4L1 1_4U1 2L2 Q Q Q Q Q 2WR2 7L2 Q7L_4 1_7L3 7U4 2L2 Q

5 Q Q 2R 7D5 2L 2U 2U 2U 2U 2U 4U2 2L Q Q Q Q Q Q 2U2 2WU4 2WU5 Q7U_4 2L Q

6 Q Q 2R 1_7D4 2L Q Q Q Q 2R 0_4U2 2L Q Q Q Q Q Q Q Q 2R 1_7U4 2L Q

7 Q Q 2R Q7D_4 2L Q Q Q Q 2R 1_4U2 2L Q Q Q Q Q Q Q Q 2R 7U5 2L Q

8 Q Q 2R 7D4 2L Q Q Q Q 2R 1LU1 2L Q Q Q Q Q Q Q Q 2R Q7U_5 2L Q

9 Q Q 2R 1_7D3 2L Q Q Q Q 2R 1LU2 2L Q Q Q Q Q Q Q Q 2R 1_7U5 2L Q

10 Q Q 2R Q7D_3 2D 2D 2D 2D 2D 2R 1LU3 2L 2D 2D 2D 2D 2D 2D 2D 2D 2R 7U6 2L Q

11 Q Q 2R2 7D3 1_7R2 Q7R_2 7R2 1_7R1 Q7R_1 7R1 1LR4 1LR3 1LR2 1LR1 1_4R2 0_4R2 4R2 1_4R1 0_4R1 4R1 1_7R6 Q7R_6 2L1 Q

12 Q Q Q 2U1 2U 2U 2U 2U 2U 2U 2U2 2U 2U 2U 2U 2U 2U 2U 2U 2U 2U 2U2 Q Q

13 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

14 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

t = 83

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

1 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

2 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

3 Q Q Q 2D2 2D 2D 2D 2D 2D 2D 2D1 Q Q Q 2D2 2D 2D 2D 2D 2D 2D 2D1 Q Q

4 Q Q 2R1 1_7L1 7L2 Q7L_2 1_7L2 7L3 Q7L_3 1_7L3 7U4 2L2 Q 2R1 0_4L1 1_4L1 4L2 0_4L2 1_4L2 1LL1 1LL2 1LU3 2L2 Q

5 Q Q 2R Q7D_1 2L 2U 2U 2U 2U 2U Q7U_4 2L Q 2R 4D1 2L 2U 2U 2U 2U 2U 1LU4 2L Q

6 Q Q 2R 7D1 2L Q Q Q Q 2R 1_7U4 2L Q 2R 1_7D6 2L Q Q Q Q 2R 7U1 2L Q

7 Q Q 2R 1LD4 2L Q Q Q Q 2R 7U5 2L Q 2R Q7D_6 2L Q Q Q Q 2R Q7U_1 2L Q

8 Q Q 2R 1LD3 2L Q Q Q Q 2R Q7U_5 2L Q 2WR6 7D4 2WL6 Q Q Q Q 2R 1_7U1 2L Q

9 Q Q 2R 1LD2 2L Q Q Q Q 2R 1_7U5 2L Q 2WR2 1_7D3 2WL2 Q Q Q Q 2R 7U2 2L Q

10 Q Q 2R 1LD1 2D 2D 2D 2D 2D 2R 7U6 2L QD 2D Q7D_5 2D 2D 2D 2D 2D 2R Q7U_2 2L Q

11 Q Q 2R2 1_4D2 0_4R2 4R2 1_4R1 0_4R1 4R1 1_7R6 Q7R_6 5L Q 2R2 7D5 1_7R4 Q7R_4 6R 1_7R3 Q7R_3 7R3 1_7R2 2L1 Q

12 Q Q Q 2U1 2U 2U 2U 2U 2U 2U 2U2 2U QU Q 2U1 2U 2U 2U 2U 2U 2U 2U2 Q Q

13 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

14 Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q Q

t = 128

Figure 5: Self-reproduction model Mα

We constitute Mα by embedding Langton’s model
to 1-bit communication cellular automata. Mα has
263 internal states. Figure 5 shows model Mα. 1-bit
signal is represented by small triangles in the figure. If
a small triangle exitst, it means sending 1 signal and
a small triangle don’t exist it means sending 0 signal.
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Mα also has arm-part and loop-part and performs as
Langton-Loop. All cells except reproducing pattern
are filled by quiescent state.

When an algorithm is executed on 1-bit communi-
cation cellular automata, there are problems proper to
1-bit communication cellular automata. One of prob-
lem is number of transition rules an state. Since a cell
on 1-bit communication cellular automata changes the
state by its state and 1-bit signals from neighbors, the
cell may refers a same transition rule, even if neigh-
bor’s state is different. We solve the problem as fol-
lowing.

Mα extends arm-part by cycling signals in loop-
part, as well as Langton-Loop. For above problems,
each cell has to recognize its own part, a junction of
loop-part and arm-part, the corner of arm-part, the
termination of arm-part, or others.

At first, we explain about a termination of arm-
part. The cell at termination of arm-part recognizes
its part by receiving 1-bit signals by forward and left,
right cells against the direction of signal. The cell at
termination of arm-part extends arm-part by “7-0”
signal (Fig. 6) and makes corner by “4-0” signal.

Q Q Q Q Q

2D 2D2 Q Q Q

Q7R_1 7R1 2WL2 Q Q

2U 2U2 Q Q Q

Q Q Q Q Q

t = t0

Q Q Q Q Q

2D 2D2 Q Q Q

1_7R1 1_7R2 1_7R1 Q Q

2U 2U2 Q Q Q

Q Q Q Q Q

t = t0 +1

Q Q Q Q Q

2D 2D2 2D2 Q Q

7R2 1_7R2 1_7MR 2L2 Q

2U 2U2 2U2 Q Q

Q Q Q Q Q

t = t0 +2

Figure 6: Extension by “7-0” signal

Q Q Q Q Q

2D 2WD7 2WD3 Q Q

1_4R2 0_4R2 4R2 2WL5 Q

2U 2WU7 2U2 Q Q

Q Q Q Q Q

t = t0

Q Q Q Q Q

2D 2WD8 1_7U1 Q Q

1LR1 1_4R2 0_4R2 3L Q

2U 2WU8 2U2 Q Q

Q Q Q Q Q

t = t0 +1

Q Q 2D2 Q Q

2D 2R2 7U2 2L2 Q

1LR2 1LR1 1_4R2 2L1 Q

2U 2U 2U2 Q Q

Q Q Q Q Q

t = t0 +2

Figure 7: Makeing corner by “4-0” signal

0 0 0 0 0

0 0 2 0 0

0 2 1 2 0

0 2 7 2 0

0 2 0 2 0

0 2 0 2 0

0 2 7 2 0

0 2 1 2 0

0 0 2 0 0

0 0 0 0 0

Figure 8: No information of the direction

However, a bad effect occurs by above problem. Al-
though at both two cases in Fig. 8, the cell which
assumes state “1” recognizes that its position is ter-
mination of arm-part, the cell doesn’t recognize the
direction of extension. Because, the cell doesn’t have
information of the direction. So, we add information
of the direction to each state. For example, state “2” is
transformed into “2U”, “2D”, “2R”, “2L”(each state
means north, south, east, west). By this transforma-

tion, each cell recognizes the direction of signals from
an internal state.

The cell at the corner of loop-part recognizes that
it is the corner of loop-part by receiving 1-bit signal
from the cell on the forward and right toward the di-
rection of signals. So the cell can change the direction
of signals to the left toward (Fig. 9).

Q Q Q Q Q

2D 2D 2D1 Q Q

1LL2 1LL3 1LU4 2L2 Q

2U 2U 7U1 2L Q

Q 2R Q7U_1 2L Q

t = t0

Q Q Q Q Q

2D 2D 2D1 Q Q

1LL3 1LL4 7U1 2L2 Q

2U 2U Q7U_1 2L Q

Q 2R 1_7U1 2L Q

t = t0 + 1

Q Q Q Q Q

2D 2D 2D1 Q Q

1LL4 7L1 Q7U_1 2L2 Q

2U 2U 1_7U1 2L Q

Q 2R 7U2 2L Q

t = t0 + 2

Figure 9: Recognition of corner

A cell at junction of loop-part and arm-part recog-
nizes that itself by receiving 1-bit signal from the cell
on the right toward the direction of signals. So, the
cell can send signals to loop-part and arm-part (Fig.
10). Mα can self-reproduce by these actions without
time-loss.

Q 2R 7U1 2L Q

2D 2R Q7U_1 2L 2D

Q7R_2 7R2 1_7R1 Q7R_1 7R1

2U 2U 2U2 2U 2U

Q Q Q Q Q

t = t0

Q 2R Q7U_1 2L Q

2D 2R 1_7U1 2L 2D

1_7R2 Q7R_2 7R2 1_7R1 Q7R_1

2U 2U 2U2 2U 2U

Q Q Q Q Q

t = t0 + 1

Q 2R 1_7U1 2L Q

2D 2R 7U2 2L 2D

7R3 1_7R2 Q7R_2 7R2 1_7R1

2U 2U 2U2 2U 2U

Q Q Q Q Q

t = t0 + 2

Figure 10: A junction of loop-part and arm-part

3.3 Self-reproduction loop Mβ

The second model Mβ has 77 internal states. Figure
11 shows action of Mβ . Mβ also has loop-part and
arm-part, cells surrounding pattern assume quiescent
state. The algorithm of reproduction is also same; by
sending signal from loop-part, arm-part is extended
and make a corner. However, as Fig. 11 shows, there
are some different points.

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 UL 1L 1L 1L UR 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 DL 1R 1R 1R DR 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

t = 0

0 0 0 0 0 1UL-0 1L 1L 1L 1UR-3 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1U 0 0 0 0 0

1UL-2 1L 1L 1L 1L 1UL6 1L 1L 1L 1UR6 0 0 2L 1L 1UR-1

1D 0 0 0 0 1D 0 0 0 1U 0 0 0 0 1U

1D 0 0 0 0 1D 0 0 0 1U 0 0 0 0 1U

1D 0 0 0 0 1D 0 0 0 1U 0 0 0 0 1U

1DL-0 0 0 0 0 1DL5 1R 1R 1R 1DR6 1R 1R 1R 1R 1DR-4

0 0 0 0 0 1D 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 0 0 0 0 0 0

0 0 0 0 0 1DL-2 1R 1R 1R 1DR-0 0 0 0 0 0

t = 45

0 0 0 0 0 1UL-4 1L 1L 1L UR 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1DL-1 1R 2R 0 1U 0 0 0 0 0

UL 1L 1L 1L 1L 1UL8 1L 1L 1L 1UR9 1UL-2 1L 1L 1L 1UR-4

1D 0 0 0 0 1D 0 0 0 1U 1D 0 0 0 1U

1D 0 0 0 0 1D 0 0 0 1U 1D 0 0 0 1U

1D 0 0 0 0 1D 0 0 0 1U 1D 0 0 0 1U

1DL-3 1R 1R 1R 1DR-0 1DL8 1R 1R 1R 1DR10 1DL-0 1R 1R 1R 1DR

0 0 0 0 0 1D 0 0 0 1UR-0 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1D 0 0 0 1U 0 0 0 0 0

0 0 0 0 0 1DL-5 1R 1R 1R 1DR-2 0 0 0 0 0

t = 69

Figure 11: Self-reproduction model Mβ

Mβ is different from Langton-Loop in three points.
The first point is that Mβ doesn’t have cell wall state
which is state “2” in Langton-Loop. The second point
is that Mβ reproduces to four direction (north, south,
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west, east) at the almost same time. The third point is
that signals which cycles in loop-part for reproduction
are a sequence of 1-bit signal.

The initial pattern of Mβ is square and the length
of a side is more than two cells and arbitrary. Repro-
duced loops have same size as well as initial pattern.
Initial pattern must have 1-bit signals which can be
propagated unti-clockwise and have length of a side.

UL 1L 1L 1L 1UR

1D 1U

1D 1U

1D 1U

DL 1R 1R 1R 1DR 1R 1R

Arm

Loop

Figure 12: Loop-part and
arm-part(Mβ)

Figure 13: Direction of
signal

In this model, arm-part extends length of one cell
by a 1-bit signal (Fig. 14). While 1-bit signal contin-
uously send to the end of arm-part, arm-part extends.
But, when 1-bit signal interrupts, the end of arm-part
assumes a state which can build a left hand corner.
As a result, when another signals arrive to the end of
arm-part, arm-part extends to left hand (Fig. 15).

0 0 0 0 0

0 0 0 0 0

1R 1R 1R 1R 0

0 0 0 0 0

t = t0

0 0 0 0 0

0 0 0 0 0

1R 1R 1R 1R 2R

0 0 0 0 0

t = t0 + 1

0 0 0 0 0

0 0 0 0 0

1R 1R 1R 1R 1DR-0

0 0 0 0 0

t = t0 + 2

Figure 14: Extension of arm-part(Mβ)

0 0 0 0 0

0 0 0 0 0

1R 1R 1R 1R 1DR-0

0 0 0 0 0

t = t0

0 0 0 0 0

0 0 0 0 0

1R 1R 1R 1R 1DR-1

0 0 0 0 0

t = t0 + 1

0 0 0 0 0

0 0 0 0 2U

1R 1R 1R 1R 1DR-1

0 0 0 0 0

t = t0 + 2

Figure 15: Changing direction of the line(Mβ)

On the other hand, each corner cell of loop-part
sends two signals, when each corner cell gets input
signal. These two signals which are duplicated at junc-
tion of loop-part and arm-part are respectively prop-
agated to loop-part and arm-part as well as Langton-
Loop (Fig. 13). Thus, corner cells of loop-part have
function that controls signals sent arm-part. Contin-
uous 1-bit signals which are sent to arm-part are sent
5 times, to build new loop-part. Signals from once to
fourth times have a function which extends arm-part
and builds new loop-part. Signal of the fifth times

has a function that gives ability of self-reproduction
to new loop-part. Therefore, signals of the fifth times
will have been propagated in new loop-part. Thus,
when signals of the fifth times have inputted to new
loop-part, self-reproduction that includes an ability of
self-reproduction is finished. A corner cell that have
sent signals 5 times assumes a state that does not send
signal to arm-part.

4 Conclusion
In this paper, we have constructed two models

which behaves on 1-bit communication cellular au-
tomata as well as Langton-Loop. The model has 263
internal states. And by excludting some property
of Langton-Loop, we get a model that has 77 inter-
nal states. These models designate that the relation
of communication capacity and internal states has a
trade-off, we want to analyze strictly as well.
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Abstract

We demonstrated a collective swarm of flying 
agents simulated in Breve auto-constructive artificial life, 
where their behavior is governed by its own simple set of 
programs expressed in Push programming language. 
Agents are programmed to seek the food sources to re-
grow their energy as a main goal to survive for the next 
generation, thus collective agents may be capable of 
reproducing their own children. In this paper, the main 
concepts we are trying to get across concern on how 
reproductive competence may be affected by the quantity 
of food energy moves through an environment. We 
performed 50 runs test per parameter setting and will 
eliminate at 6000 generations each run. From the result, 
we found that the more increasingly the quantity of food 
energy are injected would encourage the more increase 
in the percentage of reproductive competence achieved 
within 50 runs. The reproductive competence means the 
point in which generation agents are able to reproduce 
their own children for the next generation without any 
new agent been injected.

Keywords–Swarm Behavior, Collective 
Intelligence, Artificial Life, Auto-construction, 
Genetic Programming, Parametric Analyses

Introduction

Artificial life refers to creating and simulating the living 
system to model life form, which can be implemented in 
computer. Artificial life also is defined as “life made by 
human”. The main purpose of Alife is to create synthetic 
life in an artificial component and compare it with the 
natural life, as we know it [1]. Alife has a great potential 

to explore especially in context of self-reproducing 
system. 

Nowadays, a number of self-reproducing 
systems have been explored. In 1940, Cellular Automata 
(CA) environment was invented by John Von Neuman 
who created a set of rules describing how in one specific 
state of the system a particular configuration of cells is to 
be transformed or converted to another state of the 
system. One of the most well known CA rules, namely 
the ``game of life'', was conceived by Conway in the late 
1960s. 

From this drawback, many researchers come out 
with their own system to model life form through 
computer simulation. An example of open-ended 
selection was Tierra, which was a simulation of evolving 
self-replicating programs with a mortality queue to 
ensure they had to try and copy or maintain themselves 
[2]. Similar to Avida and cosmos, where Avida was 
inspired by Tierra system that; relies on external 
mutating mechanism [3]. These systems must be seeded 
initially with the simple human coded self-replicating 
program. This is in contrast with Breve auto-constructive 
evolution, which relies on the Push program to support 
self-reproductive “PushPop” program in which the 
higher performance individuals are able to reproduce 
their own children [4]. 

By applying Breve application provides us a 
powerful framework [5], we presented a set of 
collective agents in 3D simulation. Over the years, one of 
the main difficulties that a user faces is on how to decide 
an appropriate set of parameter values, as user has to 
specify a number of parameter when applying a Genetic 
Evolution Algorithm. 
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Thus, evolved dynamic parameter values of 
food energy, which is defined as feeder in Breve 
simulation. The aim of this work is to investigate how 
the energy sources in environment would have an affect 
the reproductive competence in auto-constructive 
artificial life. 

Methodology Approach

Breve environments 

The swarm intelligence of flying agents was 
presented in 3D simulation using the piece of software 
called Breve environment. This system provides a 
framework for artificial life that can create realistic 
object in 3D simulation and includes a simple 
programmable language such as “Push” language for use 
in evolutionary computation [5]. 

The behavior of each agent in simulation 
environment was governed by one complete code 
program expressed in Push programming language. Push 
program has a simple syntax and can process multiple 
data types that allow Push to support the automatic 
evolution such as “auto constructive evolution. Thus, the 
genetic operator and other evolutionary system evolve 
themselves.

Auto-constructive evolution is a framework for 
evolutionary computation system [6], an evolving 
population of programs expressed in the Push 
programming language. This system is responsible for 
producing a new program through the mutation process 
for the next generation and evolves within the 
individuals as the system run.

Experiment setup

Characteristic of feeder

The environment in this simulation will be 
supplied with the needs of organisms such as energy 
sources are defined as feeder. Feeder is simulated in 
white sphere and contains energy that needed by agents 
as food to increase their energy and also for longevity. 
As shown in Figure1.0 (a), the movements of feeders 
were in limited areas and horizontally either axis-x or 
axis-z the movement on the axis-y (dot line arrow) and 
were not included to avoid the difficulties of seeking for 
food. 

The agent with polygon shape in simulation as 
shown in Figure 1.0 (b), was programmed to fly and 
close the food energy with the aim to re-grow energy.

    (a)                  (b) 
        

Figure 1.0: (a) The direction of feeder moving to axis-x 
          and axis-z.

                   (b) The direction of agents moving to the  
           nearest food sources.

Parameters that were altered

Dynamic parameter refers to the number of 
feeders injected into Breve simulation. As shown in table 
1.0, five different numbers are evolved before and after 
the point of default value. By applying this parameter 
value, we would like to investigate how this different 
number of food would have an effect on the reproductive 
competence in auto-constructive artificial life.

Parameter Values Ranges
10
12
14
16
18
20 Default Value
22
24
26
28
30

Table 1.0: Parameter values are altered

Before running the algorithm, for each 
parameter values we performed 50 runs with 50 different 
seeds and will be eliminated at 6000 generations. 

Reproductive competence

Each agent represented a complete Push 
program that will be evaluated. Agents were 
programmed to seek for food in order to increase their 
energy. Unsuccessful agent will quickly die thus the 
number of agents will decrease. 

If the number of agents falls below user-defined 
threshold of 10 individual, the system will automatically 
inject new agents into the system in order to maintain the 
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minimum population size. If this phenomenon occurs to 
the next generation, then the swarm in that particular 
point of generation will not be considered to be 
reproductively competent. Alternatively, if this 
phenomenon does not occur, agents may be capable to 
reproducing their own children, in which case the 
collective swarm will be considered to be reproductive 
competent. 

Measuring reproductive competence

We measured the point in times where 
reproductive competence is achieved within 5500 
generations completely without any new agent injected 
into simulation as shown in table 1.2:

Components Feeder
Dynamic Parameter 

setting
10(x 50 runs)

Generations Agents generated by:
System Agents

1
2
3
4
5
.
.
.

456
.

2356
.

3564
                 6000

1
0
.
.
.
0
1
1
0
0
0
0
0
0

0
0
1
.
.
.
1
0
1
0
0
1
1

         0

Average (456 + …….. + y)/ N
Percentage (N/50)*100

N = The number of runs which the reproductive 
Competence achieved. 

Table 1.2: The way to measure the reproductive 
competence

Result and discussion

Table.1.3, displays a set of reported data on the 
mean and standard deviation of reproductive competence 
achieved within 5500 generations in 50 runs of test. As 
statistics, average refers to the measurement of the 
central tendency of the data set of reproductive 
competence and in relation to the mean we also 
measured the standard deviation of how spread out are 
the data values aways from the mean. 

According to this table, the smallest value of 
mean shows the reproductive competence achieved 
earlier where agents are able to reproduce to make their 
own population for the future generation without any 
new agent randomly being injected. This can be seen at 
parameter 12 with average of 2 rather than 303.00 at 
parameter 10. 

Parameter Mean Standard 
Deviation

10 303.00 0.00
12 2.00 0.00
14 300.00 164.01
16 181.38 140.10
18 165.54 166.76
20 180.91 178.24
22 130.14 154.31
24 151.14 149.14
26 189.12 194.86
28 190.40 198.42
30 186.17 195.38

Table 1.3: Average of reproductive competence within 
5500 generations

From our analysis, this may due to the cause of 
the distribution of food energy located near the group 
that could have been caught by agents. As we can see the 
behavior of agents in Figure 1.2(a), even if a group of 
agents compete with each other but the same species 
(same color) among them will share energy to their 
friends. Thus, unsuccessful agents with less energy will 
get additional energy from their group’s friend that 
would give it a chance to find food energy nearby Figure 
1.2(b). However, if a group of agents were different 
species that is different color as shown in Figure 1.2(c), 
because of their rest energy that could not catch a nearby 
feeder.

(a)             (b)

(c)
Figure 1.2: Behavior of collective agents:

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 274



Figure 1.3, showing the percentage of reproductive 
competence achieved within 50 runs. As we can see, the 
percentage of reproductive competence achieved at axis-
y increased slowly against dynamic parameter values of 
feeder but suddenly showed a large difference at 
parameter 20 of 20% from parameter 18. This may due 

to the quantity of food more than agents that cause less 
competence among agents. Similarly even a 2% decrease 
at parameter 22 instead of at parameter 20 after 44% 
runs, we also found that the mean of reproductive 
competence shows the better result of 130.14 rather than 
at parameters 26 and 28.  

2
6

12
16

2 6

4 6
4 4

5 8
5 2

5 0

6 0

0

10

2 0

3 0

4 0

5 0

6 0

7 0

10 12 14 16 18 2 0 2 2 2 4 2 6 2 8 3 0

D ynamic P arameter Sett ings

Figure 1.3:  Percentage of reproductive competence achieved within 50 runs

Conclusion

The elements that appear in this work are focused on the 
main aspect on how reproductive competence may be 
affected by the quantity of food energy moves through an 
environment. The most specific approach is on the 
population of energy sources analysis, which estimates 
the energy budget of a particular population. The 
analysis is done by determining the amount of energy in 
the form of organic matter that is consumed, assimilated 
and excreted by individual organisms. The second 
approach is the study on the capability of each individual 
organism to survive, how fit are these individuals in 
competing with each other. In summary, the dynamics of 
energy in environment, each of which has its own 
inherent strengths and weaknesses.  There are many 
other factors that would also affect the growth of 
population in environment. This would be interesting to 
explore for the future work.
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Abstract 

 

We have developed an automatic piano that can 

accurately control the motion of both the keys and the 

pedal based on performance data that a user has inputted 

for a particular piece of music. However, this system 

cannot sight read a new piece of music, as in the 

simulation of a human being’s expressive performance. 

Therefore, we developed a program that can memorize 

and use knowledge databases and user preferences 

concerning the interpretation of a piece of music.  

We analyzed performance data of performances of 

highly skilled pianists in order to observe performance 

tendencies, and found that phrases of similar patterns 

existing in the same composition were performed with 

similar expression by the same pianist. Moreover, it was 

found that the pattern of notes in the score sometimes 

influence how the expression emerges. 

 Therefore, we developed a system for inferring 

phrase expression from the patterns of the notes. We 

evaluated the system by comparing performance 

information inferred from the databases with the pianist’s 

actual performance. 

Key words: automatic piano, knowledge database,  

music interface, user’s preference, computer music, 

inference system 

 

1. Introduction 
 

We developed a performance system for an 

automatic piano. In this system, 90 actuators are installed 

in the 88 keys and 2 pedals of a grand piano. Those 

actuators operate key strokes and pedaling to be executed 

on the piano. (See Figure 1) 

Reproducing music with the piano is similar in some 

ways to reproducing music on the computer. Essentially, 

variations in tempo, dynamics, and so on are needed to 

arrange the respective tones in the desired way. However, 

in the case of piano music, there are 1000 or more notes 

in a score of even a short piece of music, and the editor 

must spent enormous amounts of time working with the 

arrangement in order to simulate the expressions of an 

actual performance. 

Even for a skilled computer user, it becomes 

prohibitively burdensome to reproduce a score and add 

expression simultaneously using the automatic piano and 

a computer music system. The reason is because the 

musical data cannot be rewritten all at once. By contrast, 

highly skilled pianists can sight-read an unfamiliar piece 

of music, even if the performance is not completely in 

accord with a specific musical interpretation. The 

computer system cannot sight-read a new piece of music, 

and cannot simulate a human pianist’s expressive 

performance. 

Therefore, in this research, we have developed an 

interactive musical editing system to edit music more 

efficiently
[1]~[4]

. 

We devised a method for inferring a performance 

from information on the score and a particular user’s 

editing characteristics for similar phrases. We evaluated 

the system by comparing performance information 

inferred from individualized databases with the pianist’s 

actual performance. 

In this paper, we describe the method of inference 

based on analytical results, and its result in an actual 

simulated performance. 
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Figure1. View of the automatic piano 
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2. Musical Editing Support System 
 

2.1 System Architecture 

 

The structure of the system is shown in Figure 2. The 

user edits music via the user’s interface on the computer 

display. The user can also access a database that has 

musical grammar, the user’s preferences, and so on. As a 

result, editorial work is reduced and efficient editing 

becomes possible.  

 

 

 

 

 

 

 

 

 

 

 

 

 

2.2 Format of Performance Information 

 

The parameters of performance information are 

shown in Tables 1 and 2. 

  The automatic piano that we have developed uses a 

music data structure that is similar to MIDI. We defined 

performance information, dividing it into two categories, 

the notes and the pedals.  

The note information is comprised of the six 

parameters involved in producing a tone: “Key (note)”, 

“Velo (velocity)”, “Gate”, “Step”, “Bar”, and “Time”. 

“Velo” is the] dynamics, given by the value of 1～127. 

“Gate” is the duration of the note in milliseconds. “Step” 

is the interval of time until the next note, and it also 

exhibits tempo. “Bar” is the vertical line placed on the 

staff to divide the music into measures.  

The pedal information is comprised of four 

parameters: “Key (indicating the kind of pedal, 

“Damper” or “Shifting”)”, “Velo (the pedaling quantity)”, 

“Time (the duration for which the pedal is applied)”, and 

“Bar”. 

 

Table 1.  The parameters of note information 

Parameter Key Velo Gate Step Time Bar

Unit - - m sec m sec m sec -

Reference 21～108 1～127 - - - -  

 

 

 

Table 2.  The parameters of pedal information 

Parameter Key Velo Time Bar

Unit - - m sec

Reference Damper or Shift 0～127 - -  

 

2.3 Editing Support Process with Database 

 

The procedure for editing by the system is shown in 

Figure 3. 

Temporary music data (TMD) is the data of a piece 

of music without expression. Because expression has not 

been added, the necessary editing of the TMD is 

extensive. 

Therefore, if the user chooses, the TMD is 

automatically translated by the system into original 

music data (OMD), similar in structure to TMD; after 

that, the user can start to edit it. The automatic translation 

program uses a Score Database, Musical Rules Database, 

and Preference Database, the details of which are 

described later in the paper. The user adds editing to the 

OMD and makes slight adjustments. When editing, the 

system watches over the data the user enters and music 

knowledge is provided. Concurrently, phrases in the 

music are discovered. When a phrase with the same 

pattern as one already edited occurs in the music, it is 

automatically translated. After editing, the system 

extracts the expressions and preferences that are peculiar 

to the user from the OMD. These expressions are stored 

in the Preference Database, which is then used when 

editing other music, resulting in improved editorial 

efficiency. 

 

 

 

 

 

 

 

 

 

 

 

 

 

2.4 Details of the Databases 

 

2.4.1 Score Database 

 

  This database has symbols including notes, time 

signature rests, and other standard musical notations. 

Symbols were pulled together in order of bars, and bar 

symbols are arranged in time series. 

This database is composed of three tables, the 

Figure 2.1 Structure of the editing system 

Figure2.2. Structure of the editing system 
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“Element table” (showing the position of the note and 

composition of the chord), the “Symbol table” (showing 

the position of the music symbol), and the “Same table” 

(showing the position of the repetition of the phrase).  

 

2.4.2 Musical Rules Database 

 

  This database contains the architecture of musical 

grammar necessary to interpret symbols in musical 

notation. This database is composed of five tables 

containing “Dynamics marks”, “Articulation marks”, 

“Symbol of Changing Dynamics or Changing Tempo 

(symbol that affects the speed of a note or the increase or 

decrease of the volume)”, “Time signature”, and “Tempo 

marks”. 

   Analyzing a music symbol according to its usage 

allows efficient information processing by the system.  

  

2.4.3 Preference Database 

 

This database contains the expressions of the user’s 

characteristic performance. The expressions show the 

relationship between tempo and dynamics.  

The “Edit” selection in the user’s interface gives the 

user access to the parameters for expression. A user can 

edit his or her parameters, and the respective databases 

will automatically change at least one of their 

parameters. 

 

3. Construction of the Preference Database 
 

We analyzed a tendency to editing (a characteristic of a 

performance) based on a performance of a pianist and 

built a Preference Database. Among a lot of existing 

music symbols, we focused on the musical notation 

indicating Staccato.  

We used the Pathetique sonata by Beethoven as the 

object music for our analysis. 

We used “Gate (length of a sound)”,” Step (an interval 

of a sound)” and “Gate ratio (the ratio of gate for step)” 

for the performance information that we analyzed.  

 

3.1  Analytical Results 
 
3.1.1 About a Sforzando 
 
We analyzed a sound-added Sforzando sign and sounds 

that were not added. 

Figure 3.1 shows the score of bars 11 to 14 of 

Beethoven’s sonata Pathetique. This phrase appears in 

the score of bars 19 to 22 and 121 to 124.There are no 

Sforzando signs in the score of bars 121 to 124. In 

addition, there is repeat sign at the top of the score. 

Therefore, this phrase is played six times total. We 

analyzed these data. The general Gate ratio is 0.7 to 0.8. 

 

 

 

 

 

 

Figure 3.1 The score of bars 11 to 14 of Beethoven’s sonata 

Pathetique 

 

Table 3.1 Analytical Result[s] 

Bar number Gate ratio 

11-14 (1st) 0.130 

11-14 (2nd) 0.125 

19-22 (1st) 0.144 

19-22 (2nd) 0.148 

121-124 (1st) 0.881 

121-124 (2nd) 0.905 

 

Table 3.1 shows the analytical result. It also shows that 

the Gate ratio tends to become small by addition of the 

Sforzando sign. In addition, the Gate ratio thereby 

becomes approximately constant. 

 

3.1.2 About a Staccato 
 
Figure 3.2 shows the score of bars 35 to 36 of 

Beethoven’s sonata Pathetique. This phrase appears in 

the score of bars 39 to 40 and 43 to 44. In addition, there 

is a repeat sign at the top of the score. Therefore, this 

phrase is played six times total. We analyzed these data.  

 

 

 

 

 

                  

Figure 3.2 The score of bars 35 to 36 of Beethoven’s sonata 

Pathetique 

 

            Table 3.2 Analysis of Result 

Bar number Gate ratio 

35-36 (1st) 0.356 

35-36 (2nd) 0.277 

39-40 (1st) 0.350 

39-40 (2nd) 0.388 

43-44 (1st) 0.419 

43-44 (2nd ) 0.394 

 

Table 3.2 shows the analytical result. It shows that the 

Gate ratio tends to become small by addition of the 

Staccato sign. In addition, the Gate ratio thereby 
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becomes approximately constant 

 Furthermore, we analyzed the case of a half-note. The 

result showed that a half-tone has a smaller Gate ratio 

than a quarter-note. 

 We also analyzed the case of a Staccato that did not 

continue. As a result, the Gate ratio tends to become big. 

 

3.1.3 Summary of An Analytical Result 
 
 We understood that the Gate ratio changed by the 

presence of musical signs from these analysis results. 

When the Sforzando sign is added, the Gate ratio tends to 

become small. The case of a Staccato sign being added is 

special. When a staccato continues in a phrase, the Gate 

ratio tends to become approximately constant. However, 

when the Staccato sign does not continue, the Gate ratio 

tends to become big 

  

3.2    Making of GateratioData 
 

 We understood that the Gate ratio changed by the 

presence of musical signs from these analysis results. 

Therefore, we used GateratioData in the Preference 

Database to automatically convert user’s editing 

characteristics. GateratioData consists of the Gate ratio, 

role (right or left hand), a kind of note, and a kind of 

musical sign. 

  

4.  Automatic conversion by musical sign  
 

 We converted the note with a Staccato sign (Figure4.1) 

automatically by using Gateratio Data in the Preference 

Database. Figure 4.2-(a) shows TMD. Figure 4.2-(b) 

shows OMD that was converted to TMD automatically 

by using the Musical Database and Score Database. 

Therefore, Figure 4.2-(c) shows the OMD that was 

converted to Figure 4.2-(b) automatically by using 

Gateratio Data. The process from (a) to (b) is converted 

musical process. The process from (b) to (c) is converted 

in consideration of the user’s editing character. 

Therefore, we are able to offer playing-information that 

took in user’s editing character to user ,and we efficiency 

of work rose. 

 

 

 

 

 

 

 

Figure 4.1     The score of  bars 3    of Beethoven’s sonata 

Pathetique 

 

 

 

   (a) 

 

 

 

   (b) 

 

 

 

   (c) 

 

Figure 4.2    Automatic Changing Result 

 

5.    Summary 

 

 On an interactive musical editing system to support 

human errors and offer personal preferences for an 

automatic piano, we focused on [he user’s editing 

character by the addition of a musical sign, and worked 

to store the Gate ratio in the Preference Database. 

 We were able to develop an automatic conversion 

processing function that based on Step. This function can 

offer playing information that took in user’s editing 

character to user. 

 In the future, we plan to analyze other musical signs 

besides Staccato and Sforzando, improve the Preference 

Database, and develop a system that is able to convert 

plural musical signs. 
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Abstract 

Artificial fish is a kind of artificial animal living in 
three-dimensional virtual environment, and a computer 
animation created by using the method of artificial life. 
In nature, behaviors of fish are not only driven by its 
instinct. They also try to adapt to new environment by 
their learning and memory, and then to turn what they 
have learned and their memory into the experience 
knowledge. The more abundant the experience 
knowledge of fish is, the stronger ability the individual 
has in adapting to the environment. To enrich the natural 
life characteristic of the artificial fish, the relation 
cognitive modeling of learning and memory of artificial 
fish is established in this paper, based on the ecological 
theory and their learning and memory mechanism of fish 
in nature. This is to control the behavior of the artificial 
fish, so that they will play a more independent and 
intelligent role.  

1、Introduction 

By taking advantage of animal forms, habits and 
behaviors, X. Tu [1] has successfully created artificial 
fish, called “Xiaoyuan Fish”, which realized the common 
basic characteristics of artificial animals through 
computer animation: bio-mechanics, movement, sense 
and behavior. Every artificial fish is a self-animating 
autonomous agent. “Xiaoyuan’s Fish” starts a new way 
for computer animation---artificial life method; 

Grzeszczuk[2] and Terzopoulos[3] developed a 
learning technology, which can automatically synthesize 
the vivid movement based on physical animal modeling. 
This technology is especially suitable for the movement 
synthesizing of the animals with highly soft body, such 
as fish, dolphin and snake. It can automatically learn 
effective methods in movement control and abstract 
proper parameter format out of them. They also 
development dolphin modeling in visual environment, 
which can perform kinds of “ocean acrobatics”; 

John Funge[4] put forward the idea of controlling 
the behaviors of animals in the game through cognitive 
modeling and expressing the uncertainty in cognition by 
adopting method based on interval mathematics and 
situation calculus, which has realized the animation 
character and behavior with cognitive ability; 
Learning and memory are two cognitive processes  

At present, the study in the cognitive method of 
learning and memory of artificial fish is still not 
systematic and more effective methods are called for. 

The study in the animal cognition involves a wide range, 
and the research mainly starts from psychology, ethology  
 
 
and biology with different emphasis and methods. 
Manning, an ethologist, thinks that the behavior of an 
animal “includes all those processes by which the animal 
senses the external world and the internal state of its 
body and responds to changes which it perceives.” And 
cognition just studies how to respond. Shettleworth[5] 
put forward some important opinions about animal 
cognition and studied the cognitive process of animal 
communication, predator learning, attention modeling, 
space cognition, social learning, etc. 

Learning and memory are two cognitive processes 
closely related to each other, important means to realize 
cognition and basic intelligent characteristics of human 
and animals. Learning is the neural process when human 
and animal acquire environmental knowledge while 
memory is the process of storing and reading the 
acquired knowledge, which is the necessary condition for 
learning. The importance of learning and memory lies in 
that they can guarantee that human and animal can adapt 
to the changing environment and seek existence and 
production. How could the brain learn and memorize, i.e., 
how to acquire and store information, has become one of 
the most heated scientific topics at present. Biologists 
have pointed out that ocean creatures such as dolphin and 
fish have very strong learning and memory ability. They 
seem to be simple and common, but in fact they are 
extraordinarily acute and flexible in some aspects. 
Therefore, the study of cognitive modeling of artificial 
fish based on learning and memory and the realization of 
the advanced cognitive functions of animation characters 
of artificial fish is a charming and challenging topic. 

2. System structure of artificial fish 

In the real-time dynamic complex virtual ocean 
environment, every artificial fish is an autonomous 
Agent with independent perception, decision and 
behavior. The ocean world composed of multiple 
artificial fish is a multi-Agent system, in which there 
exist the interaction among artificial fish and the 
interaction between artificial fish and environments. 
Firstly, we provide the cognition-based architecture for 
artificial fish Agent. 

It adopts the features of hybrid Agent to construct 
the whole structure model of cognition-based artificial 
fish. (as shown in Figure 1). Artificial fish includes three 
sub-systems: perception, cognition and behavior. These 
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sub-systems are connected by information flows and 
control flows. Among them, the content in the dashed 
box is the perception system. The sensors in the 
perception system can pass the perceived external 
environment information to the cognition system for 
processing, and then the behavior decision will control 
the behavior system to let the actuator generate detailed 
actions, which take effects on the external environment. 

Sometimes, when artificial fish perceives some 
information, they will be driven by instinct directly, 
without the stimulation of cognition processing response 
action, e.g., collision avoidance. During making decision, 
intuition actions have the highest priority, and should be 
handled as interrupts in the program. 
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Figure 1：Collectivity Structure Modeling of Artificial Fish  

The structures and functionalities of three 
sub-systems of artificial fish are as follows: 

1. Perception system: information acquisition 
system, including a set of sensors and information 
aggregation module. The artificial fish has various kinds 
of sensors, e.g., visual sensor, audial sensor, olfactory 
sensor. At the same time, different sensors can get 
different environment information. We need to 
synthesize such information to facilitate the later 
information processing and behavior decision. 
Perception is the prerequisite of cognition and behavior 
planning. 

2. Cognition system: information processing system, 
which takes the output of perception system as the input. 
For perceived information, the agent utilizes stored 
experiences and continuous learning to perform 
induction, deduction and decision to transform the 
information into the knowledge of its own. The agent 
then makes the behavior decision, which is transferred to 
the behavior system for execution. 

3. Behavior system: execution system for behavior 
planning, which directly takes effects on the environment. 
It includes a set of behavior programs and a set of 
actuators. The behavior programs are the high-level 
actions, and the actuators execute the detailed actions. 
Every behavior program can be divided into a series of 
low-level actions, which are executed by actuators. 

3. Relation between learning and memory of 
artificial fish 

Animals acquire skills and knowledge from other 
animals, and fishes are no exception. There is now strong 
experimental evidence that many species of fish exhibit 
social learning and traditional behaviors[6]. 

Social learning refers to any incidence in which 
individuals acquire new behavior or information about 

their environment via observation of, or interaction with, 
other animals or their products[7]. 

 

Social learning is sometimes assumed to be more 
common in, of a more sophisticated form in, or even 
restricted to, 'intelligent' or 'large-brained' taxa. However, 
research over the last 50 years has demonstrated that 
social learning is common amongst fish, birds and 
mammals, and should now be regarded as a regular 
feature of vertebrate life [7][8]. 

In the study of memorizing ability of animals, 
many ichthyologists have, through experiments, shown 
that many species of fish have the ability to seek food by 
using visual space information, i.e., they have a certain 
capacity of working memory and reference memory. 
Thus they can adopt food- clue association and guide 
their behaviors in seeking food with the help of 
memorized information. Couzin[9], etc. put forward 
self-organizing modeling of three-dimensional group 
lineup to study the spatial dynamic characteristics of 
animal groups, such as fish and bird, to show that the 
minor change in individual interaction may result in 
transference of group behavior mode and that similar 
animal groups have group memory. Ransom Winder[10] 
etc. studied the issue of group memory. The experiment 
of improving self-organizing behavior by giving 
distributed limited memory to each individual in groups 
and achieving the goal in the environmental with 
obstacles showed that those with memorizing ability can 
achieve goals more rapidly than those without 
memorizing ability. 

According the characteristics of fish in learning and 
memory, we design the relation modeling of artificial 
fish learning and memory. In its environment, artificial 
fish processes the perception information: after it has 
received information through audial sensor, visual sensor, 
tactual sensor, olfactory sensor, etc., it will compare the 
information with the past experience knowledge. If it is 
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similar to the past experience, it can solve problems by 
using existing experience knowledge; if it is new 
information, it will take advantage of social learning 
process, receive useful solutions, change it into 

knowledge and store it in the memory, which will 
become the experience knowledge in the brain of fish. 

 

 

Perception 
information

Experience knowledge

Analogy Knowledge

Cognitive System

Behavior 
Decision 

Learning Memory

known 
information Applied Experience knowledge

New 
information 

 
 
 
 
 
 
 
 

Figure 2：Relation modeling of artificial fish learning and memory 

4. Learning cognitive modeling of artificial 
fish 

Documented cases of social learning in fish are now 
commonplace. there are evidence show that social 
learning plays a role in fish : antipredator behavior; 
migration and orientation; foraging; mate choice. In 
these processes, young and inexperienced individuals 

often learn from others’ behavior and acquire proper 
responses or abstract these  responses. Then they can 
make correct responses and the response speed is 
becoming faster and faster. According to the fish 
situation, we put forward the cognitive modeling of 
artificial fish learning by using a  reinforcement 
learning algorithm based on BP neural network. as 
shown in Figure 3 . 

 
 
 
 
 
 

 

 

p X Y

X

External environment (reinforcement system)

Evaluation 

Evaluation 
selection

Training set

 
Behavior of 
artificial fish

BP neural 
network 

Delayed buffer

 

Figure 3：Learning modeling of artificial fish 

 
BP Neural Network[11]: system input (status) X, 

output Y.;  
Evaluation: Based on the output Y, the environment 

generates the evaluation signal p;  
Delayed buffer: Due to the delay of evaluation during 

reinforcement learning, so delay np steps to synchronize 
Y ,X and evaluation.  

When training cases reach certain number, training set 
is putted in network learning . the rule of producing 
training set is “ better than average”. 

System put evaluation to neural network for adjusting 
weight by delay.  

The input and output of traditional BP neural network 
are produced by increment. The knowledge that studied 
ago is forgotten. But reinforcement learning based on 
neural network may make function mapping to input 
according to ancient experiment knowledge by 
improving traditional BP. 

Artificial fish acquires useful experience knowledge 
through the rewarding and punishing mechanism of  

 
environment and cultivates good behavior control ability 
through behavior system. There are two possible results 
of artificial fish behavior: 1.satisfactory effect; 2. 
dissatisfactory effect. If it is satisfactory, the process of 
solving problems is the process of reinforcement learning. 
If it is dissatisfactory, it will change and update the 
existing experience knowledge by adjusting the solution 
according to the environment.  

5. Conclusion 
This paper takes artificial fish as the research topic. 

According to the ecology principles of fish in the nature 
and the features of fish learning and memory, we build 
the architecture of artificial fish and propose the learning 
and cognitive model of artificial fish. As the social 
learning of fish is a gradual learning process, which is 
the result of long-term interactions with the environment 
and is also the learning in the environment, we propose 
reinforcement learning based on BP network to enable 
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artificial fish to perform learning during the interaction 
with environments. These models enrich the original 
cognitive model of artificial fish, and let it with more  
features of natural beings. 
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Abstr act 
 
A six degrees of freedom serial hand is designed to 

move toward an object in an unseen environment. A 
consciousness-based architecture (CBA) we developed, 
i.e., a hierarchical human development model showing 
the relationship between consciousness and behavior, is 
used to imitate a human groping action. As it moves 
toward the target, the robot collects information which 
allows the robot to avoid obstacles. CBA organizes such 
information in order to determine a path for retracing its 
motion to the origin without contacting the obstacles it 
previously avoided. Experimental results show that CBA 
successfully enables the hand to reach its goal while 
avoiding obstacles. 
Key words: CBA, Learning, Reflection, Hierarchal 
Structure. 
 
1 Introduction 
 
Recently, robots other than industrial robots (such as 

home robots, personal robots, medical robots, and 
amusement robots) have seen active development. 
Further development of these robots requires 
improvement of both their intellectual capabilities and 
manual skills as well as further increases in user 
compatibility. Up to now, these areas constituted 
problematic issues in regard to the robot’s use by robots 
other than industrial robot. User compatibility in this 
case entails ease of use, no fatiguing control, robot 
“friendliness” (i.e., sympathetic use), and human-like 
capricious behavior Endowing the robot with 
“consciousness” of the kind identified in humans and 
animals is a part of these requirements.  
In our laboratory we have studied an animal’s 

adjustment to its environment in an attempt to emulate its 
behavior. We constructed a hierarchic structure model to 
which consciousness and behavior were hierarchically 
related. This model is based on the mechanistic 

expression model of animal consciousness and behavior 
advocated by the Vietnamese philosopher Tran Duc 
Thao[1].  
In regard to this, we have developed a software 

architecture we call Consciousness-based Architecture 
(CBA). CBA introduces an evaluation function for 
behavior selection, and controls the robot’s behavior. 
In the present study, we developed a robotic arm that 

has six degrees of freedom, with the aim of providing the 
robot the ability to autonomously adjust to a target 
position. The robotic arm that we use has a hand 
consisting of three fingers in which a small monocular 
CCD camera is installed. The landmark object is detected 
in the image acquired by the CCD camera, enabling it to 
perform holding and carrying tasks. An experiment was 
conducted in a work space in which were arranged two 
cylindrical obstacles. The robotic arm attempted to 
eventually reach the landmark object while evading these 
obstacles. 
When a person attempts to grasp an object in a box 

whose internal structure is unknown, he gropes with his 
hand in the box. In the present study, this groping action 
is performed by the robotic arm by means of CBA. 
Holding and carrying tasks, such as approaching a target 
position, avoiding obstacles, and detouring around 
obstacles, are performed autonomously. 
In this paper, a robot’s autonomous behavior in relation 

to a target position is achieved by using CBA. It is 
shown experimentally that the robotic arm can trace an 
optimal return route by studying the route to the target 
position. These results verify the utility of CBA. 
 

2 System structure 
 
Figure 2-1 shows an overview of robotic arm used by 

this experimental test. Figure 2-2 shows a schematic 
view of the robotic arm’s degree of freedom. Figure 2-3 
shows a diagram of the experimental system‘s 
configuration. The robotic arm manufactured by Kihara 
Iron Works is 450 millimeters long and has 6 degree of 
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freedom. The robotic hand part of robotic arm has 3 
fingers and 1 degree of freedom. Additionally, there is a 
small CCD camera (MTV-54K0N[)] in the robotic hand.  
We applied a Dynamixel DX-117 manufactured by 

ROBOTIS CO., LTD. as an actuator in each joint of 
robotic arm. The DX-117 contains a motor, decelerator, 
and an angular sensor in a single unit. This actuator can 
perform position control by providing the robotic arm 
with a target angle while limiting its torque and speed, 
and so on. The actuator uses an RS485 transmission 
method. Hand wiring can be simplified by connecting 
each actuator used as a joint of the robotic arm in the 
form of a daisy chain. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2-1 Overview of robotic arm Fig. 2-2 Arrangement chart of 
                                  degree of freedom 

 
 
 
 
 
 
 
 

Fig. 2-3 System structure of the robotic arm 
 

3 Autonomous behavior 
 
3.1 The learning control system of the robotic 

arm 
 

Figure 3-1 shows the experimental environment 
consisting of a robotic arm, the target object, and two 
circular cylinders as obstacles. In this figure, 
consciousness architecture was applied in regard to the 
space between the robotic arm in the default position 
(state S) and the target position (state G). 

In the first trial, the robotic arm approaches its 
destination from state S (Approach). If the robotic arm 
comes in contact with an obstacle, it approaches again 
(Avoid･Detour) to state G by rotating each joint 
accordingly. After that, the consciousness architecture 
considers the return route based on conventional 

information, allowing the robotic arm to return to the 
default position (state S) without contacting another 
object. 

Start(S)                          Goal(G) 

Fig. 3-1 Schematic diagram of experimental environment 
 

3.2 Consciousness architecture (CBA) 
 
Figure 3-1 shows a diagram of the hierarchical 

structure model called CBA (Consciousness-based 
Architecture) that relates consciousness to behavior 
hierarchically. In this model, the consciousness field and 
the behavior field are built separately. In a dynamic 
environment, the robotic arm determines the most 
appropriate consciousness level in relation to this 
environment and selects an action corresponding to its 
awareness of its environment and then performs the 
action. This model is able to advance to an upper level of 
consciousness and act accordingly when an earlier action 
was discouraged by some factor in the external 
environment. 
Additionally, upper-level consciousness can choose to 

perform lower-level actions. The mechanism of this 
model is that it selects most comfortable behavior in the 
low-level behaviors at pleasure, so the robot aims for 
goals. 

Fig. 3-2 Consciousness-based Architecture (CBA) 
 

3.3 Evaluation function 
 
The following are evaluation functions to select the 
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behavior in CBA in order to imitate human groping 
action. 

 

          (3-3-1) 

             (3-3-2) 
 
In eq.(3-3-1), )(tCi  is an evaluation function for 

determining the robot’s consciousness level, )(tijE  is 
degree of perception of an external object, and )(tij]  is 
the expected value necessary for the robot to perceive an 
external object. The variables are normalized within ±1. 
If the robot is in a positive state and “feels good,” they 
are positive values, and if robot is in a negative state or 
“feels uncomfortable,” they are negative values. 
First, )(tCi  of each level was calculated and the level 

that the robot is most aware of is determined as the 
robot’s actual level of consciousness. Next, each )(tIi  
of each behavior in the level for determining the robot’s 
behavior is calculated, and the largest )(tIi  value or a 
behavior that makes robot most comfortable is selected 
as the robot’s behavior, as expressed in eq.(3-3-2). Thus 
the robot’s autonomous behavior is realized. 
 

3.4 Autonomous behavior  
 
A geometric model of the robotic arm was constructed 

and experiments were performed regarding autonomous 
detour and shuttle movements. Figure 3-4-1 shows the 
experimental environment. Two cylindrically shaped 
obstacles are placed between the default position and the 
target position. In the experiment, the robotic arm is not 
given information regarding the target position and the 
obstacle‘s positions. 

When robotic arm arrives at the target position, the 
default position becomes a renewed target position. It is 
intended that the robotic arm follow the optimal return 
route without contacting the obstacles during its return 
movement. 
 
 
 
 
 
 
 
 

 
Fig. 3-4-1 Experimental environment 

 
Figure 3-4-2 shows an experimental result. Figure 

3-4-2 shows the movement of the robot’s consciousness 
level during the arm’s approach and return. First, the 
consciousness level becomes level-2 and the robotic arm 

selects the behavior of “move” and goes straight to the 
target object if the CCD camera in the robot hand locates 
the target object. At T1, the robotic arm senses obstacles 
when it comes into contact with them. The consciousness 
level moves to level-4 and the robotic arm selects the 
behavior of “detour” and discourages its previous 
movement. The robotic arm then performs a “detour” 
action, and when the robotic arm considers that it has 
finished detouring the obstacle, it memorizes its position 
as a sub-goal and again selects the “move” action of 
level-2 (T2). When the robotic arm reaches the target 
position by repeating “move”, “approach”, and “detour” 
(T3, T4), the robotic arm stops (T5). In the approach 
route, the robotic arm contacted the obstacles twice. 
However, it could return to its default position without 
contacting obstacles by running through the sub-goals 
(T7).  
As the robotic arm reaches its default position, its sense 

of safety increases little by little. It selects the behavior 
of “rest” of level-0, and ceases its action. 
 
 
 
 
 
 
 
 
 
Fig. 3-4-2 Temporal data of C value at autonomous behavior 
 
4 Model correlating between mind and 

body 
 
4.1 Development of correlative model between 

mind and body 
 

We developed a correlative model between the mind 
and body. This model integrates “cognition,” 
“consciousness,” “behavior,” and “circulatory 
physiology.” CBA is used as a function of “cognition,” 
“consciousness,” and “behavior.” A model of circulatory 
physiology that integrates a model in which the human 
circulatory system is integrated called “HUMAN”, and a 
model of the heart beat, “Beat by Beat”, is used as 
function of “circulatory physiology.” This model can 
calculate stressors and the degree of stress and can 
simulate stress response, tiredness, and changes in 
hormone level during exercise[2] (Fig.4-1). 
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Fig. 4-1 Bilaterally linking the two models of CBA and 
circulatory physiology 

 
4.2 Method of simulation 
 
An artificial animal was given an exercise stress test by 

exercising it at an intensity of 88% for 15 minutes. 
Changes in neurotransmitters and blood lactate and 
hormone levels were compared to real data. 
 

4.3 Experimental results 
 
Figure 4-3-1 shows the simulation results and those 

from a human experiment regarding noradrenaline in the 
blood[3]. Figure 4-3-2 shows the results regarding blood 
lactate. The graph shows that noradrenaline in the blood 
and blood lactate influence the artificial animal’s 
condition regarding tiredness and flush. 

 
 

 
 
 
 
 
 
 
 

 
 
 
 
Fig. 4-3-1 Simulation result of noradrenaline by exercise stress 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4-3-2 Simulation result of blood lactate by exercise stress 

 
5 Conclusion 
 

In this paper, consciousness architecture (CBA) was 
applied as a control algorithm for the autonomous 
behavior of a robotic arm. Experiments were conducted 
in which a robotic arm reached for a target position in an 
unknown environment by imitating human groping 

action. The robotic arm established sub-goals in 
determining an approach route and used these sub-goals 
in returning to its default position without contacting 
obstacles. 

We integrated models of CBA and circulatory 
physiology and imposed exercise stress on the model”. 
We estimated an artificial animal’s stress and found that 
the simulation result were similar to those obtained in a 
human experiment. In a future study, we will load the 
integrated models of CBA and circulatory physiology 
into the robotic arm and evaluate the robotic arm’s 
behavior. 
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Abstract 
The main objective of this work is to develop a user 
friendly GUI developed in JAVA language for 
manoeuvring a mobile robot named ‘OCTAGON’ with 
algorithms for obstacle avoidance in its path of motion.  A 
user-friendly module is designed and successfully 
implemented for the operation of the entire system to do 
some specific operations. OCTAGON employs a 
sophisticated application - controlling interface created in 
JAVA, as it is a fantastic programming language for any 
application software development.  

The software module application facilitates the user 
interaction with OCTAGON and has many in built features 
such as the security and authentication.  When the java code 
is executed, the default GUI screen appears as shown in the 
Fig. 2 and all the motors status is displayed.  For activating 
a particular motion, we can navigate to its page by selected 
the left hand menu. The software is designed for maximum 
robot control & working efficiency. It is so designed such 
that the user can have complete control over each movable 
part of the robot.  

Also, the user can easily maneuver the robot & make it 
traverse a path towards the object to be picked. He or she 
can then manipulate the different limbs of the robotic arm 
so that the gripper comes closer to the object & eventually 
picks it up. Throughout this process the software interface 
guides the user through the usage of various parts of the 
robot & provides him with responses from the robot. Given 
the time on hand, the ease of programming and power of 
JAVA, it was an ideal choice for use in designing our 
application interface to the octagon. 

The software is designed for maximum robot control & 
working efficiency. It is so designed that the user can have 
complete control over each movable part of the robot. Also 
the user can easily maneuver the robot & make it traverse in 
a path towards the object to be picked. He/she can then 
manipulate the different limbs of the robotic arm so that the 
gripper comes closer to the object & eventually picks it up. 
Throughout this process, the software interface guides the 
user through the usage of various parts of the robot & 
provides him with responses from the robot.   
 

 
1. Introduction 

 

 Imagine  a  day  in  your  life  when  you  wake  up  in  
the morning  and  find  a  machine  walking  up  to  you  
and  saying “GOOD MORNING SIR ! Have  a  cup  of  
tea”.  How  would  you  respond  to  such  a  situation ?  
With  so  much  progress  made  in  the  filed  of  science, 
engineering  and  technology,  this  dream is  absolutely  
realizable  in  the  automation  age.  Keeping  in  pace  with  
the  current  technology,  we  have  designed  and  
fabricated  a  mobile  robot  named  OCTAGON as shown 
in Fig. 1, which is basically a moveable mobile trolley on 
which the articulated robotic manipulator  arm  is  mounted   
to  perform  Pick aNd Place  (PNP)  operations [1].   
 

 These operations are defined by the program  typed  in  
by  the  user  using  a  user  friendly  language  specifically  
developed  for  this  robot in JAVA.  In this paper, we 
concentrate only on the software design for controlling and 
maneuvering the octagon.  The design and fabrication was 
presented in the previous conference of AROB-2006.  This  
work  was  taken  up  as  a  research  project  work  by  the  
post-graduate students  of VJTI under  the  guidance  of  the 
author from IIT.  The paper is organized as follows. First, a 
introduction to the designed robot is given. This is followed 
by the software design, control algorithms and the 
conclusions [2].  
 

 
 

Fig. 1   The designed OCTAGON  
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2.  Software  Design 
 

 OCTAGON system employs a sophisticated 
application controlling interface created in JAVA as it is a 
fantastic programming language for any application 
software development.  The developed software module for 
controlling the robot is shown in Fig. 5. The software 
module application facilitates the user interaction with 
OCTAGON and has many in built features [8]. The 
software is designed for maximum robot control & working 
efficiency. It is so designed that the user can have complete 
control over each movable part of the robot. Also the user 
can easily maneuver the robot & make it traverse a path 
towards the object to be picked [3]. He can then manipulate 
the different limbs of the robotic arm so that the gripper 
comes closer to the object & eventually picks it up. 
Throughout this process, the software interface guides the 
user through the usage of various parts of the robot & 
provides him with responses from it. 
 

 The features of the developed software for the robot are 
as follows : 
� Start up screen for the software application.  
� Features a complete HELP file, which can be invoked 

from the menu provided. 
� Has a menu, which enables the user to select different 

options.  
� Simple yet powerful interface. 
� Cut - copy - paste instruction function. 
� Facility to save current program. 
� Facility to save current program with a different name.  
� Insert function.  
� Minimization of typing. 
� Editing of program is possible by use of up / down 

buttons. 
� Manual control of each motor 
� Fine positioning of the base, rack, elbow and roll. 
� Facility to rotate the motors clockwise and counter 

clockwise 
� Automatic RESET function to bring the robot to the 

reset/home position on startup. 
� Dynamic reset function to allow the user to bring the 

robot to the reset position at any instant. 
� Auto Teach facility. 
 

Software for octagon manoeuvring : OCTAGON has 
the following additional features, viz., REAL TIME 
MANUAL MODE CONTROL, REAL TIME RUN MODE 
CONTROL, PROGRAMMING INTERFACE, FACILITY 
TO LOOP OPERATIONS, ACCURATE POSITIONING, 
PARALLEL PORT INTERFACE & CONTROL, 
INTELLIGENT PATH DECISION MAKING. The screens 
used in the application are a default screen, which combines 
all the features of the PROGRAMMING MODE, 
MANUAL MODE, RUN MODE and the GRAPHICAL 
MODE [4]. 

 
 

Fig.  2  General  Graphical  User  Interface ( GUI )  for  the  robot  
control  via  JAVA  environment 

 

 
 

Fig. 3  GUI  showing  the  arm  base  motor  in  operation 
 

 
 

Fig. 4   GUI  showing  the  roll  motor  in  operation 
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When the java code is executed, the default GUI screen 
appears as shown in the Fig. 2 is displayed showing all the 
motors status. For activating a particular motion, we can 
navigate to its page by selected the left hand menu.  The 
flow chart for the java code is shown below in Fig. 5.  

 

 
Fig. 5   Flow chart module of software module 

 
3.  Description about the GUI 

The graphical user interface has check-boxes which are 
discussed in details as follows.  
MOTOR SELECTION LIST BOX : 
The screen features a listbox, where the user selects the 
desired motor. The user selects the motor by double-
clicking on the motor name in the list box. 
MOTOR SELECTED TEXT BOX : 
The selected motor is then highlighted and displayed in the 
motor selected textbox.  
DIRECTION OPTION BUTTONS : 
The clockwise option button is enabled by default.  The 
user can change the direction of rotation prior to pressing 
the start button. The user is required to click on the option 
button for selection of the direction. 
 

START BUTTON : 
The START button, when clicked, enables rotation of the 
desired motor. On clicking the start button, all the 
remaining components on the screen except the stop button 
are disabled as a precautionary measure [5]. 
STOP BUTTON : 
The STOP button, when clicked, disables rotation of the 
desired motor by sending byte ‘0’ to the port. On clicking 
the stop button, all the components disabled by the start 
button are re-enabled. 
STATUS SIGNALS and MESSAGES : 
The status signals and messages are an indication, to the 
user, of the motor selected, the direction of rotation and the 
byte sent to the port. 
RESET BUTTON : 
The screen features a reset button that is coded to respond 
to the click event. On clicking the button the software 
brings the robot to the HOME position or reset position. 
The reset is an important function, which is used in 
conjunction with the auto teach facility provided in the 
manual mode screen since it is mandatory that any teaching 
process be preceded by a reset, so that all calculations made 
by the robot software are with respect to the reset position 
of the robot [6]. 
 

Mobile 
(8 motions) 

Arm 
(10 motions) 

Forward Arm base clockwise 
Backward Arm base anticlockwise 
Forward Left Arm shoulder up 
Forward Right Arm shoulder down 
Backward Left Arm elbow up 
Backward Right Arm elbow down 
Spin Clockwise Arm roll clockwise 
Spin Anti-clockwise Arm roll counter-clockwise
 Arm gripper open 
 Arm gripper close 

 

Table 1 : Table to show 18 motions of  OCTAGON 

AUTO TEACH FACILITY : 
The manual mode provides the user with an auto teach 
facility, in which the program calculates the time delays and 
the associated angles, corresponding to the sequence of 
manually activated motors in an operation. 
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4.  JAVA Programming Platform 
JAVA is a simple, object-oriented, network-savvy, 
interpreted, robust, secure, architecture neutral, portable, 
high-performance, multithreaded, dynamic language, which 
provides you with a complete set of tools to simplify rapid 
application development.  We wanted to use a system that 
could be programmed easily without a lot of esoteric 
training and which leveraged today’s standard practice. We 
could have used C, or object-oriented programming 
language C++. But, Java omits many rarely used, poorly 
understood, confusing features of C++ that in our 
experience bring more grief than benefit. These omitted 
features primarily consist of operator overloading multiple 
inheritance, and extensive automatic coercions [7]. 
 

 
Fig. 6  Java  Structure 

 

Octagon uses JNI Technology to access parallel port 
using advanced JAVA. JAVA is Object-Oriented which a 
buzzword in industry is. Object-oriented design is very 
powerful because it facilitates the clean definition of 
interfaces and makes it possible to provide reusable 
“software ics”. Simply stated, object-oriented design is a 
technique that focuses design on the data (=objects) and on 
the interfaces to it. To make an analogy with carpentry, an 
“object-oriented” carpenter would be mostly concerned 
with the chair he was building, and secondarily with the 
tools used to make it; a “non-object-oriented” carpenter 
would think primarily of his tools. Object-oriented design is 
also the mechanism for defining how modules “plug and 
play”.  Java has an extensive library of routines for coping 
easily with TCP/IP protocols like HTTP and FTP. This 
makes creating network connections much easier than in C 
or C++. Java applications can open and access objects 
across the net via URLs with the same ease that 
programmers are used to when accessing a local file 
system. 

Java is intended for writing programs that must be 
reliable in a variety of ways. Java puts a lot of emphasis on 

early checking for possible problems, later dynamic 
(runtime) checking, and eliminating situations that are error 
prone. One of the advantages of a strongly typed language 
(like C++) is that it allows extensive compile-time checking 
so bugs can be found early. Unfortunately, C++ inherits a 
number of loopholes in compile-time checking from C, 
which is relatively lax (particularly method/procedure 
declarations). In Java, we require declarations and do not 
support C-style implicit declarations. The linker 
understands the type system and repeats many of the type 
checks done by the compiler to guard against version 
mismatch problems. The Java Native Interface (JNI) is the 
native programming interface for Java that is part of the 
JDK. By writing programs using the JNI, you ensure that 
your code is completely portable across all platforms. 

 
 

5.  Conclusions 
 

 A user friendly graphical user interface in JAVA 
programming language was developed and the octagon was 
controlled in various modes such as the manual mode, teach 
mode, programming mode, automatic mode.  A number of 
pick and place operations were successfully performed by 
the developed robot by using the above mentioned 4 types 
of modes.  
 

References 
 

[1].  Robert, J.S. (1992), Fundamentals of Robotics : 
Analysis and Control, PHI, New Delhi.  

[2].  Klafter, Thomas and Negin (1990), Robotic 
Engineering PHI, New Delhi.  

[3].  Fu , Gonzalez and Lee (1995), Robotics : Control , 
Sensing , Vision and Intelligence, McGraw Hill, 
Singapore. 

[4].  Ranky, P. G., C. Y. Ho (1998), Robot Modeling, 
Control & Applications”, IFS Publishers, Springer, 
UK.  

[5]. T.C.Manjunath (2005), Fundamentals of Robotics, 
Nandu Publishers, 4th  Revised Edition, Mumbai. 

[6]. T.C.Manjunath (2005), Fast Track To Robotics, Nandu 
Publishers, 2nd Edition, Mumbai.  

[7].  Ranky, P. G., C. Y. Ho (1999), Robot Modeling, 
Control & Applications, IFS Publishers, Springer, UK. 

[8].  Groover, Weiss, Nagel and Odrey (2000), Industrial 
Robotics, McGraw Hill, Singapore. 

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 291



 
 
 
 

 
 
 
 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 292



 
 

 
 
 
 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 293



 
 

 
 
 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 294



 
 

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 295



Intelligent Motor Control Using Advanced Bacterial Foraging Combined With Immune Al-
gorithm 

Dong Hwa Kim*, Jae Hoon Cho*, Yong Dal Kim** 

*Dept. of Instrumentation and Control Eng., Hanbat National University, 
**Dept. of Electrical Eng., Hanbat National University 

16-1 San Duckmyong-Dong Yuseong-Gu, Daejon City, Korea, 305-719. 
E-mail: kimdh@hanbat.ac.kr, Hompage: aialab.net 

Tel: +82-42-821-1170, Fax: +82-821-1164 

Abstract 
 
This paper suggests advanced bacterial foraging strategy 
using membership function of fuzzy logic and clonal 
selection of immune system. Bacteria foraging based 
optimal solution is defined by the positions of each mem-
ber in the population of the S bacteria at the jth chemotac-
tic step, kth reproduction step, and lth elimination-
dispersal event. Therefore, chemotactic step is important 
to have an optimal solution in system. Up to now, a for-
aging strategy uses fixed chemotactic step. This paper 
introduces clonal selection of immune algorithm and 
fuzzy logic into bacterial foraging to enhance running 
speed and patch of optimal condition (e.g., group of ob-
jective with conditions). This approach provides us with 
novel hybrid model based on foraging behavior and 
clonal selection for a higher running time and optimal 
solution. 
 
 
1. introduction 
 
In the last decade, evolutionary computation based ap-
proaches have received increased attention from the engi-
neers dealing with problems which could not be solved 
using conventional problem solving techniques. Natural 
selection are more likely to apply reproductive success to 
have an optimal solution. Since a foraging animal takes 
actions to maximize the energy obtained per unit time 
spent foraging, in the face of constraints presented by its 
own physiology such as, sensing and cognitive capabili-
ties and environment. Evolution can provide optimization 
within these constraints and essentially apply to engineer-
ing field by what is sometimes referring to as an optimal 
foraging policy. That is, optimization models can provide 
for social foraging where groups of parameters communi-
cate to cooperatively forage in engineering. This paper 
provides a brief literature overview of the area of bacte-
rial foraging as it forms the biological foundation for this 
paper. Then, this paper also focuses on dealing with an 
enhanced optimal solution using a hybrid approach con-
sisting of BF (Bacterial Foraging), and CL (Clonal Selec-
tion) and fuzzy logic. Finally, we focus on evidence for 
the proposed hybrid system for indirect vector control of 
induction motor. 

2. Hybrid Optimization Based on Bacteria Forag-
ing and Clonal Selection  

Equation represents the positions of each member in the 
population of the N bacteria at the jth chemotactic step, 
kth reproduction step, and lth elimination-dispersal event. 
Let P(i, j, k, l) denote the cost at the location of the ith 
bacterium ni Rlkj ∈),,(φ , and   

)()((),,(),,1( jiClkjlkj ii ϕφφ +=+= ,         (1) 

so that C(i)>0 is the size of the step taken in the random 
direction specified by the tumble. If at ),,1( lkji +φ  the 
cost J(i, j+1, k, l) is better (lower) than at ),,( lkjiφ , then 
another chemotactic step of size C(i) in this same direc-
tion will be taken and repeated up to a maximum number 
of steps Ns . Ns is the length of the lifetime of the bacteria 
measured by the number of chemotactic steps. Functions 

)(φi
cP , i=1, 2, . . . , S, to model the cell-to-cell signaling 

via an attractant and a repellant is represented by 
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where T
p ][ ,...,1 φφφ =  is a point on the optimization 

domain, attractL  is the depth of the attractant released by 
the cell and attractδ  is a measure of the width of the at-

tractant signal. attractrepellant LK =  is the height of the 

repellant effect magnitude, and attractδ  is a measure of 
the width of the repellant.  

3. Intelligent Vector Control Using Advanced 
Bacteria Foraging Based on Fuzzy Logic and 
Immune Algorithm 

3.1 Vector Control System of Induction Motor 

As the vector controlled induction machine is assumed 
to be current fed from an ideal current controlled PWM 
inverter, operation with constant, rated flux command 
would be discussed. As the indirect vector controller is 
the scheme composed of the appropriate decoupling cir-
cuit for each of the three orientation possibilities such as 
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stator, air-gap, and rotor flux oriented control, it incorpo-
rates only PI speed controller. Decoupling circuits neglect 
iron loss, magnetic saturation and resistance variations 

and have the well-known form, representation of the 
induction machine, in terms of space vectors. 

 
 

Fig. 1. Block diagram of indirect vector PI controller using advanced BF (bacterial foraging) based on fuzzy logic and clonal selec-
tion. 

 
That is, the indirect vector control system neglects the 
core loss. The electrical torque in an induction machine 
can be expressed as: 
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equations for an induction motor in an arbitrary synchronously 
rotating reference frame are given by: 
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where, e
qsi  is torque current, e

dsi  is flux current. When e
dsi  

and e
qsi  is decided by slω , rotor flux position eθ  is given 

by:  
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In indirect vector control, stator current and slip an-

gle slω through eθ  is controlled, then 0=e
qrλ  become [2]. 

3.2 BF-CL based Optimization Tuning of PI Control-
ler for Induction Motor 

This paper describes the method in the form of an algo-
rithm to search optimal value of parameters [11-13]. 
[step 1] Initialize parameters n, N, NC, NS, Nre, Ned, Ped, 
C(i)( i=1,2,…,N), iφ , Where,  n: Dimension of the search 
space, N: The number of bacteria in the population, NC : 
chemotactic steps, Nre : The number of reproduction steps, 
Ned : the number of elimination-dispersal events, Ped : 
elimination-dispersal with probability,  C(i): the size of 
the step taken in the random direction specified by the 
tumble. 
[step 2] Elimination-dispersal loop: l=l+1  
[step 3] Reproduction loop: k=k+1 
[step 4] Chemotaxis loop: j=j+1.  
[step 5]  Compute objection function and store best indi-
viduals in memory cell of clonal selection loop. 
 [substep a] Differentiate clone from memory cell 
 [substep b] Compute objective function for clonal bacte-
ria done cross over and store in memory cell by best 
value order. 
[step 6] Decide search direction of bacteria foraging ac-
tion after objective function in memory cell and objective 
function of [step 5]. 
[step 7] If CNj < , go to step 5. In this case, if chemotaxis 
loop and objective function are satisfied by user, stop 
calculation, otherwise go to [step 5] computing chemo-
taxis loop until the life of the bacteria is over. 
 

29/58

Block diagram of indirect vector PI controller using BFBlock diagram of indirect vector PI controller using BF--CL.CL.
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Table 1. Parameter ranges for Learning of bacteria forag-
ing. 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
[step 8] If reNk < , go to [step 4]. In this case, we have 
not reached the number of specified reproduction steps, 
so we start the next generation in the chemotactic loop. 
[step 9] If edNl < , go to [step 3]. In this case elimina-
tion-dispersal: For ,...,2,1 Ni =  with probability edP , 
eliminate and disperse each bacterium, and this results in 

keeps the number of bacteria in the population constant. 
To do this, if you eliminate a bacterium, simply disperse 
one to a random location on the optimization domain. 
 
In bacterial foraging strategy, because the number of 
elimination-dispersal events and, for each elimination-
dispersal event, each bacterium in the population is sub-
jected to elimination-dispersal (death, then random 
placement of a new bacterium at a random location on the 
optimization domain) with probability, bacterium swim 
straight alternatively running at 10–20 [microsec] and 
tumbling. When the flagella rotate clockwise and coun-
terclockwise, they operate as propellers and hence an E. 
Coli may run or tumble and search avoid unfavorable 
environments. The objective is simply to capture the 
gross characteristics of chemotactic hillclimbing and 
swarming for optimal solution. 
Fig. 2 represents computation procedure of optimal solu-
tion based on BF-CL learning and Table 1 illustrates 
parameter ranges for learning of bacteria foraging. Fig. 3 
shows speed tracking of indirect vector PI controller 
(time: 0~0.13 sec) and Fig. 4 means flux amplitude track-
ing of indirect vector PI controller. Fig. 5 is search proc-
ess for optimal parameters of PI controller using BF-CL 
suggested in this paper. Table 2 represents comparison of 
PI parameters by each method (BF, GA, Proposed algo-
rithm). 
 

  
 
Fig. 2.  Computation procedure of optimal solution  

based on BF-CL learning. 
 

 

Parameters Value 

N: The No. of BF group 100 

Nc : The No. of  chemotaxis loop 300 
Nre : The No. of reproduction 
steps 2 

Ned :   The number of elimination-
dispersal events 5 

Ped : elimination-dispersal with 
probability 0.5 

T: The No. of clones 5 
Tm:  Probability of crossover of 
clone 0.25 

*
mA : Gain margin of plant 2.5 
*
mφ :  Phase margin of plant 45 

Fig. 3. Speed tracking of indirect vector  
PI controller (time : 0~0.13 sec). 

Fig. 4. Flux amplitude tracking of  
indirect vector PI controller. 
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Table 2.  PI parameters for each method. 
 

  
 

Fig. 5. Search process for optimal parameters BF-CL. 
     
 
 

 4. Conclusion 
 
Recent many approaches of evolutionary of intelligence 
algorithms for the evaluation of improved learning algo-
rithm and control engineering have been studying. The 
general problem of evolutionary algorithm based engi-
neering system design has been tackled in various ways 
because of learning time and local or suboptimal solution. 
GA has also been used to optimize nonlinear system 
strategies but it might be local optimized. This paper 
suggests the advanced hybrid system consisting of BF 
(Bacterial foraging Algorithm) and CL (Clonal Selection) 
for PID controller tuning of induction motor control sys-
tem. Ref [13] depicts characteristic to variation of step 
size when generations from 1 to 50 and from 270 to 300, 
respectively. From Ref [13], the bigger step size, the 
convergence is faster. Ref [13] are also showing relation-
ship between objective function and the number of gen-
erations in different chemotactic steps. When the chemo-
tactic step is smaller, the objective function has a faster 
convergence with a small generator. In Ref [13] is show-
ing characteristics between objective function and gen-
erators for different life times Ns of bacteria in the hybrid 
system, GA-BF. In BF system, chemotactic step, total 
number of chemotactic reaction of bacteria, step size, 
basic unit for movement of bacteria Ns, the number of 
critical reaction S, the number of bacteria G, generations 
Mu, mutation Cr, and crossover is very important for 
learning condition. 
Therefore, this paper extends variable step size against 
environmental condition using fuzzy logic and clonal 
selection to illustrate characteristics. This approach pro-
posed in this has the potential to be useful in practical 
optimization problems (e.g., engineering design, online 
distributed optimization in distributed computing and 
cooperative control) as models of social foraging are also 
distributed nongradient optimization methods. It can also 
may be used a wide variety of fruitful research directions 
and ways to improve the models (e.g., modeling more 
dynamics of cell motion).  

Moreover, other species of bacteria or biological based 
computing approach could be studied but it remains to be 
seen how practically useful the optimization algorithms 
are for engineering optimization problems, because they 
depend on the theoretical properties of the algorithm, 
theoretical and empirical comparisons to other methods, 
and extensive evaluation on many benchmark problems 
and real-world problems.  
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Speed control Current control
Method 

Kp Ti Td Td 

Bacterial Foraging 0.98 0.55 4.54 82.72
Genetic Algorithm 0.93 0.76 6.56 114.21

Proposed Algorithm 0.99 0.64 5.32 85.62
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Abstract

The positioning of vehicle is an important part of
control problem. Dead Reckoning is widely used for
positioning of vehicle. However this method has
problems because it accumulates estimation errors.
In this paper, we propose a new method to increase
the accuracy of estimated position using the
U-SAT(Ultrasonic Satellite system). It is shown that
we will be able to estimate the position of vehicle
precisely, in which errors are not accumulated. And
unmanned navigation experiment of the container
transporter, which is one of the part of the
development for the harbor automation project, was
performed in the case that container transporter
moves to the desired trajectory using U-SAT.
Unmanned navigation of container transporter by
using U-SAT is verified by experiments.

1 Introduction

The process of finding vehicle in environment is
a major concern in vehicle navigation. To measure
the position of a vehicle, a variety of studies are
going on and vehicle positioning has been done in
two basic methods. They are not only absolute and
relative positioning but also a combination of them.

The dead-reckoning method has been widely used
as one of the methods of relative positioning.
Dead-reckoning method uses the encoded
information which gains the wheels to determine
the position of the vehicle. But because of wheel
slippage, mechanical tolerance and surface
roughness, this method has its unbounded
accumulation of errors. So the real position is
hardly maintained as it moves longer distance [1].

On the other hand, absolute positioning is
accomplished by using a CCD camera, infrared
light, global positioning system (GPS), and
ultrasonic sensor. Vision system by CCD camera
requires complicated signal processing to analyze
images. In addition, it is expensive and highly
depends on camera calibration and image sensitivity
[2]. Positioning by using infrared light is easy and
inexpensive. However, this method leads to

problems such as low performance and limitations
in terms of its application in an outdoor
environment. The GPS can give accurate information
to identify locations. By a differential GPS, the
accuracy of positioning is also improved. However,
this type of sensor usually provides measurements at
1-10 Hz. This sampling rate may not be sufficient
if the dynamics of a positioning object changes
relatively fast. Besides, it does not operate well in
the place where no GPS satellite signal is available
or where there are less than four visible satellites
[3]. In addition, pseudo-satellites for indoor or
outdoor places have been researched. Ultrasonic
ranging systems, which are similar to the basic
concept of GPS, have advantages such as low costs
and a high update rate a disadvantage is its low
accuracy which is caused by air turbulence,
humidity, temperature dependence, transmitter
misalignment and transmitter bandwidth [4]. In
contrast to the conventional GPS, it is possible to
build up cell structures in widely ramified buildings.

In the measurement of the distance using direct
ultrasonic waves, the method with high precision is
proposed [5]. Absolute positioning system using
ultrasonic sensors based on this method is
represented as U-SAT (Ultrasonic Satellites). So in
order to evaluate the performance of U-SAT, it is
compared with RTK-DGPS that is more accurate
than any other absolute positioning system. The
possibility of using U-SAT as pseudolites in the
place where GPS is not available is discussed. And
unmanned navigation experiment of the container
transporter, which is one of the part of the
development for the harbor automation project, was
performed in the case that container transporter
moves to the desired trajectory using U-SAT.
Unmanned navigation of container transporter by
using U-SAT is verified by experiments.

2 Concept of U-SAT

The measurement of the distance using the
ultrasonic waves is calculated with sound velocity
and the delivering time. TOF (Time of Flight) is
defined as the time difference between transmitter
and receiver. It is shown in Fig.1. The distance is
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Using U-SAT(Ultrasonic Satellite System)

Kil Soo Lee, Su Yong Kim,
Taek Young Shin

Department of Mechanical and
Intelligent Systems Engineering

Pusan National University
Busan, 609-735, KOREA

Jung Min Lee
Automation System R&D Team

SAMSUNG ELECTRONICS CO.,LTD,
416, Maetan-3Dong, Yeongtodng-Gu,
Suwon-City, Gyeonggi-Do, 443-742

KOREA

Man Hyung Lee
School of Mechanical

Engineering, Pusan
National University,

Busan, 609-735, KOREA

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 300



Fig.1 Definition of TOF

determined in Equation (2) and sound velocity is
represented as a function of temperature.

2 1TOF T T= − (1)
0d c TOF d= × + (2)

331.5 0.60714c T= + (3)

Where, d is distance and c is sound velocity in the
air temperature of T.

This shows the detection accuracy of about 2mm
by the ultrasonic frequency detection method [5].
And the distance between separated transmitter and
receiver is calculated by direct ultrasonic waves.
U-SAT is based on this method. Ultrasonic
transmitters function as ultrasonic satellites and
locate on the fixed places whose coordinates are
known. So ultrasonic receivers receive ultrasonic
waves transferred from ultrasonic satellites and the
distance between ultrasonic receivers and ultrasonic
satellites is calculated. The basic idea of U-SAT is
similar to that of GPS. Although ultrasonic receivers
exist in the ultrasonic satellites, the position of
ultrasonic receiver is calculated respectively.
Therefore multiple mobile robots can be used.

In Fig.2, U-SAT consists of four ultrasonic
satellites. In order to calculate the distance using
ultrasonic waves, the time when ultrasonic satellite
radiates ultrasonic waves must be measured. U-SAT
does not inform the transmission time. So
transmission time is known by using RF signal.
U-SAT calculates the distance by measuring the
time when the ultrasonic waves is received. It is
supposed that there is no time delay during
receiving RF signal. In Fig.2, U-SAT transmitter (1)
transfers synchronized RF signals to other U-SAT
transmitters and U-SAT receiver at the period of
83ms. They receive synchronized RF signals and
find when ultrasonic waves are radiated. In
accordance with this period, ultrasonic satellites
radiate ultrasonic waves by turns and U-SAT
receiver calculates the distance by using Equation
(2). Synchronized RF signals are transferred with
the period of 83ms in order to avoid the
interference of ultrasonic waves and the influence of
the reflection of them and this period can be
flexibly regulated according to the environment.

Fig.3 shows the timing diagram for ultrasonic
receiver to be synchronized by RF signal. After
U-SAT receiver receives ultrasonic waves which
radiated ultrasonic satellites respectively, each
distance d1, d2, d3, and d4 between ultrasonic
radiated ultrasonic satellites respectively, each
distance d1, d2, d3, and d4 between ultrasonic

Fig.2 System description

Fig.3 Timing diagram

Fig.4 RTK-DGPS

waves and its satellites are calculated. The
coordinate of the ultrasonic receiver can be obtained
by L.M.S (Least Mean Square method). The
sampling time of GPS is 1Hz while that of U-SAT
is 3Hz shown in Fig.3. Since U-SAT is more
flexible and faster than GPS, it can frequently
acquire the position information.

3 RTK-DGPS

GPS is a space-based positioning, navigation, and
timing system developed by U.S. Department of
Defense (DoD). GPS receiver receives GPS signals
from more than four GPS satellites and calculates
its position real time. But it doesn’t function well
in the place where GPS satellite signal doesn’t
reach or visible satellites are less than four.

In order to increase the accuracy of the position
error, DGPS is most frequently studied around the
world. Usually, code differential positioning can
satisfy positioning accuracy of meter level, while
carrier phase differential positioning can achieve
positioning accuracy of centimeter level for the
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real-time positioning in three dimensions. RTK
realizes real-time positioning by the carrier-phase
differencing algorithm in moving. As shown in
Fig.4, its principle is that, the reference station
transmits the collected raw carrier-phase and
pseudorange measurements to the rover station, thus
the rover station can calculate the coordinate by
differencing algorithm. The accuracy of RTK-DGPS
used in this experiment is 1.6 cm.

4 System Configuration

A system configuration is shown in Fig.5 in
order to analyze the performance of U-SAT using
DGPS. Four U-SAT transmitters are located on the
four points of the rectangular in 1m height whose
length and width are 5m and 3m respectively. And
they are the ultrasonic receiver, GPS receiver, and
the turntable which is used to evaluate the position
information of U-SAT and GPS. The turntable
rotates constant speed in proportion to the voltage
and the length of the arms installed at the turntable
is 1m. GPS and the ultra-sonic receiver are
connected with the turntable by the arms on both
sides. The performance of U-SAT using DGPS is
analyzed. So the accuracy of U-SAT has been
estimated comparing with GPS.

5 Experimental Results

In this experiment, the position information of
GPS and U-SAT is respectively measured using the
consisted experimental system. Since two positions
information are represented in different coordinate
system, centers of the circle created by each
position information are accorded using
transformation.

First the GPS and U-SAT receiver is fixed and
the static position is measured during a few
minutes. Shown in Fig.6, the errors of U-SAT are
wider range than those of GPS. However the
position information of GPS and U-SAT does not
obtain the accumulative errors. Second in case the
turntable rotates the constant speed the position
information of U-SAT is compared with that of
GPS. The experiment has been implemented at
constant speed of 0.1 m/s, 0.2 m/s, 0.3 m/s, and
0.4 m/s. The circles of the position information
using GPS and U-SAT are U-SAT does not obtain
the accumulative errors. Second in case the turntable
rotates the constant speed the position information
of U-SAT is compared with that of GPS. The
experiment has been implemented at constant speed
of 0.1 m/s, 0.2 m/s, 0.3 m/s, and 0.4 m/s. The
circles of the position information using GPS and
U-SAT are shown in Fig.7.

In Fig.7, The errors of GPS are not influenced
by the speed but those of U-SAT are increased as
the speed is increased. Since the four U-SAT
transmitters radiate ultrasonic waves by turns, the
receiver can determine the position after U-SAT
receiver finishes receiving the signals from all four

Fig.5 Experiment configuration

Fig.6 Experimental results of the static position
(GPS: +, U-SAT: o)

Fig.7 Experimental results of the dynamic position
(GPS: +, U-SAT: line)

transmitters. Therefore the errors of U-SAT are
influenced by the speed. It causes many problems at
the high speed. To solve this problem, the sampling
time of the system should be change or more
U-SAT transmitters have to be used for faster
reception. At the above experiment, the performance
of GPS is better than that of U-SAT. However,
U-SAT shows a good performance concerning price
and has an improvement possibility through more
researches. In case that several U-SAT receivers
exist, the position of U-SAT receiver can be
calculated respectively. Therefore U-SAT is very
suitable for pseudolite system in the place where
GPS is not available. Although U-SAT is affected
by the condition of the outdoor environment, it is
more stable at the indoor environment.

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 302



U-SAT 
Receiver

Controller  
Board

Fig.8 Configuration of the container transporter

Fig.9 Unmanned navigation of the container
transporter

6 Unmanned navigation of the container
transporter

Fig.8 depicts the configuration of the container
transporter. Two ultrasonic receivers are mounted on
the container transporter so that they can obtain the
position information and orientation. The localization
information is sent to PC via bluetooth. And PC
executes its trajectory tracking control. So the
container transporter moves along the reference path
in a counterclockwise direction. As seen in Fig.9,
the reference path is situated on the twenty target
points on a track [6].

Experiment was conducted in order to verify that
the container transporter can move accurately along
the reference path using U-SAT. lateral controller is
designed as PID controller. Fig.9 shows the
experimental result. A maximum translational
velocity of 0.3m/s was used for this experiment,
resulting in a maximum error of 5cm for this run.
Experimental result shows that the container
transporter is navigated precisely along the reference
path. And the accumulative error can be eliminated
for this method using U-SAT. The experimental
result shows good performance and is acceptable.

7 Conclusion

In this paper, the performance of U-SAT has

been evaluated using RTK-DGPS that is more
accurate than any other absolute positioning system.
Though the performance of RTK-DGPS is better
than that of U-SAT, the result of U-SAT is also
acceptable. In case of the vehicle which moves
slowly or stops, the position information guarantees
very stable performance. In Addition, U-SAT can be
used as a proper system in the place where GPS is
not available, such as indoor area. Finally
Experiments were performed in the case that the
container transporter moves to the target point using
U-SAT. The container transporter can move
accurately along the reference path using U-SAT.
As a result of experiment, unmanned navigation of
the container transporter using U-SAT shows good
performance and is suitable. There exist many
problems mentioned above to solve such influences
of speed and environmental conditions. Many
researches are being implemented to improve the
accuracy of U-SAT.
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Abstract 
 

A spreader pose control system using dual-electric 
compasses has been implemented by measuring the skew 
angle of the spreader with dual-electric compasses. In the 
conventional spreader pose measurement, CCD cameras, 
laser sensors or tilt sensors are mostly used. However 
those sensors are not only sensitive to the weather and 
disturbances but also expensive to build the system. To 
overcome the shortcomings, an inexpensive and efficient 
system to control the spreader pose has been 
implemented using the dual-magnetic compasses. Since 
the spreader iron-structures are noise sources to the 
magnetic compass, it is not considered to use the 
magnetic compass to measure the orientation of the 
spreader. An algorithm to eliminate the interferences of 
metal structures to the dual compasses has been 
developed in this paper. The 10:1 reduction model of a 
spreader control system is implemented and the control 
performance is demonstrated to show the effectiveness of 
the dual-magnetic compasses proposed in this research. 
 

Keyword: Magnetic compass, Dual compass, 
Electronic compass, Spreader, Skew angle 
 
 
1. Introduction  
 

Many of hub-ports are trying to develop a fully 
automated loading/unloading system to escape from the 
heavy human work loads. Main technologies for the 
successful management of the automated port are the 
automated loading/unloading using cranes and the 
automated navigation of carrying vehicles.  

Especially the loading/unloading time is a crucial 
factor for the ship staying at a port. The two types of 
containers, 20 ft and 40 ft, are handled by the specialized 
equipment. Main equipments are a container crane and a 
yard crane. The container crane speed is one of the most 
important in determining the container processing 
capability of a port.  The yard crane is carrying the 
containers to stock and to load on the carrying vehicle. 
Both of these two cranes have the same structures of a 
horizontal-motion trolley and a vertical-motion spreader, 
and carry the containers to a desired location. 

To load or unload the containers precisely, the pose 
control of the spreader is essential with the precise 
measurement of the skew and sway angles. The precise 

pose measurement reduces the monitoring operator’s 
care about the unmanned crane in the automated port[1].  
For the spreader pose measurement, CCD cameras, 
lasers, and tilt sensors mainly have been utilized in the 
most operating automated ports[2-4]. However, there are 
some limitations in using the conventional sensors for 
the measurement of spreader pose. The CCD cameras 
require the image processing procedures which take a lot 
of time, and the images are very sensitive to weather 
conditions. The laser sensors are very expensive and 
have the dead angle in measuring skew angles. 

In this paper, the spreader orientation is measured and 
controlled by using the dual electric compasses which 
are robust against the iron structures. In general, the 
compass is very sensitive to the iron structures, and it 
cannot be used near at the iron structure. Using the dual 
electric compasses, the sensitiveness to the iron 
structures has been eliminated and also the disturbances 
from the neighboring objects have been filtered out[5,6] 
to achieve the skew angle control. Section 2 introduces 
the conventional usage of the electric compass. In 
section 3, the principle of the dual-electric compasses 
proposed in this paper have been described. Section 4 
analyzes the experimental results, and section 5 
concludes this paper and indicates future works on this 
topic.  
 
 
2. Single Compass Compensation 
 

There are three basic compensations required for the 
compass: zero-offset, output sensitivity variation, and 
non-orthogonal error. The error compensation techniques 
are explained for the general single compass.  
 
2.1 Zero-offset   
 

The output offset of the compass comes from the 
device itself and from the amplifier. The offset depends 
on the sensor tolerance and temperature, and the offset 
value is obtained as   

2/)( min,max, yxyxoffset VVV −=       (1) 

where is zero when there is neither 
disturbance nor device-offset. 

offsetV

Using the offset value, the output is corrected as 

offsetoutputyxcorrectedyx VVV −= ,, .      (2) 
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2.2 Output sensitivity variation 
 

The two sensors for x- and y-axis may have different 
sensitivity to magnetism and amplification factors. The 
errors can be compensated by using scale factors. That is, 
when the scale factor for x-axes is represented 
as, , then the scale factor for y-axes, can be 

represented as 

1=xVS yVS

minmax

minmax

xx

yy
V VV

VV
S

y −

−
= .    (3) 

Using the scale factor for y-axes, , the outputs 

along x- and y-axis are matched to represent the azimuth 
angle correctly. 

yVS

  
2.3 Non-orthogonal error 
 

In the manufacturing process of the sensor, the non-
orthogonal error of up to  exists. The error can be 
represented as  

°2

)sin(max βα +⋅=VVy         (4a) 

αcosmax ⋅=VVx .             (4b) 

From Eq’s. (4a) and (4b), α and  β  can be 
obtained. Therefore the corrected y-axis output can be 
obtained as  

β
β

tan
cos

⋅−= x
y

correctedy V
V

V .      (5) 

 
 
3. Dual Compass Compensation 
 

The compass is very sensitive to the interferences 
from magnetic materials. To resolve this shortcoming, in 
this approach, dual compasses arranged in phase 
difference have been utilized as shown in Fig. 1.  

°180

 
3.1 Output phase error 
 

The interference from the metal-structures to the two 
sensors in phase difference can be modeled and 
compared with the earth magnetism in Fig. 1.  

°180

The spread magnetism represents the magnetism of 
the iron structures which are magnetized by the earth 
magnetism. The interference results in the addition to 
one sensor and the subtraction to the other phase 
difference sensor with the earth magnetism. If there 
exists only the pure earth magnetism, the addition of the 
two x- and y-axis outputs of the two compasses is zero. 

°180

However by the effects of the interference, the 
summation is not zero in the metal-structures normally. 
This compensation algorithm for this interference has 
been developed in this paper and will be described in 
detail in the following subsection. 

 
Fig. 1. Relation between earth magnetism and the 
interference. 
 
3.2 Output amplitude compensation 
 

The outputs of the dual compasses are recorded on the 
metal-structure to be used while the structure is rotated 
by , the results are represented as two circles in Fig. 
2.  To remove out the interference effects, the two 
circles are properly shifted to the center and to match the 
radii of the circles to the same.  

°360

 

 
Fig. 2. Change of magnetized circles with metal-
structures. 
 

Through this compensation process, the interference 
from the metal-structure is pre-specified and the results 
can be utilized for the real-time interference 
compensation. 

The normalization process for the two compass 
outputs starts with the measured offset value as follows: 

 

1 1max 1r oV V V= − ffset      (6a) 

       2 2 max 2r offsetV V           (6b) V= −
 

where and are the maximum values 

obtained from Fig. 2,  

1maxV 2 maxV

1 , 1 ,

2 2
1 x offset y offsetoffsetV V and V+

2 , 2 ,

2 2
2 x offset y offsetoffsetV V V+ . Now the scale factor for 

the sensor 2 can be defined, assuming V1 1sf = as 
follows: 
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1
2

2

r
sf

r

VV
V

= .          (7) 

Therefore the normalized x-directional output can be 
obtained as 

1 1 1,x corrected x x offsetV V V= −           (8a) 

2 2 2,( ) 2x corrected x x offset sfV V V= − ⋅V .  (8b) 
Note that the y-directional output can be also obtained 

by replacing x as y in equations (8a) and (8b). 
Through the process, the magnetized circle can be 
moved to the origin of the measuring coordinates.  
 
3.3 Disturbance compensation 
 

The interference from the neighboring structures 
cannot be filtered out on the real time with only a single 
compass. In this approach, using the dual compasses, the 
interference is eliminated.  

To implement a stable skew angle measuring system 
using the dual compasses, here the rejection of dynamic 
disturbances using the dual-compasses has been 
proposed. By the Eq. (8), the two magnetized circles are 
normalized, and the two circles may have exactly same 
outputs when there is no disturbance. When there exists 
disturbing magnetism, the rotation of θ  does not result 
in the same variations in both compasses. Instead, the 
compasses have the azimuth angles of ρ and σ  which 
do not have phase difference but have  °180 ε  error.  

The x and y directional error components can be 
obtained from the outputs of the dual compasses, 
respectively, as  

       1

2
2x x

x
V Verror +

=            (9a) 

1

2
y y

y

V V
error

+
= 2

1

           (9b) 

where 1 2, ,x x yV V V and  are x and y directional 
outputs of sensors 1 and 2, respectively. The magnetized 
circle can be described by the radius and phase as 
follows: 

2yV

          2 2
x yR V V= +           (10a) 

            1tan y

x

V
V

θ −= .           (10b) 

Since the radius is not constant by the disturbance, the 
shape of the magnetized circles becomes ellipsoid with 
this disturbance.  
 
 
4. Experiments and Results 
 

In this section, the constitution of the experimental 
equipment has been illustrated, which measures and 
controls the skew angle of the 10:1 reduction model 
spreader. The dual compasses are utilized for the angle 
measurements and the control results show that the 

control accuracy with the dual compasses is high enough 
to be used for the spreader pose control within the flipper 
error tolerance.  
 
4.1 Experimental environment 
 

Since there were some difficulties in feeding the 
control cables on the center of the model spreader, the 
compasses are installed at each end of the spreader 
symmetrically. By the experiment 1, the compasses 
become ready to be used by compensating all the offsets. 
In the experiment 2, the structural inference is added by 
putting the two compasses on the metal-frame.   

For the calibration process, a motor is installed at the 
bottom of the spread and its angle is controlled according 
to the encoder value.  
  
4.2 Error compensation 
 

By the first experiment, the magnetized circles before 
and after compensation have been drawn in Fig. 3(a) and 
Fig. 3(b), respectively. 

The magnetic field intensity has been increased at a 
compass while for the other has been decreased. Also the 
interference is not constant so that the magnetized circles 
become ellipsoids as expected.  
 

 
 (a). Before interference compensation. 
 

 
(b). After interference compensation 
 
Fig. 3. Dual compass output. 
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4.3 Skew angle measurement 
 

The spreaders of the crane operating in the harbors can 
be rotated about during the loading and unloading 
operations. And the allowable angle error for both of 20 
ft and 40 ft containers are  for the normal 
loading/unloading operations. Therefore for the fully 
automated crane, the skew angle error should be kept 
within  by the control system.   

°±15

°1

°1
Using the single compass, the skew angle of the 

spreader which is rotated  has been measured and 
recorded in Fig. 4.  

°±15

 

 
Fig. 4. Experiments of measuring of skew angle. 
  

Notice that for the error measurement, the high 
precision encoder data have been used as the reference 
values. As it is illustrated in Fig. 4, the skew angle 
measurement by the single compass has the maximum 

 error which is out of the allowable angle error for 
the flipper. There is no effective scheme to reduce this 
error so far.  

°4

When the dual compasses have been used for the skew 
angle measurements, there was nearly recognizable error 
in Fig. 5. With the dual compasses, the maximum 
measurement error for the skew angle is less than . 
Therefore it is precise enough to be utilized to control the 
pose of the spreader as a skew angle sensor. 

°5.0

 

 
Fig. 5. Experiment of skew angle. 
 
 
5. Conclusions 
 

The spreader pose control system has been 
implemented by using the dual-electric compasses which 
are robust against both the structural interference and 

dynamic disturbances. The skew angle control is the 
most difficult problem in the control of the spreader for 
the loading/unloading operations since there is not any 
suitable sensor for the measurement of the skew angle. 
With the development of the dual-electric compasses, the 
automated crane can be robust against the weather 
conditions and be a precise and economical system. In 
the compensation processes, there were magnetic 
hysteresis which can be modeled and eliminated to 
improve the accuracy as a future research.   
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Abstract

In this paper, we propose the technique of the sen-
sor data mining by the P2P (Peer-to-Peer) network.
The mechanism that it is possible to share on the P2P
network is considered by receiving information from
the sensor by the P2P application. Searching request
for sensor unit and mining the sensor data does on
the P2P application. We consider that the proposed
technique is applied to the school environment mea-
surement system. In its system, sensor units are ar-
ranged on campus, user can measure room’s temper-
ature and humidity. The temperature sensor and the
humidity sensor are implemented in a microcomputer
board that can connect to the Internet, and we define
the microcomputer board as a sensor unit. We con-
struct the P2P sensor network on which a PC accesses
the sensor unit and P2P application on its PC uploads
on the P2P network. The P2P network becomes possi-
ble disclosing sensor information after more advanced
processing is given by thinking as P2P application not
the sensor unit but on the sensor unit and PC.

Keyword:

Sensor Data Mining System, P2P, JXTA, School
Temperature Measurement System

1 Introduction

Recently, we can obtain various data easily by a
high performance of computer and the Internet. Data
mining that extracted significant knowledge from a
large amount of data become popular. The technique
for applying data mining to text information such as
Web page is developed recently though the data stored
in databases was targeted in normal data mining. In
the Internet, various time series data can be obtained.
For instance, the image data of the weather satellite
and the data of various sensors can be obtained. The

feature of these data is continuous data in the time se-
ries. The techniques which applied data mining from
databases are used for time series data, but some tech-
niques were improved for time series data.

The digital measurements of the temperature and
humidity, etc. become possible, and connecting the
system that acquired the measured data on the net-
work becomes possible. However, there are many mea-
surement systems which are rich systems that are used
sensors on PC or which are cheap microcomputer sys-
tems that need to construct a special network for the
sensor network. We propose the sensor network sys-
tem using the microcomputer board that can connect
to the Internet. This proposed system can acquire in-
formation from the sensor of the microcomputer group
arranged on the network, and can view collected infor-
mation on Web browser.

In KES2006 [1], it was shown to be able to construct
easily the microcomputer’s sensor network which was
combined microcomputer modules (Micro Cube) and
the database server and the Web application server.
The system that measured the room temperature in
school campus was constructed, it has run for four
months, and the effectiveness is verified.

In this paper, we propose the technique of the sen-
sor data mining by the P2P (Peer-to-Peer) network.
The mechanism that it is possible to share on the P2P
network is considered by receiving information from
the sensor by the P2P application. Searching request
for sensor unit and mining the sensor data does on
the P2P application. The advantage of P2P system
is scalability of the number of sensors. It becomes to
be able to correspond to the change in the number of
sensors easily by constructing the sensor network on
the P2P network.

Chapter 2 describes the sensor module using Mi-
cro Cube. Chapter 3 describes the composition of
the sensor network as server-client system. We de-
scribe the installation of Micro Cube, the server and
the client and the technique of collecting and viewing
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data. Chapter 4 describes the P2P sensor data min-
ing system. In chapter 5, we describe construction of
our proposed system, and discuss about the problem
when constructing sensor network. Section 6 describes
conclusion and enhancing in a future.

2 Sensor Module

In this section, we describe proposed sensor module.

2.1 Outline of Micro Cube

The Micro Cube is a board computer and is com-
posed of several stackable boards [2, 3]. Fig. 1 is a
photo showing one of the combinations of stacked Mi-
cro Cube. It has a CPU board with a RENESAS H8
CPU and a TCP/IP Protocol stack. Stackable boards
can vary as follows: Ethernet LAN board, compact
flash board, PCMCIA board, serial board (RS232C
and RS422) and so on. Since the different combina-
tions of stackable boards make a seamless connection
with the sensors, users can structure an ad hoc sensor
network very easily. To get sensor information through
the Internet, HTTP is also employed so that user can
get data via a standard Web browser.

Figure 1: Photo of a Stacked Micro Cube

2.2 Instrumentation of the present sys-
tem

The Micro Cube used in the system to get the infor-
mation of room condition is composed of the H8/3069
CPU board, LAN board, and special sensor board.
The special sensor board is utilized the board used of
the programming practice class in Future University-
Hakodate. (The sensor board is shown in Fig. 1) Fu-
ture University-Hakodate has the programming prac-
tice class with the microcomputer and assembler lan-
guage as “Media Architecture Practice II”. The spe-
cial board for Micro Cube was designed for its prac-
tice class. The push switch, the thermally sensitive

resistor (temperature sensor), and CdS sensor (opti-
cal sensor) were attached on this board as an input.
Moreover, four digits seven-segments LED and four
two-color LED were attached as an output. Because
an accurate temperature measurement using the ther-
mally sensitive resistor is difficult, a digital sensor is
added in this board for our experiment. Humidity
can be also measured in this digital sensor. Only the
temperature data is acquired this experiment though
some sensors are attached on the board. The exchange
and the addition of the sensor can be easily done by
exchanging the sensor boards.

To confirm the measurement data easily, the mea-
sured temperature was displayed in seven-segments
LED. Moreover, data can be got by HTTP though
the network. When only one sensor module runs, the
user can display a present temperature when the user
accesses it using Web browser.

3 Network Configuration

The sensor network was constructed by using the
microcomputer that explained in Chapter 2. Fig. 2
shows the composition of the constructed sensor net-
work system. First of all, we constructed proposed
sensor network system as server-client system.

�micro
Cube

�micro
Cube

�micro
Cube

Router

Campus Network

DB/Web
Server

Web
Browser

Figure 2: Network Configuration

The used software is shown below (see table 1). The
data store part is implemented by Perl, and the data
display part is implemented by JSP.

The following steps shows the steps of the collection
of data and the display stored data.

1. Data storage
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Table 1: Software used in the web database server

System Software
OS Red Hat Linux release 9
HTTP Apache 2.0.40
Database PostgreSQL 7.3.2
Software codes Tomcat 5.0.28 and Perl 5.8.0

(a) The Perl script accesses to URL of Micro
Cube.

(b) Micro Cube returns the measurement result
by HTML format.

(c) HTML is parsed, and necessary data is pre-
served in the database.

2. Data browse

(a) URL of the server is opened from a Web
browser.

(b) JSP accesses the database.

(c) Necessary data is acquired from the
database.

(d) The result is processed to the graph and dis-
played it on a browser.

The micro cube arranged in school is connected
with campus network (LAN). The data of each sen-
sor module is acquired with the server set up on the
campus network at regular intervals, and stores in the
database. In this experiment, data is acquired from
the sensor module every ten minutes. The acquired
data is processed with the Web application server set
up on the same server, and can be displayed from Web
browser of PC on the campus network.

At first, Micro Cube connected to campus network
by arranging it in the router because the router had
not been exceeded in LAN of the micro cube. After-
wards, connecting Micro Cube to the campus network
even if we modified the program, and the router is
not set up became possible so that the router was ex-
ceeded.

4 P2P Data Mining System

In this paper, we propose the technique of the sen-
sor data mining by the P2P (Peer-to-Peer) network.
The mechanism that it is possible to share on the P2P
network is considered by receiving information from
the sensor by the P2P application. Searching request

for sensor unit and mining the sensor data does on
the P2P application. The advantage of P2P system
is scalability of the number of sensors. It becomes to
be able to correspond to the change in the number of
sensors easily by constructing the sensor network on
the P2P network.

We consider that the proposed technique is applied
to the school environment measurement system. In
its system, sensor units are arranged on campus, user
can measure room’s temperature and humidity. The
temperature sensor and the humidity sensor are imple-
mented in a microcomputer board that can connect to
the Internet, and we define the microcomputer board
as a sensor unit. We construct the P2P sensor net-
work on which a PC accesses the sensor unit and P2P
application on its PC uploads on the P2P network.
The P2P network becomes possible disclosing sensor
information after more advanced processing is given
by thinking as P2P application not the sensor unit
but on the sensor unit and PC. Moreover, even if one-
sensor unit-one peer is not allocated, it is also possible
to arrange peer that integrates some sensor units on
the network. We construct P2P sensor data mining
system used Micro Cube as sensor units and JXTA as
P2P platform.

The sensor data constructs the system that can flex-
ibly correspond also to the different kind sensor data
by using the XML form. The advantage of the pro-
posal approach is that it is easy to correspond to the
change in the number of data sources. The change of
the system is not to hard even when the composition
of the sensor changes. Moreover, the data acquisition
system from the sensor in the remote place can be
easily constructed by constructing the system on the
Internet.

5 Experimental Results

The system that explained in Chapter 3 was actu-
ally constructed. The system is constructed in De-
cember, 2005, and it is running at November, 2006.
Because a lot of modules were able to be reused, the
time that had constructed to development was about
one week.

Some data display examples are shown as follows.
(See Fig. 3) The displayed data can be switched to
all or a part of room. The displayed range can be
switched to a day, a week, a month, or all. Fig. 3
shows all data in one chart, and Fig.

At first, Micro Cube connected to campus network
by arranging it in the router because the router had
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Figure 3: All Data in One Chart

not been exceeded in LAN of the micro cube. How-
ever, data might not be able to be acquired normally
when some router’s passing. Then, connecting Micro
Cube to the campus network even if we modified the
program, and the router is not set up became possible
so that the router was exceeded.

It took time to divide the problem when data was
not able to be acquired normally because Micro Cube
connected to the campus network. Then, the problem
was considered in cooperation with SE that resided
in school. For the exceeding router problem, we con-
structed some environment, such as the dummy server
with the PC-UNIX server, passing the router setting,
bypassing the router setting, and it undertook the res-
olution of a problem while capturing the packet that
flowed in the network.

Because data began to collect, temperature data is
scheduled to be analyzed in the future.

6 Conclusion

We proposed the technique of the sensor data min-
ing by the P2P for the sensor network system using
the microcomputer board that can connect to the In-
ternet. This proposed system can acquire information
from the sensor of the microcomputer group arranged
on the network, and can view collected information on
Web browser. It was shown to be able to construct
easily the microcomputer’s sensor network which is
combined microcomputer modules (Micro Cube) and
the database server and the Web application server.
The system that measured the room temperature in
school campus was constructed, it has run for about

one year, and the effectiveness was verified. We also
proposed P2P sensor data mining system. Because
data began to collect, temperature data is scheduled
to be analyzed in the future. In the analysis of data, it
is thought that it is possible to refer to a technique of
the multiagent base [4, 5] and an analytical technique
of the analysis of the fixed point observation data [6].
We descussed P2P sensor data mining system with
microcomputers and JXTA.

The system that expands acquired more different
type of sensor information will be constructed, and
then, obtained data is scheduled to be analyzed in the
future. In addition, we want to attach the IR I/O
module on the microcomputer board, and to do the
research for the ubiquitous computing of the indoor
environment controlling.
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Abstract
Humans can generate accurate and appropriate mo-

tor commands in various and even uncertain environ-
ments. MOSAIC (MOdular Sellection And Identifica-
tion for Control) was originally proposed to describe
such human ability, but it includes some complex and
heuristic procedures. In this article, we present an
alternative and probabilistic model of MOSAIC (p-
MOSAIC) as a mixture of normal distributions, and
an online EM-based learning method for its predic-
tors and controllers. A theoretical consideration shows
that the learning rule of p-MOSAIC corresponds to
that of MOSAIC except for some points mostly re-
lated to the learning of controllers. The results of ex-
periments using synthetic datasets demonstrate some
practical advantages of p-MOSAIC. One is that the
learning rule of p-MOSAIC stabilizes the estimation
of “responsibility.” Another is that p-MOSAIC real-
izes accurate control and robust parameter learning
in comparison to the original MOSAIC, especially in
noisy environments, due to the direct incorporation of
the noise into the model.

1 Introduction

Humans have the remarkable ability to generate ac-
curate and appropriate motor commands in various
and even uncertain environments. Studies of human
motor controls have shown that dis-adaptation and re-
adaptation to a learned environment are more rapid
than adaptation to a novel environment [5], implying
that the human motor control could be performed by
a modular structure consisting of multiple controllers
each adapting to a specific environment.

MOSAIC [1] was originally proposed to model the
motor control system with such a modular structure.
In MOSAIC, each controller is coupled with a corre-
sponding predictor, and a motor command is deter-
mined by a weighted mean of outputs of multiple con-
trollers, where the weight for each controller (responsi-
bility) is estimated based on the prediction error of the
corresponding predictor. However, MOSAIC includes

some complex and heuristic procedures that make it
difficult to understand the model.

In this study, we re-formulate MOSAIC as a prob-
abilistic model in order to construct an easily under-
standable framework. Parameters of predictors and
controllers are estimated by the online EM algorithm
[4], which maximizes the log-likelihood of the model,
given the history of control results. We also show re-
sults of computer simulations in which behaviors of re-
sponsibility and controller learning of p-MOSAIC are
compared with those of MOSAIC.

2 MOSAIC

We consider a situation where the dynamics of the
motor system is given by a discrete-time system:

x̃t+1 = Φ(x̃t, ut),

where x̃t and ut are the system state and the applied
motor command, respectively, at time t. The task of
the motor control is to make the system state x̃t to
keep on a given trajectory x∗

t .
To perform the control task, we assume M pairs of a

controller and a predictor. The aim of the controller is
to generate an appropriate motor command ut which
produces the desired state x∗

t+1. We assume that an
output of the i-th controller is represented as

ψi,t = ψ(x̃t, x
∗
t+1; vi),

where vi is the parameter of the i-th controller. The
objective of the predictor is to accurately predict the
system state at the next time step, and an output of
the i-th predictor is given by

φi,t = φ(x̃t−1, ut−1; wi),

where wi is the variable parameter of the i-th predic-
tor. Because there are M pairs of a controller and
a predictor, the responsibility for each controller (and
predictor) should be defined. The responsibility signal
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λi,t for the i-th pair is defined by

λi,t =
exp(−|x̃t − φi,t|2/σ2)λ̂i,t∑M

j=1 exp(−|x̃t − φj,t|2/σ2)λ̂j,t

, (1)

where σ is a constant and λ̂i,t is a rough prediction of
the responsibility signal λi,t which is typically given
as a constant (then ignored). The responsibility rep-
resents how well each predictor reproduces the target
dynamics, then an overall motor command ũt at time
t is given by a linear combination of outputs ψi,t of
the M controllers as

ũt =
M∑
i=1

λi,tψi,t + ufb
t . (2)

Here, ufb
t is a feedback motor command, which is as-

sumed to be produced by a PID or PAD controller,
based on the difference between x∗

t and x̃t.
MOSAIC is trained by updating the parameters of

controllers and predictors. A learning rule is given by

∆vi = κλi,t
∂ψi,t

∂vi
(u∗

t − ψi,t) (3)

∆wi = κλi,t
∂φi,t

∂wi
(x̃t − φi,t), (4)

where ∆vi and ∆wi are the updates of parameters
vi, wi in a single learning step, κ is the learning rate,
and u∗

t is the desired motor command. Although it is
assumed that the desired motor command u∗

t is avail-
able in Eq. (3), this assumption is not practical. Thus,
the controller learning (3) is approximately performed
using the feedback-error learning [3] as

∆vi ≈ κλi,t
∂ψi,t

∂vi
ufb

t . (5)

3 p-MOSAIC

With a set of M predictors, x̃t = φ(x̃t−1, ũt−1; wi)+
εi, where εi is the noise of the i-th predictor, the state
prediction by integrating those predictions is given
probabilistically as a mixture of normal distributions:

p(xt|x̃t−1, ũt−1; λ, w, v)

=
M∑
i=1

λiN(xt|φ(x̃t−1, ũt−1; wi), α−1
i ),

where xt is a random variable for the predicted state at
time t, λ = (λ1, · · · , λM ) is the mixing rate vector such
that λi ≥ 0 and

∑M
i=1 λi = 1, w = (w1, · · · , wM ) is the

set of predictors’ parameters, and v = (v1, · · · , vM ) is

the set of controllers’ parameters. The motor com-
mand ũT−1 is deterministically given by Eq. (2). In
our particular experiments in Section 4, we use a linear
predictor:

φ(xt−1, ut−1; wi) = wi,xxt−1 + wi,uut−1. (6)

For a desired trajectory x∗
1:T = (x∗

1, · · · , x∗
T ) and an

actual trajectory x̃0:T = (x̃0, · · · , x̃T ), the probability
of a state sequence x1:T = (x1, · · · , xT ) of random
variables is represented as

p(x1:T |x̃0:T , x∗
1:T ; λ, w, v) =

T∏
t=1

p(xt|x̃t−1, x
∗
t ; λ, w, v),

where the random variables are assumed to be inde-
pendent of each other. Given x∗

1:T and x̃1:T , the pa-
rameters of the predictors and the controllers are de-
termined by the maximum likelihood estimation. In
the following two subsections, we describe learning
rules of the predictors and the controllers.

3.1 Learning rule of predictors

Parameters λ and w of the predictors are primarily
estimated so as to maximize the log-likelihood:

T∑
t=1

log p(xt = x̃t|x̃t−1, x
∗
t ; λ, w, v),

by means of the online EM algorithm, in which the
controller parameters v are fixed. By introducing
a hidden variable ct that indexes predictor-controller
pairs, the online free energy for any distribution of the
hidden variable, qp(ct), is defined as

FT [{qp(ct)}, λ, w]

=
T∑

t=1

ΓT (t)
〈

log
qp(ct)

p(x̃t, ct|x̃t−1, x∗
t , λ, w)

〉
qp(ct)

,

where p(x̃t, ct|x̃t−1, x
∗
t , λ, w) = N(x̃t|φct,t, α

−1
ct

)λct .
< · >qp(ct) is the expectation with respect to the dis-
tribution qp(ct), and ΓT (t) is given by

ΓT (t) =
½

1 (t = T )∏T
s=t+1 γs (0 ≤ t < T ),

where γs (0 ≤ γs < 1) is called the forgetting factor.
The online free energy is minimized by the online EM
algorithm, in which the following two steps are imple-
mented once after seeing x∗

T and x̃T−1 at a time step
T :

E-step

qp(cT ) ∝ p(x̃T , cT |x̃T−1, x
∗
T , λ, w)

∝ N(x̃t|φ(T−1)
cT ,T , 1/αcT )λ(T−1)

cT
,

where the superscript T−1 means the time step, T−1.
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M-step

λ
(T )
i = (1 − ηT )λ(T−1)

i + ηT qp(cT = i) (7)

∆w
(T )
i = (1 − ηT )∆w

(T−1)
i

+ ηT καiqp(cT = i)(x̃T − φi,T )
∂φi,T

∂wi
,

(8)

where ηT is given by

ηT = 1/NT , NT = γT NT−1 + 1 (N0 = 0).

The above learning rules of p-MOSAIC involve a
smoothing effect on the sufficient statistics in the M-
step, because of the online free energy. On the other
hand, they become similar to the learning rules of MO-
SAIC in a special setting of γt = 0(t = 1, · · · , T ),
which corresponds to discarding the smoothing effect.
Even in this special setting, however, the learning rule
of p-MOSAIC contains an additional term associated
with the inverse variance αi of each predictor (Eq.
(8)), which represents the noise level of the predictor.

3.2 Learning method of controllers

The controller parameters v are primarily esti-
mated so as to maximize the log-likelihood:

T∑
t=1

log p(xt = x∗
t |x̃t−1, x

∗
t ; λ, w, v),

while the predictor parameters, λ and w, are fixed.
According to the online EM algorithm, instead of the
log-likelihood, the online free energy:

FT [{qc(ct)}, v]

=
T∑

t=1

ΓT (t)
〈

log
qc(ct)

p(xt = x∗
t , ct|x̃t−1, x∗

t ,v)

〉
qc(ct)

for any distribution of the hidden variable, qc(ct),
is minimized, where p(xt = x∗

t , ct|x̃t−1, x
∗
t , v) =

N(x∗
t |φct,t, α

−1
ct

)λct . < · >qc(ct) is the expectation with
respect to the distribution qc(ct). As an incremen-
tal minimization of the online free energy, the follow-
ing two steps are implemented once, given the desired
state x∗

T and the previous state x̃T−1:

E-step

qc(cT ) ∝ p(xT = x∗
T , cT |x̃T−1, x

∗
T , v)

∝ N(x∗
T |φ(T−1)

cT ,T , 1/αcT )λ(T−1)
cT

.

M-step

∆v
(T )
i = (1 − ηT )∆v

(T−1)
i

+ ηT κλi
∂ψi,T−1

∂vi

M∑
j=1

αjq(cT = j)wj,u(x∗
T − φj,T ).

(9)

Here, wj,u is the predictor parameter defined in Eq.
(6). Even if the forgetting factor γt is constant at
zero, the M-step equation reduces to

∆v
(T )
i = κλi

∂ψi,T−1

∂vi

M∑
j=1

αjq(cT = j)wj,u(x∗
T − φj,T ),

which is obviously different from Eq. (3), the learning
rule of controllers in MOSAIC. The controller learning
in MOSAIC is defined as a gradient-based feedback-
error learning, which tries to minimize the time-lag
difference between the previous actual state x̃t−1 and
the previous desired state x∗

t−1. In p-MOSAIC, the
controller learning tries to minimize the difference be-
tween the current predicted state x̂t and the current
desired state x∗

t . Moreover, the learning rule of p-
MOSAIC includes the inverse variance αj (Eq. (9)).
These two points arise from the difference in the learn-
ing criteria between MOSAIC and p-MOSAIC.

4 Simulation studies

To compare p-MOSAIC with MOSAIC, we simu-
lated the control of a spring-mass-damper system. The
desired trajectory of the object (mass position) fol-
lowed a mixture of sine waves for 12 seconds. To show
the adaptability of the motor control system, environ-
ment (mass of the object M , damping B and spring
constant K) switchs every 4 sec between the following
three settings:

(M,B,K) =




1.0, 2.0, 8.0 (0 − 4sec)
5.0, 7.0, 4.0 (4 − 8sec)
8.0, 3.0, 1.0 (8 − 12sec).

In both MOSAIC and p-MOSAIC, we prepared three
predictor-controller pairs. Observation and control
were performed at 1,000 Hz, and a single trial was
continued for 12 seconds. The predictors (6) were in-
put by the motor command, the state (position and
velocity) of the object at the present time, and output
the predicted acceleration of the object at the next
time. The controllers were input by the state at the
present time and the desired acceleration at the next
time, and output a motor command at the present
time. In this simulation, we used a PAD controller
to produce the feedback motor command. Note that
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Figure 1: The responsibility along time

our task for the spring-mass-damper system is almost
the same as in the previous work [2]. A regularization
term is introduced to the estimation of responsibility
in MOSAIC and p-MOSAIC in order to suppress any
overfitting to the noisy environment.

4.1 Responsibility

We first examined how the responsibility behaves.
Prior to the experiment, three predictor-controller
pairs were completely adapted to their own environ-
ments. Since there is no learning factor, we can com-
pare solely the estimation of the responsibility between
Eq. (7) with the forgetting factor being zero (for com-
parison), and Eq. (1). Figure 1 shows the result.
Although p-MOSAIC achieved a complete switching
of controllers in response to changes of environments,
MOSAIC sometimes failed.

4.2 Controller learning

We compared the controller learning, Eq. (9) of p-
MOSAIC, and Eq. (5) of MOSAIC, assuming the pre-
dictors were completely trained to adapt to their own
environments. To compare controller learning only,
we used Eq. (7) in both MOSAIC and p-MOSAIC to
estimate responsibility, and the forgetting factor was
fixed at zero. We examined the controller learning in
particular when the actual state x̃t is disturbed by a
noise.

Figure 2 shows the results for a small noise and a
relatively large one. When the noise level was low (up-
per panel), p-MOSAIC achieved more accurate control
than MOSAIC. When the noise level was relatively
high (lower panel), on the other hand, the learning by
MOSAIC proceeded faster, but it was substantially
unstable; hence, the performance improved due to p-
MOSAIC after about 1,000 trials. In the early learning
phase, the controller learning of p-MOSAIC proceeded
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Figure 2: Logarithm of the mean square error between
the actual and the desired trajectory vs. number of
trials

slowly due to the control of the inverse variance αi.
Because the environmental noise was large, the adap-
tive control of the inverse variance made the learn-
ing slow but stable, suggesting adaptive adjustment of
learning speed in p-MOSAIC.

5 Summary

In this study, we proposed p-MOSAIC, a proba-
bilistic model of MOSAIC, and derived learning rules
according to the online EM algorithm. P-MOSAIC
achieved an appropriate estimation of responsibility in
the predictor, and accurate control and robust learn-
ing when the controllers learned.
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Abstract

In this paper, an iterative learning control (ILC)
scheme is presented for linear time-variant continuous
multi-variable systems based on two-dimensional (2-D)
system theory. Three ILC schemes are discussed, and
the corresponding convergence and effectiveness are
proved where only the structure of 2-D system model,
the property of λ -norm, and the Bellman-Gronwall in-
equality are employed. Two numerical simulation ex-
amples are included to validate the effectiveness of the
proposed ILC procedures.

1. Introduction and Problem Formulation

Iterative learning control (ILC) was firstly intro-
duced in 1984 by Arimoto et al. [1], and it has generated
considerable research interest over the past years. The
objective of ILC is to determine a control input itera-
tively, resulting in the plant’s ability to track the given
reference signal or the output trajectory over a fixed
time interval. Hence, the most widely used ILC scheme
is the PID-type scheme because this enables the conven-
tional PID-like system for processing the tracking error
[1]-[4]. However in [5], Geng et al. pointed that all
PID-type ILC schemes inevitably suffer from a tight re-
striction. Moreover, the understanding of the structure
and parameters of the unknown systems cannot be di-
rectly increased through the PID-type learning scheme
because it is difficult to generalize the obtained results
from a particular task to other similar tasks [6].

In fact, one of the main difficulties that ILC suffers
is to establish a suitable mathematical model to clearly
describe the dynamics of the control system and the be-
havior of the learning process [5]-[7]. Two-dimensional

∗Supported by the National Science Foundation of China
(60374001), and the Ministry of Education of China (20030006003).

(2-D) model provides an excellent mathematical plat-
form due to its two independent dynamic process [7]-
[8], and hence 2-D system theory is introduced to ILC
schemes.

In this paper, we discuss ILC problem for the fol-
lowing linear time-variant continuous system:

ẋ(t) = A(t)x(t)+B(t)u(t)
y(t) = C(t)x(t)

(1)

where x(t) ∈ Rn, u(t) ∈ Rm, y(t) ∈ Rp are the state vec-
tor, the input vector, the output vector, respectively, and
A(t),B(t),C(t) are real time-variant matrices of appro-
priate dimensions that can be estimated. The boundary
condition is x(0) = x0.

Then, the ILC problem we are dealing with is stated
as follows. Given system (1) with boundary condition
x(0) = x0, iteratively find an appropriate control input
{u(t),0 ≤ t ≤ T} such that the system output follows
the reference trajectory yd(t) ∈ Rp,0 < t ≤ T , i.e.,

sup
0<t≤T

‖y(t)− yd(t)‖< ε

where ε > 0 is a required tolerance, and yd(0) =C(0)x0.
Since the system matrices are not fully known, we are
required to derive an ILC technique. In this paper, 2-
D system theory is used to solve the above-mentioned
problem. Main difficulty we solve is to establish a suit-
able 2-D system model to describe the dynamics of the
control system and the behavior of the learning process,
and a 2-D continuous-discrete Roesser’s model is suc-
cessfully derived by using the derivative of output track-
ing error instead of direct output tracking error.

2. ILC Schemes for Linear Time-Variant Con-
tinuous Systems

Suppose that k denotes the learning iteration, then
a general ILC scheme is given as u(t,k +1) = u(t,k)+
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∆u(t,k). Sequentially system (1) can be modeled as the
following 2-D time-variant form

∂x(t,k)
∂ t = A(t)x(t,k)+B(t)u(t,k)

y(t,k) = C(t)x(t,k)
(2)

The boundary conditions for system (2) are given as
x(0,k) = x0 for k = 0,1,2, · · · , and u(t,0) = u0(t) for
t ∈ [0,T ]. If yd(t) and C(t) are differentiable for t ∈
[0,T ], denote

e(t,k) = yd(t)− y(t,k)

ξ (t,k) = ∂e(t,k)
∂ t

η(t,k) = x(t,k +1)− x(t,k)
(3)

Thus, we can obtain

∂η(t,k)
∂ t = ∂ (x(t,k+1)−x(t,k))

∂ t
= A(t)η(t,k)+B(t)∆u(t,k)

(4)

ξ (t,k +1)−ξ (t,k) = ∂ (e(t,k+1)−e(t,k))
∂ t

=− ∂ (y(t,k+1)−y(t,k))
∂ t

=−[C(t)A(t)+Ċ(t)]η(t,k)
−C(t)B(t)∆u(t,k)

(5)
Equations (4) and (5) can be written in compact form

[ ∂η(t,k)
∂ t

ξ (t,k +1)

]
=

[
A(t) 0

−C(t)A(t)−Ċ(t) I

][
η(t,k)
ξ (t,k)

]

+
[

B(t)
−C(t)B(t)

]
∆u(t,k)

(6)
Applying the following ILC scheme

∆u(t,k) = K(t)ξ (t,k) (7)

we can derive a system with respect to the derivative
of control error in accordance with the 2-D continuous-
discrete Roesser’s model

[ ∂η(t,k)
∂ t

ξ (t,k +1)

]

=
[

A(t) B(t)K(t)
−C(t)A(t)−Ċ(t) I−C(t)B(t)K(t)

][
η(t,k)
ξ (t,k)

]

(8)
The boundary conditions for (8) are η(0,k) = 0 for k =
0,1,2, · · · and finite ξ (t,0) for t ∈ [0,T ]. Also, suppose
that there exists a positive number LT10 such that the
following inequality holds:

∥∥∥∥
[

A(t) B(t)K(t)
0 0

]∥∥∥∥≤ LT10 f or t ∈ [0,T ] (9)

Thus, the following theorem can be proved by employ-
ing the structure of 2-D system model, the property of
λ -norm, and the Bellman-Gronwall inequality.

Theorem 1. For a 2-D ILC model (2), suppose that
both the desired output yd(t) and system matrix C(t)
are differentiable for t ∈ [0,T ]. If

sup
0≤t≤T

∥∥∥∥
[

0 0
−C(t)A(t)−Ċ(t) I−C(t)B(t)K(t)

]∥∥∥∥ < 1

(10)
then the ILC scheme

u(t,k +1) = u(t,k)+K(t)
[

dyd(t)
dt

− ∂y(t,k)
∂ t

]
(11)

can ensure that lim
k→∞

e(t,k) = 0 for t ∈ [0,T ].

According to Theorem 1, algorithm 1 is introduced.
Algorithm 1:
1). The system matrices A(t),B(t),C(t), the reference
output trajectory yd(t), the required form φ(t) of the
whole resulting error matrix I−C(t)B(t)K(t), and the
trajectory tolerance ε > 0 are given for t ∈ [0,T ].
2). Let k = 0, u0(t) = 0, x(0) = x0, K(t) =
(C(t)B(t))T [C(t)B(t)(C(t)B(t))T ]−1(I−φ(t)).
3). According to system (2), calculate y(t,k). If
sup

0<t≤T
‖y(t,k)− yd(t)‖ ≥ ε , then calculate u(t,k+1) ac-

cording to (11), else go to step 5).
4). k = k +1, return to step 3).
5). End.

To improve the learning efficiency, a modifica-
tion of learning scheme (7) is given as: ∆u(t,k) =
−K1(t)η(t,k)+ K2(t)ξ (t,k). Then, the system (8) can
be formulated as

[ ∂η(t,k)
∂ t

ξ (t,k +1)

]
=

[
A11(t) A12(t)
A21(t) A22(t)

][
η(t,k)
ξ (t,k)

]
(12)

where submatrices are given as A11(t) = A(t) −
B(t)K1(t), A12(t) = B(t)K2(t), A21(t) = −C(t)A(t)−
Ċ(t) + C(t)B(t)K1(t), A22(t) = I −C(t)B(t)K2(t). If
C(t)B(t) has uniform full-row rank for t ∈ [0,T ], then
we have

K̂1(t) = (C(t)B(t))+[C(t)A(t)+Ċ(t)]
K̂2(t) = (C(t)B(t))+

so that −C(t)A(t)− Ċ(t) +C(t)B(t)K̂1(t) = 0 and I−
C(t)B(t)K̂2(t) = 0, where (·)+ represents the Moore-
Penrose inverse of matrix. Set K1(t) = K̂1(t),K2(t) =
K̂2(t), and hence we have ξ (t,1) = 0 no matter what
ξ (t,0) is. Then, we can obtain e(t,1) = 0 for t ∈ [0,T ]
based on the initial condition yd(0) = C(0)x0.

Theorem 2. For a 2-D ILC model (2), if C(t)B(t) has
uniform full-row rank for t ∈ [0,T ], then there exists an
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ILC scheme

u(t,k +1) = u(t,k)− K̂1(t)[x(t,k +1)− x(t,k)]

+K̂2(t)
[

dyd(t)
dt − ∂y(t,k)

∂ t

]

(13)
that can drive the control error to zero for the whole
reference output trajectory after only one learning trial.

Though Theorem 2 provides an effective ILC scheme
(13), x(t,k +1) is not available, and hence further mod-
ification is needed. If system matrices of (1) are accu-
rately known, then from equations (2) and (13), we can
derive

∂x(t,k+1)
∂ t = [A(t)−B(t)K̂1(t)]x(t,k +1)

+B(t)[I− K̂2(t)C(t)B(t)]u(t,k)
+B(t)K̂1(t)x(t,k)+B(t)K̂2(t)×[

dyd(t)
dt − (C(t)A(t)+Ċ(t))x(t,k)

]
(14)

Therefore, we can apply control law

û(t) = [I− K̂2(t)C(t)B(t)]u(t)+ K̂1(t)x(t)

+K̂2(t)
[

dyd(t)
dt − (C(t)A(t)+Ċ(t))x(t)

] (15)

to the following system

ẋ(t) = [A(t)−B(t)K̂1(t)]x(t)+B(t)û(t)
y(t) = C(t)x(t)

(16)

which is the state feedback form of system (1). Hence,
the output of the closed-loop system is identical with the
reference output, namely, y(t) = yd(t), t ∈ [0,T ]. This
result can be directly verified by the response formula
of system (16). Thus, the following theorem can be
proved.

Theorem 3. For a 2-D ILC model (2), if the matrix
C(t)B(t) has uniform full-row rank for t ∈ [0,T ], then
the following ILC scheme

u(t)⇐ û(t)− K̂1(t)x̂(t) (17)

can drive the control error to zero for the whole refer-
ence output trajectory after only one learning iteration,
where x̂(t) is the state vector of system (16).

Similarly, we give the second algorithm based on
Theorem 3.
Algorithm 2:
1). For t ∈ [0,T ], the system matrices A(t),B(t),C(t),
the reference output trajectory yd(t), the initial input
sequence u(t), and the initial state vector of system
x(0) = x0 are given.
2). Calculate K̂1(t), K̂2(t), and measure x(t),y(t) from
system (1).
3). Use (15) to calculate û(t), then apply û(t) to system
(16) and measure x̂(t).
4). Apply control û(t)− K̂1(t)x̂(t) to system (1).

3. Examples

Example 1: Consider the ILC problem for the fol-
lowing linear time-variant continuous system:

ẋ(t) =
[−0.1cos(t0.2) 3

0.02t 10sin(t)

]
x(t)

+
[

0.027t +1
0.12

]
u(t)

y(t) =
[
0.45 −0.001t

]
x(t)

(18)

where x(0) = [0 0]T , and the matrix C(t)B(t) has uni-
form full-row rank for t ∈ [0,1]. The desired output is
given as yd(t) = 12t2(1− t). Using Algorithm 1, we
set the initial input sequence of ILC as u(t,0) = 0, and
let K(t) = 0.6(C(t)B(t))T [C(t)B(t)(C(t)B(t))T ]−1. Ad-
ditionally, the accuracy of tracking is evaluated by the
following total square error of tracking:

S =
∫ 1

0
[yd(τ)− y(τ)]2dτ

Figure 1 shows the tracking error performance of the
ILC system output at different time-steps and iterations,
and Figure 2 performs the curves of the total square er-
ror of tracking in the process of Algorithm 1 being iter-
atively executed. From Figure 1-2, it can be concluded
that the convergence rate of Algorithm 1 is high and the
output is capable of tracking the desired trajectory ac-
curately within few iterations.
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Figure 1: (Example 1) Tracking error performance
of ILC system output using Algorithm 1.
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Figure 2: (Example 1) Total square error of differ-
ent iterations using Algorithm 1.
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Example 2: To demonstrate Algorithm 2, consider
the following linear time-variant continuous system:

ẋ(t) =
[

0.18 0
0.02t −0.5

]
x(t)+

[
0.1

0.01t +2

]
u(t)

y(t) =
[−0.52 0

]
x(t)

(19)

where x(0) = [0 0]T , and the matrix C(t)B(t) has uni-
form full-row rank for t ∈ [0,1]. The desired output
is given as yd(t) = sin(πt). Here, provided that the
accurate information on the system parameters in sys-
tem (19) is unavailable, and only its estimated system is
given as

ẋ(t) =
[

0.2 0
0.02t −0.46

]
x(t)+

[
0.13

0.015t +2.1

]
u(t)

y(t) =
[−0.54 −0.01

]
x(t)

(20)
Despite of this situation, Algorithm 2 is still effective.
Figure 3 shows the tracking performance of the ILC sys-
tem output at different time-steps and iterations. Also,
Figure 4 describes the curves of total square error of
tracking in the process of Algorithm 2 being iteratively
executed. From Figure 3-4, it can be noticed that it takes
few iterations for Algorithm 2 to drive the tracking error
to a very low level for the whole desired output. More-
over, this simulation result demonstrates that Algorithm
2 is robust with respect to small perturbations of system
parameters.
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Figure 3: (Example 2) Tracking error performance
of the system output using Algorithm 2.
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Figure 4: (Example 2) Total square error of differ-
ent iterations using Algorithm 2.

4. Conclusions

Main difficulty of ILC is to establish a suitable
mathematical model to describe the dynamics of the
control system and the behavior of the learning process.
This paper successfully established the 2-D continuous-
discrete Roesser’s model with respect to the derivative
of the output tracking error. Then, three ILC schemes
were given, and sufficient conditions for convergence of
these three learning schemes were presented. Example
1-2 validated that these ILC procedures were effective
and robust with respect to small perturbations of system
parameters.
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Abstract

Genetic Algorithm (GA) is known as one of the
most powerful solution searching mechanism for non-
linear and multi-variable optimization problems. Gen-
erally, GA takes a long time to find the solutions and
sometimes it can not find the optimum solutions. In
order to improve the search performance, we propose a
fast algorithm of GA and a mutation method. The fast
algorithm is usage of a momentum offspring (MOS).
The MOS is an individual not the crossover but by
the best individuals of current and past generations.
The MOS is considered to have higher probability for
desired solution and the effect of MOS is fast search-
ing of the optimum solution. Furthermore, we pro-
posed a constant range mutation (CRM) for the GA.
The CRM is considered to have effect of avoiding the
ineffective individual production. We apply the GA
with MOS and CRM to optimization problems of two
multi-variable functions and neural network training
problem. Simulations show that proposed method has
good performances.

Keywords: Genetic algorithm, fast algorithm, mo-
mentum offspring, constant range mutation, optimiza-
tion problem, neural network training.

1 Introduction

Genetic algorithms (GAs), with many precious ad-
vantages, are now widely used in various fields, es-
pecially in solving optimization problems. Generally,
GAs are also time-consuming in computing, however,
and sometimes it can not produce the desired results.
In order to improve the search performance, we pro-
pose a fast algorithm of GA and a mutation method,
i.e. momentum offspring (MOS) and constant range
mutation (CRM).

In section 2, we describe a new method, then, in
section 3, we investigate the search performance of the
method for multi-variable functions. Finally, we apply

the method for neural network training problem. We
conclude this paper in section 5.

2 Fast GA

2.1 New Method of Recombination

Conventionally, GAs use the recombination, known
as genetic operations or offspring production process,
which typically involves crossover and mutation oper-
ators to yield offspring at each generation. The con-
ventional recombination is shown in Figure 1 (a). To
improve the performance of GA, we now propose a new
recombination which includes constant range mutation
(CRM) and momentum offspring (MOS) operators, as
shown in Figure 1 (b). In this method, MOS and CRM
are applied simultaneously but with different rates of
Rmo and Rmu, respectively.

Crossover Mutation

(a) Conventional method

Crossover Constant
    mutation

Momentum
    offspring

(b) Proposed method
Fig. 1 Offspring production process
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2.2 Momentum Offspring

For each generation, conventional GAs produce off-
spring by random process. In our proposed method,
i.e. MOS, the next best individual will be determined
based on the best individuals of the past and current
generations. Namely, if the best individuals of the past
generation (g − 1) and current generation (g) are xg−1

best

and xg
best, respectively, then the best individual of next

generation (g + 1) can be determined as:

xg+1
m = cr

(
xg

best − xg−1
best

)
+ xg

best (1)

where, c is a constant coefficient (we set c =1 here)
and r is a random coefficient in the range of [0, 1].
Figure 2 shows the idea of MOS method.

generation

g-1

g

g-1

best

g+1

x

g

bestx

g+1

m2xg+1

m1x

Fig. 2 Momentum offspring

2.3 Constant range mutation

Sometimes, GAs has problem when it just can pro-
duce the local optimum values. But GAs can also
reduce this possibility by mutation operator. A sim-
ple way to achieve mutation would be to alter one or
more genes. For reducing this problem more prop-
erly, we propose a new mutation operator that is con-
stant range mutation (CRM). In this CRM, we will
apply mutation by generating random real values in
the range that widens from two parents xp1 and xp2

(xp1 < xp2) a constant range of L. Namely, the ap-
plied range of mutation is [xp1 − L, xp2 + L] as shown
in Figure 3.

L L

X Xp1 p2

Fig. 3 Constant range mutation

3 Optimization of multi-variable func-
tions

We consider optimization problems of following two
multi-variable functions, Sphere function and Rastri-
gin function,

f(x) =
n∑

i=1

x2
i (2)

f(x) = 10n +
n∑

i=1

(
x2

i − 10 cos (2πxi)
)

(3)

where, n is number of dimensions. In this research, we
will investigate the search performances of GA with
MOS and CRM for above functions with n = 2. The
ranges of variables are xi ∈ [−5.0, 5.0]. xi = 0. Param-
eters for GA are as followings: number of population is
20, number of generation is 100 and the range param-
eter is L = 1.0. The search performance is evaluated
by successful evolution rates obtained from the mini-
mum values of the function in the GA. The simulation
results are shown in Figure 5, for Sphere function, and
Figure 6, for Rastrigin function. Generally, it can be
observed that the search performances of our proposed
GA increase with Rmo and Rmu and it has better per-
formances than the conventional GA. For Rastrigin
function, it is more difficult to find the optimum value
because this function is more complicated and it has
some local optimum values, the performance in this
case is therefore lower than the performance obtained
from Sphere function.

-5 -4 -3 -2 -1 0 1 2 3 4 5
x1 -5-4-3-2-10 1 2 3 4 5

x2

0
10
20
30
40
50

f(x1,x2)

(a) Sphere fucntion

-5 -4 -3 -2 -1 0 1 2 3 4 5
x1 -5-4-3-2-10 1 2 3 4 5

x2

0

20

40

60

80

f(x1,x2)

(b) Rastrigin function
Fig. 4 Test functions
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Fig. 5 Evolution results for Sphere function (n = 2)
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Fig. 6 Evolution results for Rastrigin function (n =

2)
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Fig. 7 Training results of NN

4 Neural network training

This section presents simulation results of neural
network training problem; known as a nonlinear multi-
variable optimization problem. In order to evaluate
the performance of our proposed GA, we will use the
well-known exclusive - or problem (XOR). Figure 7
shows the simulation results. It can be seen that
the proposed method has better training performance
than that of conventional method.

5 Summary

Improving GAs by design new recombination pro-
cess may achieve advantages. In this research, we
have presented a new method for improving the per-
formance of GA by using a fast algorithm with mo-
mentum offspring (MOS) and constant range muta-
tion (CRM). The simulations show that our proposed
method has a good performance.
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Abstract

In this research, we propose a dynamic neural net-
work (DNN) with the characteristics of stiffness, vis-
cosity, and inertia and a training algorithm based on
the back-propagation (BP) method to include a mo-
mentum term. In a previous research, we proposed
a training algorithm for the DNN based on the BP
method or GA-based training method. However, in
the previous method it was necessary to determine
the values of the DNN parameters by trial and error.
So, the modified BP method and GA-based training
method were designed to train not only the connecting
weights but also the property parameters of the DNN.

We develop the BP method to include a momen-
tum term in order to increase the convergence of the
training effect. Simulation results show that the DNN
with characteristics of stiffness, viscosity, and inertia
trained by the modified BP method to include the mo-
mentum term obtains good training performances for
time series signals generated from periodic function.
In this paper, we compare the DNN with a conven-
tional training method in order to verify the effective-
ness of the DNN.

1 Introduction

In recent years, recurrent neural networks and spik-
ing neural networks have attracted more research in-
terest than layered neural networks having simple
structure [1, 2, 3, 4]. The recurrent neural network is a
possible candidate for improving the system dynamics
because it takes time delayed inputs into consideration
and incorporates a feedback structure in the neuron
unit. Research on spiking neural networks is also on-

going. Spiking neural networks treat spike trains and
process the signals based on spike pulses. However,
the network structure in recurrent neural networks and
spiking neural networks is complex compared to that
in layered neural networks with a training method.

Here, we propose a dynamic neural network (DNN)
that realizes a dynamic property and has a network
structure with the properties of stiffness, viscosity, and
inertia without time delayed input elements. In a pre-
vious research, the DNN was constructed with a train-
ing algorithm that used error back-propagation (BP)
method [5]. However, the BP method updated only
the connecting weights for the DNN, and the property
parameters for the DNN had to be decided by trial
and error. Therefore, we designed a GA-based train-
ing method [6] to train both the connecting weights
and the parameters of the DNN. But the GA-based
training method took the executing time of computer
program that evolved in GA simulation [7, 8]. We
developed the modified BP method to train both the
connecting weights and the parameters [9].

In the present paper, we design the BP method to
include a momentum term in order to increase the
convergence of the training effect. The effectiveness of
the proposed DNN is verified by identifying time series
signals [5, 7, 8, 9]. Simulation results show that the
proposed DNN provides higher performance than the
conventional method.

2 Structure of DNN

In this research, we propose a DNN using a neuron
unit having the properties of stiffness, viscosity, and
inertia without time delayed input elements. In the

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 324



neuron unit, we assume that the output from the neu-
ron possesses the properties of stiffness, viscosity, and
inertia, and that the output is propagated in the next
neuron unit. The proposed DNN is composed of three
hierarchy layers, and the proposed neuron adopts only
in a hidden layer. The structure of the DNN is shown
in Figure 1.

ui

yi yj
yk

wjkwij

Fig. 1 Structure of DNN

The equations for the DNN are expressed as follows:

yi = ui, (i = 1, 2, · · · , NI) (1)

yj = Kjfj(netj) + Dj ḟj(netj) + Mj f̈j(netj)
(2)

netj =
NI∑

i=1

wijyi, (j = 1, 2, · · · , NJ) (3)

yk = fk(netk) (4)

netk =
NJ∑

j=1

wjkyj , (k = 1, 2, · · · , NK) (5)

where ui is the input value to the DNN, and yi, yj , and
yk are the output values in the input, hidden, and out-
put layers, respectively. The connecting weight from
unit i in the input layer to unit j in the hidden layer is
denoted by wij . Similarly, wjk is a connecting weight
from unit j in the hidden layer to unit k in the output
layer. The total sum of the products of the connecting
weight wij and wjk and the output value is denoted by
netj and netk, respectively. Mj , Dj , and Kj are the
property parameters of inertia, viscosity, and stiffness,
respectively, and NI , NJ , and NK are the number of
neurons in the input, hidden, and output layers, re-
spectively. The activation function fj(x) in the hidden
layer uses a sigmoid function in range of [−1, 1]. Also
the activation function fk(x) in the output layer is a
linear function.

3 BP-based training method

First, we derive a minimizing sequence of the mea-
surement of error function E:

E =
1
2

NK∑

k=1

e2
k =

1
2

NK∑

k=1

(dk − yk)2 (6)

where dk is the desired signal. In order to minimize
the measurement of the error function E of equation
(6), both of the connecting weights and the property
parameters of the DNN are modified.

The BP-based training method is shown in section
3. The connecting weights and the property param-
eters of the DNN are updated sequentially based on
the steepest descent method.

∆wij = w
(new)
ij − w

(old)
ij = −ε

∂E

∂wij
(7)

∆wjk = w
(new)
jk − w

(old)
jk = −ε

∂E

∂wjk
(8)

∆Kj = K
(new)
j −K

(old)
j = −ε

∂E

∂Kj
(9)

∆Dj = D
(new)
j −D

(old)
j = −ε

∂E

∂Dj
(10)

∆Mj = M
(new)
j −M

(old)
j = −ε

∂E

∂Mj
(11)

ε is the training rate (ε > 0).
∂E/∂wjk and ∂E/∂wij are described as follows.

∂E

∂wjk
=

∂E

∂netk
· ∂netk

∂wjk
=

∂E

∂netk
· yj (12)

∂E

∂wij
=

∂E

∂netj
· ∂netj

∂wij
=

∂E

∂netj
· yi (13)

In the upper expression, the derivations are defined as

δk =
∂E

∂netk
(14)

δj =
∂E

∂netj
(15)

and δk and δj are calculated, respectively. First, δk is
expanded as

δk =
∂E

∂netk
=

∂E

∂ek
· ∂ek

∂yk
· ∂yk

∂netk

= −ekf ′k(netk) (16)

δk finally becomes equation (16).
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When δj is calculated in the same way, it becomes
Equation (17).

δj =
∂E

∂netj

=
NK∑

k=1

(
∂E

∂ek
· ∂ek

∂yk
· ∂yk

∂netk

)
· ∂netk

∂yj
· ∂yj

∂netj

=
NK∑

k=1

δk · wjk · ∂yj

∂netj
(17)

∂yj/∂netj is expressed as equations (18)–(21).

∂yj

∂netj

= Kj
∂fj(netj)

∂netj
+ Dj

∂ḟj(netj)
∂netj

+ Mj
∂f̈j(netj)

∂netj

(18)

∂fj(netj)
∂netj

= f ′j(netj) (19)

∂ḟj(netj)
∂netj

= f ′′j (netj) · ˙netj (20)

∂f̈j(netj)
∂netj

= f ′′′j (netj) · ˙net2j + f ′′j (netj) · n̈etj

(21)

Next, the derivation of ∂E/∂Kj is described as fol-
lows.

∂E

∂Kj
=

NK∑

k=1

∂E

∂netk
· ∂netk

∂yj
· ∂yj

∂Kj

= fj(netj) ·
NK∑

k=1

wjkδk

= fj(netj)γj (22)

where γj =
∑NK

k=1 wjkδk.
When the property parameters Dj and Mj for the

error function E are calculated in the same way, it
becomes Equations (23) and (24).

∂E

∂Dj
=

NK∑

k=1

∂E

∂netk
· ∂netk

∂yj
· ∂yj

∂Dj

= ḟj(netj)γj (23)

∂E

∂Mj
=

NK∑

k=1

∂E

∂netk
· ∂netk

∂yj
· ∂yj

∂Mj

= f̈j(netj)γj (24)

In order to increase the convergence of the training
effect, we modify the equations (7)–(11) to include a
momentum term. These equations are described as
follows.

∆wij(t + 1) = −εδjyi + η∆wij(t) (25)
∆wjk(t + 1) = −εδkyj + η∆wjk(t) (26)
∆Kj(t + 1) = −εfj(netj)γj + ηk∆Kj(t) (27)

∆Dj(t + 1) = −εḟj(netj)γj + ηd∆Dj(t) (28)

∆Mj(t + 1) = −εf̈j(netj)γj + ηm∆Mj(t) (29)

where t indexes the present time, and η, ηk, ηd, and
ηm are small constant values.

In this way, the connecting weights and property
parameters of the DNN are updated based on the con-
cept of the modified BP algorithm to include the mo-
mentum term.

4 Numerical simulation

The effectiveness of the DNN proposed in the paper
is verified by numerical simulation in order to identify
a periodic function. The DNN is structured to have a
single input and single output (SISO). The method by
which a time series signal can be identified is shown
in Figure 2. The desired signal, namely the training

Unknown
System

+

−

DNN

u(t)

d(t)

y(t)

e(t)

BP method

Fig. 2 Identification of signals

data d(t), is the signal that has passed one sampling
period prior to the input signal u(t).

In order to facilitate analysis, simulation shows that
the DNN identified the time series signal of the single
sine periodic function with cycle T as

u(t) = sin
(2πt

T

)
. (30)
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In numerical simulation, the number of neurons NJ

in the hidden layer is 5 units, and the cycle T equals
16. The initial range of the connecting weights of the
DNN is set to [−0.3, 0.3] at random, and the initial
range of the property parameters is set to 1.0. The
training rate is set to ε = 0.1, and the momentum
rates are set to η = 0.0005, ηk = ηd = ηm = 0.0,
respectively.

The training involved 1,000 iterations. The result
of the error function E is shown in Figure 3.
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Fig. 3 Iteration result

The result of the simulation shows that the pro-
posed DNN provides good performance compared with
the conventional method without momentum term
(η = 0.0, ηk = ηd = ηm = 0.0). The error function E
decreases gradually and E almost converge about 0.01.
The output of the DNN deviated negligibly from the
desired signal.

5 Conclusion

In the present paper, the proposed DNN, showing
the validity of dynamic neuron with properties of stiff-
ness, viscosity, and inertia, was structured. The train-
ing algorithm adopt the modified BP method. We de-
signed a modified BP method to include a momentum
term in order to train both the connecting weights and
the parameters of the DNN. Simulation results showed
that the DNN trained by the BP method realized good
training performance compared with the conventional
method for time series signals generated from a peri-
odic function.
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Abstract

In this paper, we proposed three layered self-
organizing model to extract head direction and posi-
tion of a moving object separetely. The model consists
of three layers, each of which is a self-organizing vector
quantization (VQ) model. The second layer receives
inhibitory input from the first, and the thrid layer re-
ceives inhibitory input from the first and the second.
The first layer is to detect head direction and the sec-
ond and the third are to detect position. The informa-
tion representation in the second and the third layers
is shown to be multi-ary expression and the units in
the third layer develop receptive field with grid struc-
ture as was observed in entorhinal cortex of a rat.

1 Introduction

The self-organizing map (SOM) and the vector
quantization (VQ) are very famous and widely used
among many self-organizing models. They are useful
for application and also important as a computational
models of neural systems.

SOM algorithm was proposed by Kohonen[1] as a
model of the cerebral cortex and its self-organization.
It was successful at reproducing a functional map
of the visual cortex[2, 3], and was applied to many
kinds of data as a statistical tool of nonlinear auto-
regression[1]. This map can extract major informa-
tions from multi-dimensional data[4].

The vector quantization (VQ) is an on-line learning
algorithm to generate reference vectors for a set of
input vectors[1, 5, 6, 7]. For a given input vector, the
closest reference vector is chosen to approximate it.
VQ algorithm can generate a set of reference vectors
which minimizes mean square of approximation error.
The algorithm can be interpreted as a self-organizing
neural network model adopting competitive Hebbian

learning rule, i.e. a self-organizing map (SOM) lacking
neighborhood learning. Thus, VQ and SOM are very
similar models closely related to each other.

We studied a model consisting of two SOMs con-
nected via anti-Hebbian connections, and showed that
it can extract two different information components
on the two SOMs each[8]. The model was applied
to extract position and head direction from visual in-
formation. In this application, one of the two SOMs
consists of two-dimensional array of cells so that it
can represent two-dimensional positional information,
and the other SOM consisting of one-dimensional ar-
ray of cells is assigned for one-dimensional informa-
tion of direction of the moving object. Simulational
results showed that position-sensitive and direction-
insensitive cells are formed on the two-dimensional
SOM, and direction-sensitive and position-insensitive
cells are formed on the one-dimensional SOM.

In recent study of cortical micro circuits, it was
found that positional information are represented by
‘grid cell’ in the dorsocaudal medial entorhinal cortex
(dMEC)[9]. Grid cells are a kind of position cells but
their receptive field shows periodic grid structure in the
area within which rats are allowed to walk around. A
receptive field of a position cell is the set consisting
of all positions at which the cell fires. It is striking
that the receptive field of the grid cell in dMEC was
not connected but distributed periodically in hexag-
onal lattice, for in most of the self-organizing mod-
els receptive fields of the cells tend to be connected.
We, however, succeeded in reproducing grid-cell-like
position cells by a self-organizing model consisting of
two VQ layers connected by anti-Hebbian inhibitory
synapses[10]. In the study we sipmplified the prob-
lem by using input carring positional information only.
Here, we propose a more natural model consisting of
three VQ layers all of which are trained by 4D in-
puts carrying both of positional and directional in-
formation. Computer simulation showed that also in
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Head direction layer

Input space

Sensor
value

Position layers

Anti-Hebbian
connections

(x,y,   )
Layer 2

Layer 1

Layer 3

Figure 1: Structure of the proposed model. Three layers

receive a same input at a time. Input vector contains two-

dimensional positional information and one-dimensional

directional information. Layer 1 is for directional infor-

mation and Layers 2 and 3 are for positional information.

this model grid-cell-like position cells were generated
in Layer 3.

2 Layer composition of connected VQs

Our model consists of three layers. Layer 1 is to
detect head direction of the object and Layers 2 and
3 to detect position. Any unit in Layer 2 receives
inhibitory input from all units in Layer 1 via anti-
Hebbian synapses, and any unit in Layer 3 receives
inhibitory input from all units in Layers 1 and 2 via
anti-Hebbian synapses.

All the cells in the three layers receive a same input
vector x which is a function of position (x, y) and head
direction θ of the object moving randomly in a room
(Figure 1). Layer 1 receives no inputs from Layer 2
or 3, so it works just as an usual VQ model for the
input data. On the other hand, the learning processes
of Layers 2 and 3 are influenced by the cells of Layer
1 through the anti-Hebbian synapses.

The learning rule is described as follows. In this
description, we refer to our algorithm as ‘VQ-AH’:

(VQ-AH1) Assign random values for refer-
ence vectors of all units in the three lay-

ers m
(1)
i , m

(2)
j , m

(3)
k , where i = 1, ..., N (1),

j = 1, ..., N (2), k = 1, ..., N (3), and superscript
(1), (2) and (3) stand for the Layers 1, 2 and 3,
respectively. Initialize all inhibitory connections

s
(2)(1)
j,i , s

(3)(1)
k,i , s

(3)(2)
k,j to zero.

(VQ-AH2) Set the position (x, y), (x2 + y2 ≤ 1)
and the head direction θ (−π ≤ θ < π) of the
object randomly w.r.t the uniform distribution.
Calculate input vector x = (x, y, cos θ, sin θ) to
the VQ layers.

(VQ-AH3) Find the winner, c(1) in Layer 1 for the
input x:

c(1) = argmin
i

{

∣

∣

∣

∣

∣

∣
m

(1)
i − x

∣

∣

∣

∣

∣

∣

2

+ θi

}

(1)

where θi is the threshold or handicap of cell i in
Layer 1. Then find the winner c(2) in Layer 2,

considering the inhibitory input s
(2)(1)

j,c(1) from the

winner in the superior layer:

c(2) = argmin
j

{

∣

∣

∣

∣

∣

∣
m

(2)
j − x

∣

∣

∣

∣

∣

∣

2

+ s
(2)(1)

j,c(1)

}

(2)

Finally, find the winner, c(3) in Layer 3 with in-

hibitory inputs s
(3)(1)

k,c(1) , s
(3)(2)

k,c(2) from the other two

layers

c(3) = argmin
j

{

∣

∣

∣

∣

∣

∣
m

(3)
k − x

∣

∣

∣

∣

∣

∣

2

+ s
(3)(1)

k,c(1) + s
(3)(2)

k,c(2)

}

.

(3)

(VQ-AH4) After finding three winners c(1), c(2) and
c(3), we assign winners’ information to variable

y
(1)
i , y

(2)
j and y

(3)
k , respectively:

y
(l)
i =

{

1, i = c(l),
0, otherwise,

(l = 1, 2, 3) (4)

(VQ-AH5) Update the reference vectors of the win-
ners in the three layers.

m
(l)
i := m

(l)
i + y

(l)
i α(l)

(

x − m
(l)
i

)

, (l = 1, 2, 3)

(5)

where α(l) is the learning parameter of the refer-
ence vectors.

(VQ-AH6) Update the threshold values of Layer 1

θi := θi + γ

(

y
(1)
i −

1

N (1)

)

(6)
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where γ is the learning parameter of the thresh-
old, and update the inhibitory connections

s
(2)(1)
j,i := sj,i + β(2)(1)

(

y
(1)
i y

(2)
j −

1

N (1)N (2)

)

,

s
(3)(1)
k,i := sk,i + β(3)(1)

(

y
(1)
i y

(3)
k −

1

N (1)N (3)

)

,

s
(3)(2)
k,j := sk,j + β(3)(2)

(

y
(2)
j y

(3)
k −

1

N (2)N (3)

)

(7)

where β(2)(1), β(3)(1), β(3)(2) are the learning pa-
rameters of the inhibitory connections.

(VQ-AH7) Return to (VQ-AH2) and repeat (VQ-
AH2)–(VQ-AH6) many times.

As iterative learning proceeds, the learning parameters
α(l) (l = 1, 2, 3) and β(2)(1), β(3)(1), β(3)(2) are updated
as follows:



















α(l) := α
(l)
0 (1 − t/tmax), (l = 1, 2, 3)

β(2)(1):= β
(2)(1)
0 (1 − t/tmax),

β(3)(1):= β
(3)(1)
0 (1 − t/tmax),

β(3)(2):= β
(3)(2)
0 (1 − t/tmax).

(8)

where α
(l)
0 , β

(2)(1)
0 , β

(3)(1)
0 , β

(3)(2)
0 are initial values of

α(l) and correspondig β, and t, tmax are iterative learn-
ing times and maximum of iterative learning times,
respectively. This update leads stability of learning.

3 Input Data

We need additional learning rules to assign direc-
tional information to Layer 1 and positional informa-
tion to Layers 2 and 3. We divide the whole input
sequence into short periods. There are two kinds of pe-
riods coming up alternatively. One is a position-fix pe-
riod and the other direction-fix period. A direction-fix
period consists of some sequential inputs which share a
fixed direction θ but have different positions (x, y). A
position-fix period consists of some sequential inputs
which share a fixed position (x, y) but have different
directions θ. For the first input of a direction-fix pe-
riod the winner of Layer 1 is defined by (1), but for
the rest of the inputs in the period the winner remains
unchanged, while the winners of Layers 2 and 3 are de-
fined for each inputs by (2) and (3), respectively. For
the first input of a position-fix period the winners of
Layers 2 and 3 are defined by (2), (3), but for the
rest of the inputs in the period the winners remain
unchanged, while the winner of Layer 1 is defined for

each inputs by (1). In this simulation the either kind
of period consists of 15 inputs.

4 Simulation results

In the equilibrium of the learning process, the learn-
ing rule (6) assures that the distribution of the winner
on Layer 1 should be uniform over the layer. Similarly,
the learning rules (7) assure that the distribution of
the two winners on two of the the three layers should
be statistically pairwise-independent of each other or
the joint probability of the two winners should be uni-
form. It should be noted this does not mean that the
distributions of the three winners are independent.

Each of the three VQ layers consists of 4 units
(N (1) = N (2) = N (3) = 4). Learning parameters of
this experiment are α(1) = 0.01, γ = 0.01; α(2) =
0.0008, β(2)(1) = 0.01; α(3) = 0.0005, β(3)(1) = 0.05,
β(3)(2) = 0.005. Also, tmax = 800, 000. Learning
results are shown in Figure 2. For plots in this fig-
ure θ was calculated from Layer 3 and fourth com-
ponents of the reference vector of each unit by θ =
arctan(mi3, mi4). In Figure 2 (a), (b) and (c), each
of the four columns corresponds to each unit. The
figure 2 (a) shows that the units in Layer 1 are po-
sition insensitive and direction sensitive. The figure
2 (b) and (c) show that Layers 2 and 3 are position
sensitive and direction insensitive. Each of the four
positional receptive fields of the units in Layer 2 is
connected. The whole disk area is divided into four
receptive fields. In Layer 3, however, each of the re-
ceptive fields of the units consists of four disconnected
sub-fields, each of which is contained in one of the four
receptive fields of the units in Layer 2. The represen-
tation of the positional information in Layers 2 and 3
is similar to two-digit quaternary number system.

5 Conclusion

We showed that three VQ layers connected via anti-
Hebbian synapses can extract directional and posi-
tional information separately, and the units in Layer
3 forms disconnected receptive fields, which is similar
to what was observed in dMEC of rats by Hafting et
al.[9]. Our model suggests that there should be some
other position cells with larger and connected recep-
tive fields in somewhere in rats’ brain.

Unlike our preceding results [10] the sub-fields do
not show clear hexagonal lattice pattern. This is be-
cause we used only four units for Layer 3. we assume
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(a) Layer 1: The layer in head direction field

(b) Layer 2: The superior layer in position field

(c) Layer 3: The inferior in position field

Figure 2: Learning results: (a) Each row consisting
of three small figures shows the property of each unit
in Layer 1. The receptive field in 3D feature space
(x, y, θ) is projected in three different ways. The units
in Layer 1 show direction sensitivity only. (b) The
units in Layer 2 show position sensitivity only. The po-
sitional receptive fields are connected. (c) The units in
Layer 3 show position sensitivity only. The positional
receptive fields are divided into four sub-fields.

that with more units in Layer 3 we can reproduce the
hexagonal lattice pattern. The model should be tested
with more realistic high-dimensional visual input.
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Abstract
This paper describes a skin color extraction

method, which comes with high-speed and -accuracy.
There were many typical systems to achieve the re-
quirements, however, they were useless due to tough
limitations such as using two cameras to recognize cor-
rect coordinates, running only a specific background,
wearing some gears, learning the users detailed infor-
mation in advance, making personalized database and
so on. In contrast, our approach which used YIQ color
system with a background estimation method for skin
color extraction, achieved well performance more than
30 fps with strong robustness on any-complicated and
-illuminated environments.

1 Introduction

This research concerns an intuitively useable and
high efficiency interface system, especially be focusing
a system based on image processing techniques (vision-
based interface).

Recently, vision based interfaces that they were in-
troduced any sensor(s) to use user’s behaviors as in-
puts into interface system, were studied [1, 2, 3, 4].
These type systems give friendly and efficiently inter-
face for specialized situation. However, their systems
don’t use in general because of strict requirements, for
example, they require two cameras to recognize correct
coordinates, to set a specific background to recognize
correct hand position, to wear some gears (e.g., marker
tracking equipments), to learn the users detailed infor-
mation (e.g., their color skin, finger form) and make
personalized database.

This paper describes a skin color extraction
method, which comes with high-speed and -accuracy,
based on YIQ color system with a background estima-
tion method to adjust the extraction parameters. We
preliminarily evaluated the performances compared
with other color systems (RGB, HSV and HQV [5]),
and our method showed well performance (more than

30 fps) with strong robustness (more than 90% ac-
curacy) on any-complicated and -illuminated environ-
ments.

2 Skin color extraction

2.1 Basic idea

Our supposed environment requires only one color
movie camera, which must be able to acquire each im-
age with high speed (more than 30 fps). Note that,
we don’t use any kinds of other sensors, don’t care
any backgrounds and illuminated environments, don’t
use any database (don’t need to learn detailed infor-
mation in advance).

Each captured images are processed through 1st
stage: translating the color space from RGB space
to the target space, then 2nd stage: calculating the
thresholds to extract skin color. We use YIQ color
system in 1st stage, and, if necessary, we use a back-
ground estimation method to adjust the thresholds au-
tomatically.

2.2 HSV and HQV

Some color systems were used for the extraction,
and HSV and HQV were typical color systems. HSV
based approach showed very low (fast) calculation
costs and better extraction accuracy than RGB one.
HQV (and also modified HQV) were proposed to im-
prove the accuracy and it was achieved some studies
(see [5]), but the calculation costs were too large to
use for real-time processing like an interface system.

2.3 YIQ color system

YIQ is a color space, formerly used in the NTSC
television standard. The YIQ color system is intended
to take advantage of human color-response character-
istics. The eye is more sensitive to changes in the
orange-blue (I) range than in the purple-green range
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(Q), therefore less bandwidth is required for Q than
for I.

There are two stages to translate from RGB space
into YIQ space, gamma correction is performed as
equation 1, and then YIQ space was given by equa-
tion 2.

R′ =
{

4.5 × R R < 0.018
1.099 × (R0.45) − 0.099 R ≥ 0.018

G′ =
{

4.5 × G G < 0.018
1.099 × (G0.45) − 0.099 G ≥ 0.018

B′ =
{

4.5 × B B < 0.018
1.099 × (B0.45) − 0.099 B ≥ 0.018 (1)

Y = 0.299 × R′ + 0.587 × G′ + 0.144× B′

I = 0.596 × R′ − 0.274 × G′ − 0.322× B′

Q = 0.211 × R′ − 0.522 × G′ + 0.311× B′ (2)

2.4 Filtering with thresholds

Thresholds on each color axis in the color space
must be calculated in order to extract skin color. In
other words, we assign a color zone on each axis to
measure the pixel whether skin color or not.

2.5 Background estimation

When the background image or color is fixed like
a blue screen, we can extract our desired objectives
easily. But such extraction methods aren’t function-
able in real world (complex background), because the
methods require really tough settings on each un-
known environments such as different illuminated ones
or really complicated places in advance. In order to
decrease user’s preliminary settings, we use a back-
ground estimation method to adjust the thresholds for
extraction automatically.

The background estimation calculates a distance on
the color space between current image and a few flames
previous image. In Exactly, all distances on each pixel
are calculated by formula 3, where −→D is 3-dimentional
vectors on the color space, −→M(n) is movie image at the
time n, and the i is a pixel position.

−→D =|
−→M(n)i −−→M(n − 1)i | (3)

If the −→D has small values, the estimated background
are calculated by formula 4, where −→P is the estimated

background image and α is adding ratio of current
image −→M.

−→P (n + 1)i = α ×
−→M(n)i + (1 − α) ×−→P(n)i (4)

2.6 Adjusting thresholds

Our system decides a set of thresholds based on
the estimated background image described above sec-
tion. The thresholds are calculated by formula 5,
where M(R, G, B) is a set of average (mean) values,
F is translation from RGB to other color system,
D(R, G, B) is a dispersion values and F is a constant
value.

Threshold = F (M(R, G, B)) ± β × D(R, G, B) (5)

3 Experiments

For evaluation of proposed method, we performed
one preliminary experiment and four experiments with
numerical evaluation, which are compared with tradi-
tional color skin extraction methods (based on RGB,
HSV and HQV).

We performed some experiments on table 1, and
our system was written in Processing language[6] and
JMyron library[7] to process movie images.

Table 1: Hardwares.
Video camera iSight1.0.3
OS MacOSX 10.4.4
CPU Dual 2GHz, PowerPC G5
Memory 4GB DDR SDRAM

3.1 Exp1: Background estimation

Left side of figure 1 shows an actual image, which
has hidden background parts with fingers, and right
side shows the estimated image. It is enough result
to decide the set of thresholds, because we use the
meanscore only calculated from the image (see also
formula 3).

3.2 Exp2: Computational speed

Experiment 2 evaluated computational speeds to
translate of RGB to each color system only, here, we
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Figure 1: An estimated background result (left: actual
image, right:estimated image).

don’t care about the accuracy of skin color. In figure
2, Base denotes a computational time to get and to
display a movie image with Processing. That shows a
basic speed without any calculations.

Figure 2: Computational speed for color translation
from RGB into the target color space.

As the results, HSV was fastest except for RGB,
and YIQ also was fast enough to achieve 30 fps with
160x120 (19,200 pixels) processing. HQV was too slow
to use real time processing however it was evaluated
as fine color system.

3.3 Exp3: Extraction accuracy 1

Experiment 3 evaluated the extraction accuracy on
several backgrounds: Black background, PC back-
ground experimented on keyboard of note-pc, Table
background experimented on the table with some ob-
jects, and Complex background experimented on re-
ally complicated situation. We measured three kinds
of value. However, due to limitations of space, we
showed one value ‘total recognition-miss ratio’ mea-
sured by 6, where Ntotal denotes the number of total

pixels in one frame, and N̄total denotes the number of
total miss-counted pixels.

total miss ratio(%) = N̄total/Ntotal × 100 (6)

Each recognition-miss ratios are shown in table 3.3,
where Y IQ I denotes a result used I value only in
YIQ color system. The thresholds on each color sys-
tem were adjusted in order that recognition-miss ratios
become lowest on Black background. Note that, the
correct skin color pixels are decided by hand, so these
results have a margin of error with a few percentages.

Table 2: Total-miss ratio on several backgrounds(%).
color Black PC Table Complex
RGB 1.69 23.55 56.62 50.41
HSV 2.22 40.08 63.18 67.19
HQV 6.88 6.78 55.42 52.83
YIQ 2.86 1.60 3.41 2.48
YIQ I 5.12 3.61 5.00 2.88

According these results, the accuracies of RGB and
HSV were through 8 to 61 percentages on compli-
cated one. The other, YIQ showed very robust per-
formances, which the accuracies were keeping with
through 92 to 96 percentages even though the experi-
ment performed in complicated environments.

3.4 Exp4: Extraction accuracy 2

Experiment 4 evaluated the extraction accuracy on
several illuminated environments: Fluor illuminated
with fluorescent lamp, Incan illuminated with incan-
descent lamp, Sun(in) illuminated indoor with sun-
light, and Sun(out) illuminated outdoor with sunlight.
In this experiment, the background was fixed on PC
environments.

Table 3: Total-miss ratio on several illuminated envi-
ronments(%).

color Fluor Incan Sun(in) Sun(out)
RGB 52.99 78.74 62.82 8.22
HSV 54.68 74.43 67.74 29.08
HQV 32.88 90.17 56.37 65.35
YIQ 3.14 94.40 2.17 13.33
YIQ I 3.15 94.75 2.03 13.33

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 334



The results (see table 3.4), showed all kinds of color
system didn’t have enough accuracy on incandescent
lamp. One of the reasons, I axis of YIQ has similar
characteristics as the light of incandescent lamp even
though I axis is most important axis to extract skin
color.

3.5 Exp5: Extraction accuracy 3

To resolve the previous problem (weak recognition
rate on incandescent lamp), background estimation
method described in section 2.5 was introduced. Here,
we don’t experiment with RGB, HSV and HQV be-
cause they don’t have robustness against the difference
of illumination.

Tables 3.5 showed the accuracies with background
estimation, where withoutBS denotes the results
without background estimation (same values on ex-
periment 4), and withBS denotes with background
estimation. Figure 3 showed a extracted result with-
out BS in leftside and with BS in rightside, where
black color in hand part shows skin-miss pixels, dark
light grey around of hand shows background-miss pix-
els and dark grey mainly showed in hand part of right-
side shows correct recognized pixels.

Table 4: Total-miss ratio with background estima-
tion(%).

color without BS with BS
YIQ 94.40 2.40
YIQ I 94.75 2.17

Figure 3: An extracted result (leftside with BS, right-
side with BS).

The accuracy of YIQ with proposed threshold ad-
justing based on background estimation was pretty im-
proved through 97 to 98 percentages. These results
shows that our approach has highly robustness not
only complicated backgrounds but also several illumi-
nated environments.

4 Conclusion

In case of using only extraction based color sys-
tem, the accuracy on all color systems were too low to
use for practical. The accuracy of YIQ with proposed
threshold adjusting based on background estimation
was pretty improved through 97 to 98 percentages.

In summary, the proposed method showed well per-
formance with strong robustness for skin color ex-
traction on any-complicated and -illuminated environ-
ments. According to this summary, this method so as
to apply widely applications because our method re-
quires only one camera and without any personalized
database.
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Abstract
Periodic gaits of passive dynamic waking are found

by solving nonlinear dynamic equations, and the con-
vergence speed of numerical solving of the equations
is greatly affected by the choice of initial values. This
paper investigates the iterative searching algorithm for
periodic gaits by studying the simplest passive dy-
namic walking model. An improved algorithm for
choosing the initial values is proposed based on the
work of Garcia etc. The effectiveness of the proposed
algorithm is demonstrated by numerical simulations.

1 Introduction

Why can human walk? One may focus on the con-
trol of nerve and muscle but relatively neglect other
important factors. Passive dynamic walking proposed
by McGeer [1] presented a novel idea.

Passive dynamic walker is a simple mechanism nor-
mally composed of some solid links connected by fric-
tionless hinges. Without motors and controllers, it can
walk down a small slope stably by gravity and have a
human-like gait.

The key to analyze passive dynamic walking is to
find periodic gaits, normally by numerically solving
nonlinear differential equations with iterative method
like Newton-Raphson method [2]. The iterative
method first selects a set of initial values, then searches
directly in the solution space whose dimension is rela-
tively high for the fixed points of the equations. The
choice of the initial values is quite important since it
directly affects the convergence and the convergence
speed of the iterative method, but how to choose the
initial values is still a problem. Garcia et al. [3]
had developed a method to solve this problem. They
first got a low-order approximation to the equations,
solved them for the analytical solutions which could
be used as the initial values of the iterative method.

This method works well when the equations are sim-
ple but involves some complicated symbolic manipu-
lation. This article proposes an improved algorithm
which searches in the parameter space whose dimen-
sion is relatively low instead of the solution space. The
effectiveness of the algorithm is demonstrated by nu-
merical simulation and comparison with the original
algorithm.

2 Model

The model used here is the simplest walking model
proposed by Garcia et al. [3], which is shown in Fig-
ure 1.

Figure 1: The simplest model of passive dynamic walk-
ing

Assumptions of the model are:
1 Mass: The only mass is at the hip and the feet,

and the foot mass m is much smaller than the hip mass
M , satisfying β = m

M → 0.
2 Actuator: No actuators are used.
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3 Collision: When the swing foot hits the ground,
the collision is completely inelastic (no slip or bounce)
and the double support phase is instantaneous (the
stance foot leaves the ground when the swing foot hits
the ground).

4 Ground: The swing foot may be below the ground
level during the swing phase. To solve this problem,
we allow the swing foot to move below the ground in
numerical simulation and use a chessboard-like ground
for real-world experiments.

According to Lagrange function, equations of the
motion for the swing phase are


 M̄

(
∂g
∂q

)T

∂g
∂q 0




[
q̈
λ

]
=

[
f̄

− ∂2g
∂q∂q q̇q̇

]
(1)

and the relation of the velocities before and after the
collision can be written as follows according to the
angular momentum conservation


 M̄

(
∂g
∂q

)T

∂g
∂q 0




[
q̇+

ρ

]
=

[
M̄ q̇−

0

]
(2)

where q = (u, v, θ, φ)T is the configuration of the
model, x = F (q) the coordinates of the hip and the
feet, g (q) = 0 the constraints of the ground, M the
general mass matrix, f the force vector, λ, ρ the

Lagrange multipliers, and M̄ =
(

∂F
∂q

)T

M ∂F
∂q , f̄ =

(
∂F
∂q

)T [
f −M ∂2F

∂q∂q q̇q̇
]
.

We define the start of a stride as the moment the
swing foot hits the ground and the stance foot leaves
the ground, which is also the end of the last stride.
The state at this moment is the initial state of the
model, which is v =

(
θ, θ̇, φ̇

)T

. A Stride Function

vk+1 = S (vk) is a map from the state of the kth stride
to the state of the (k + 1)th stride.

3 Search of the Fixed Points of the
Equation

A periodic gait corresponds to a fixed point of the
Stride Function, which is normally found by iterative
method. If an initial value v satisfies the equation
v = S (v), it is a fixed point of the Stride Function
S, otherwise the iterative method should modify the
initial value by ∆v to make the modified value satisfy
v + ∆v = S (v + ∆v). Since we can’t explicitly write

the expression of S (v + ∆v), we use the first-order
approximation

S (v + ∆v) ≈ S (v) + J∆v, where J =
∂S
∂v

(3)

then we get

∆v = (I − J)−1 (S (v)− v) (4)

The iterative method can be described as

repeat

∆v = (I − J)−1 (S (v)− v)
v = v + ∆v
until |S (v)− v| < ε

(5)

This is the Newton-Raphson method.

4 Improvement of the Search of the
Fixed Points of the Equation

Since we use the first-order approximation to the
Stride Function, the initial value v should be near the
fixed point. In a stride, the swing foot first moves
below the ground level, then moves above it, and then
moves downwards and hits the ground. If the initial
value is far from the fixed point, the swing foot may
not be able to move above the ground level, and the
collision may not occur. Since we can’t get the state
after heel-strike, S (v) and Jacobian matrix J can’t be
obtained. In a word, the initial value should guarantee
that at least one heel-strike can happen.

To solve this problem, we propose an improved
method. We assume that if the parameters of the
model change slightly, the fixed point will not change
too much. Based on this assumption, a fixed point
for one set of parameters can be used as the initial
value for another set of parameters if these two sets
of parameters are near together. On the other hand,
an initial value not suitable for one set of parameters
may be a good choice for another set of parameters.
Based on the above observation, we propose an im-
proved method as follows:

1. Given a slope angle γ, choose an initial value v;
2. Search for the fixed point using Newton-Raphson

method; if not found, jump to 3;
3. Keep the initial value v unchanged, let γ = γ +

∆γ, and use Newton-Raphson method again; modify
∆γ until the fixed point is found. Let the found slope
angle be γ∗ and the fixed point v∗;

4. Use v∗ as the initial value, let γ∗ = γ∗ + ∆γ,
search for the fixed point. Modify the slope angle by
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∆γ at a time, and search for the fixed point using
the fixed point with the slope angle unchanged as the
initial value. Repeat until γ∗ = γ.

The dimension of the parameter space is 1 while
the dimension of the state space is 3. The improved
method searches in the parameter space instead of the
state space, making the search easier.

5 An Example of the Algorithm

To demonstrate the effectiveness of the algorithm,
we first give a plot of the fixed points versus the slope
angles, see Figure 2. The same result was shown by
Garcia et al. [4] too.
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Figure 2: Fixed points of the stride function

We give an example here to demonstrate that the
improved method can find the fixed point even when
the initial value is not suitable.

1. Given a slope angle γ = 0.016[rad], choose an

initial vale v =
(
θ, θ̇, φ̇

)T

= (0.1,−0.01,−0.002)T ;
2. Search for the fixed point using Newton-Raphson

method; we can’t find the fixed point after 80 itera-
tions;

3. Keep the initial value v unchanged, let γ = γ −
0.001[rad] , and use Newton-Raphson method again;
we find the fixed point

v =




θ

θ̇

φ̇


 =




0.2259204891316
−0.22237603365099
−0.022316588434412




when γ = 0.013[rad];

4. Use the fixed point when γ = 0.013[rad] as
the initial value, search for the fixed point when γ =
0.014[rad]; Use the fixed point when γ = 0.014[rad]
as the initial value, search for the fixed point when
γ = 0.015[rad]; finally we get the fixed point when γ =
0.016[rad] using the fixed point when γ = 0.015[rad]
as the initial value

v =




θ

θ̇

φ̇


 =




0.2259204891316
−0.22237603365099
−0.022316588434412




.
The procedure is shown in Table 1.

slope angle
γ (rad)

initial value
θ (rad)

fixed point
θ (rad)

0.016 0.1 not found
0.015 0.1 not found
0.014 0.1 not found
0.013 0.1 0.2259204891316
0.014 0.2259204891316 0.23144913545946
0.015 0.23144913545946 0.23671218331329
0.016 0.23671218331329 0.24173855862323

Table 1: An Example of the Algorithm

6 Conclusion

This paper investigates the iterative searching algo-
rithm for periodic gaits by studying the simplest pas-
sive dynamic walking model. An improved algorithm
for choosing the initial values is proposed based on the
work of Garcia etc. The effectiveness of the proposed
algorithm is demonstrated by numerical simulations.

References

[1] T. McGeer, “Passive dynamic walking,” Intern. J.
Robot. Res., Vol. 9, pp. 62-82, 1990.

[2] W. Martijn, “Essentials of dynamic walking; Anal-
ysis and design of two-legged robots,” Doctor the-
sis, Delft University of Technology, Mechanical En-
gineering, 2004.

[3] M. Garcia et al., “The simplest walking model:
Stability, complexity, and scaling,” ASME J.
Biomech. Eng.,Vol. 120, pp. 281-288, 1998.

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 342



[4] M. Garcia et al., “ Speed, efficiency, and stability of
small-slope 2d passive-dynamic bipedal walking,”
In Proc., IEEE Int. Conf. on Robotics and Au-
tomation, pp. 2351-2356, 1998.

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 343



Clothes Manipulation by Inchworm Robot Grippers 

Khairul Salleh  Hiroaki Seki  Yoshitsugu Kamiya  Masatoshi Hikizu 

 Department of Mechanical Systems Engineering 
Kanazawa University, Kakuma-machi, Kanazawa, Ishikawa 920-1192 JAPAN 

E-mail: hseki@t.kanazawa-u.ac.jp  
 
 
Abstract Hand A

Hand B’

towel

Hand A Hand B’
Second
corner

Hand B

Hand A Hand BFirst corner

(ii)

(i)

(i)   Example of an improper clothes spreading
(ii)  Example of a proper clothes spreading

Deformable objects manipulation by robot is very 
challenging. We focused on clothes manipulation as an 
example and applied edge tracing method in order to search 
for corners of particular clothes. Tracing in this paper 
context involves tracing the towel’s edge, with the robot arm 
movement based on feedback from sensors. Development of 
special tools for deformable object manipulation is also 
considered to be important as well and must consider the 
properties of the deformable objects. We designed inchworm 
type grippers for the purpose of clothes manipulation. This 
paper proposes a unique tracing method for towel spreading 
using the inchworm grippers. Experimental results have 
demonstrated the effectiveness of both the proposed method 
and the grippers. 

Figure 1 - Problems in clothes spreading

Keywords 
Edge tracing, deformable object, robot gripper, inchworm, 
spreading of clothes, home service robot 

1. Introduction 
The world is full of deformable objects. Let's just look 
around us. Clothes, papers, cables, plastic bags; they are all 
deformable objects. Even in today's robotics, researches 
concerning deformable object manipulation are becoming 
more and more popular. The presence of these objects means 
that home service robots need to be dexterous in object 
handling [1]. In handling clothes, for example, the robot 
must first recognize the shape of clothes. Due to contact and 
gravity, clothes rarely show their original shape. In this case, 
edge tracing is important in object recognition [2]. We use it 
here to spread clothes, which is important in folding or 
hanging clothes out to dry. Much research has been done on 
deformable object manipulation [3,4,5,6,7,8] but very little 
on clothes manipulation. Even that on clothes manipulation 
is largely theoretical [9,10] rather than practical. We propose 
practical research on towel spreading as an example of 
clothes manipulation using sensor-based edge tracing.  

Spreading clothes basically involves holding two corners of 
the clothes to spread or fold them [10]. The problem is 
finding the appropriate corners. Vision sensors help find 
corners [11], but corners are not necessarily visible or 
exposed to the camera, causing the robot to hold the clothes 
unsatisfactorily (Figure 1). Even when a camera detects a 
corner, the corner may not be appropriate. By using tracing 
manipulation to find the second corner, it is proven that the 

second corner found is that next to the initially found corner 
and not the one apposite it [12,13]. But there are also 
problems concerning tracing manipulation. One of the major 
problems is how to retrieve the fabric when it is in danger of 
slipping away from the gripper. The robot may be able to 
detect that the fabric is about to slip but it is hard to retrieve 
or prevent it. If the robot tries to regrasp the fabric, it would 
probably slip away. If the robot tries to retrieve the fabric 
without regrasping it, it would most probably drag the fabric 
along, flexing it instead of retrieving it. This is due to the fact 
that deformable objects are sensitive to contact forces. The 
robot can be programmed to retrace the fabric from the 
beginning but this will take time. The solution to this 
problem is to design a special tool that can trace the fabric 
and does not release it. This paper proposes tracing using 
inchworm type grippers as a solution. 

2. Clothes Manipulation System 

 
 Figure 2 - Clothes spreading scene 
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Figure 2 shows a scene in towel spreading.  In this research, 
we use two robot arms, Js2 (Kawasaki Heavy Industries) 
with 6 degrees of freedom (DOF) and RCH-40 (Yamaha) 
with 5 DOF. Both arms are equipped with grippers designed 
for clothes manipulation. A CCD camera that detects and 
confirms corners is located in front of the two robot arms. 
The images taken by the CCD camera are in 8-bit gray scale 
and 640x480 pixels in size. TRV-CPW5 image processing 
board (Fujitsu) speeds up image processing. 

The robot grippers designed for fabric manipulation play 
important roles in clothes manipulation. Figure 3 shows the 
details of the inchworm grippers attached to the Js2’s wrist. 
There are two pairs of gripper, one is a fixed gripper and the 
other one capable of sliding sideways using a Maxon motor 
with rotary encoder (18V, 3.0W, lift-torque 10.8mNm, max 
rpm 16000rpm) via 2 spur gears of the same diameter and a 
ball screw with a 1mm lead. The encoder’s resolution is 
100pulse/rotation. The maximum distance between the two 
pairs of grippers is 60mm.The grippers both have 3 pairs of 
infrared sensors to check whether or not the fabric is inside 
them. Infrared LED OP298B (Optek) and phototransistor 
TPS601A (Toshiba) is used. The grippers can also detect 
force being applied to the fabric via strain gauges attached to 
them. The thick part of the gripper just behind the thin part 
acts as a stopper to protect the thin part from breaking due to 
excessive force. The gap between the two fingers of a 
gripper (gripper gap) is controlled using an RC servomotor 
from Futaba.  
   

Phototransistors

Infrared LEDs
Servo motor

Strain gage

78.5mm

14
m

m

8m
m

4mm

12.25mm

0.5mm 10
m

m

Motor with rotary encoder

Spur 
gear

Ball screw

max. 
60mm

Slide gripper Fixed gripper

 
 

4. Finding a Corner using Edge Tracing 
Manipulation 

Let’s assume that the RCH-40 gripper is grasping the first 
corner. This can be achieved using the CCD camera [12]. 
After Js2 gripper is positioned at the edge of the towel just 
beneath the first corner, it will start tracing the edge of the 
towel by smartly using the feedbacks from the infrared 
sensors (Figure 4) with the fixed gripper positioned on top 
and the slide gripper below. This movement pattern is based 
on the feedbacks from Js2 gripper’s infrared sensors and 
should enable Js2 to find a corner next to the one being held 
and not the one across it. Since the inchworm type robot 
grippers have two sets of grippers, at least one of the grippers 
can be made to grasp the towel while the other gripper traces 
the edge of the towel. The advantage of using the inchworm 

grippers is that Js2 will be grasping the fabric all the time, 
reducing the probability for the towel to slip away during 
tracing besides no precise force control is required during 
tracing. This is because the two grippers of the inchworm 
type grippers are near to each other and in case the tracing 
gripper accidentally releases the towel, it can regrasp and 
retrace the towel from under the other gripper without the 
Js2 having to trace the towel back from the start.  

 

 

 

 

 

 

 

 

 

 

 

 

 

The gripper movement during tracing is like the movement 
of an inchworm (Figure 5). The slide gripper will trace the 
towel until the slide gripper reaches the maximum sliding 
distance (maximum tracing distance ∆r) during infrared 
feedback patterns A and B or until the infrared sensors 
feedback changes while the fixed gripper maintain its firm 
hold of the towel. During this process, Js2 will remain static. 
The actual tracing distance is ∆s1. The relation between ∆r 
and ∆s1 can be written as follows: 

rs1 ∆≤∆                                       (1) 

The tracing vector for the sliding gripper u1 is perpendicular 
with the orientation of the inchworm type grippers on the 
xz-plane. The tracing vectors u1 can be written as follows: 

)cos,sin( θθ −−=1u ,                 (2) 1|| =1u

After either ∆s1=∆r or the infrared sensors feedback changes 
from pattern A to pattern B (Figure 4) or vice versa, the slide 
gripper will grasp the towel and then return to its origin. This 
means that during this process, both grippers are supposed to 
firmly hold the towel. The new tracing vector for the slide 
gripper during this process u1new can be written as follows: 

)cos,(sin θθ=−= 11 uu new                     (3) 

The sliding distance is ∆s1' where: 

1s∆ '                                  (4) 1s∆=

After returning to its origin, the fixed gripper will open 
slightly and then the Js2 will move downwards. The fixed 
gripper will be tracing the towel’s edge during this process 
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Figure 3 - Inchworm robot grippers 
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Figure 4 - Inchworm movement during tracing 
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Figure 5 – Tracing algorithm using inchworm grippers
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(tracing vector for the fixed gripper u2 and tracing distance 
∆s2). u2 and ∆s2 can be written as follows: 

            )cos,sin( θθ −−== 12 uu ,            (5) 1|||| == 12 uu

                                            (6) 12 ss ∆=∆

Both grippers will then grasp the fabric firmly before Js2 
changes the inchworm grippers’ orientation θ  based on the 
final infrared feedback pattern of the slide gripper when it 
first traced the towel. In case of pattern A, the robot will 
open the slide gripper slightly before Js2 rotates the 
inchworm grippers counter clockwise (rotating angle α) on 
the xz-plane so that the tracing direction will be facing 
deeper into the towel. In case of pattern B, the robot will 
open the fixed gripper slightly before Js2 rotates clockwise 
(rotating angle α) instead on the xz-plane so that the tracing 
direction will be facing away from the towel. The rotation 
center is the center of the fixed gripper’s fingertip. The slide 
gripper will then again starts tracing the towel. The new 
tracing vector u1new can be written as follows: 

)cos(),sin(( αθαθ −−−−=new1u ,              (7) 

)cos(),sin(( αθαθ +−+−=new1u ,              (8) 

where eq.(7) represents the new tracing vector for pattern A 
and eq.(8) represents the new tracing vector for pattern B. 

Js2 will trace the edge of the towel until the infrared sensors 
feedback on the sliding gripper turns to patterns C or D, 
indicating that Js2 is holding a possible corner, and corner 
confirmation process will take place. This is done by 
changing the orientation of the Js2 gripper θ  and checking it 
the feedback stays at pattern C, D or not. The corner 

confirmation process is done two times. If the second corner 
is reached and confirmed, Js2 gripper will firmly grasp the 
corner and the towel is then spread. 

5. Experimental Results 
Experiments were conducted 20 times to evaluate the 
proposed edge-tracing algorithm using a towel with the 
following properties: size 32cm x 32cm, thickness 2.28mm, 
mass per unit 0.037g/cm², coefficient of friction 0.615, and 
stretch rate 0.005cm/gf. All experiments were started with 
the Rch-40 gripper holding a corner of the towel. ∆r and  α 
are set at 5mm and 5deg respectively. 

Figure 6 shows the data acquired during one of the tracing 
experiments. From Figure 6 (c), we can see that at the end of 
tracing, the infrared sensors feedback on the slide gripper 
turned to patterns C or D. This proves that the robot knows 
when it is approaching a corner. We can also see from Figure 
6 (c) that corner confirmation process took place based on 
the number of times the feedback turned to patterns C or D at 
the end of tracing. Figure 6 (a) shows the trajectory for 
inchworm grippers. Figure 6 (b) shows the orientation of the 
inchworm grippers on the xz-plane. The percentage for Js2 
finding a corner is 80%, proving that our proposed tracing 
manipulation method has been successful. The average time 
is approximately 58sec. Failures are mainly due to the Js2 
gripper failing to trace along the edge of the towel. This 
happens when Js2 gripper does not hold the edge of the towel 
at the beginning of the tracing manipulation.  

6. Conclusion 
A method for finding a corner of a towel using a unique edge 
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tracing method by inchworm grippers is presented. The 
gripper has enabled Js2 to trace the edge of the towel with 
more stability and also successfully even without the help of 
a vision sensor. 

Projected plans include the improvement in both speed and 
reliability of the process. Collaboration with the existing 
vision sensor might solve this problem. Applying the current 
algorithm to other clothes such as shirts and skirts is also 
important to check the robustness of the method to other 
kinds of clothes as well. 
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Abstract 
 

We are currently developing an autonomous robot 

that can work in human living environments and that 

can carry out users’ basic instructions. When such a 

robot moves and works in a human living space, the 

robot should be able to recognize elements of its 

environment. 

Thus, we are engaged in research aimed at the 

acquisition of a sense of distance from based on image 

information, utilizing sight information and not 

necessitating remodeling of the human living space. 

We give our robot a “finite space map.” This map 

contains information describing a floor plan including 

obstacles (desk and sofa, etc.), and the robot’s position. 

The robot searches for a route based on the finite space 

map, and moves along that route. However, numerous 

obstacles that would disturb the movement of the robot 

can exist in a human living environment; in addition, 

these objects are often unknown to the robot. The 

robot thus needs a system to recognize unknown 

obstacles not provided by the finite space map 

beforehand. 

Thus, we developed an obstacle recognition 

system that discovers detects obstacles, and detects 

determines the distance to the obstacle and obtains 

three-dimensional data describing the obstacle. 

 

1. Introduction 
 

       Recently, the chances of seeing a working robot 
in our surroundings have increased.  Robots with 

various functions have been developed based on recent 

technological advances.  However, a robot capable of 

helping us autonomously has not yet appeared.  Thus, 

our laboratory is developing an autonomous personal 

robot that can work in the home and the hospital while 

being easy to command. 

In order to allow the robot to work autonomously, 

it is necessary to create a program for the robot that 

allows it a variety of actions. 

We are advancing the development of a robot that 

acts autonomous by giving the robot functions that 

allow it to work and move easily in a room, and that 

allow easy communication with the person it is 

intended to serve. 

Our robot’s only sensor is a CCD camera installed 

in the robot‘s head, which can rotate and tilt forward 

and backward. Our robot moves on two motorized 

wheels (front wheels) and two castor wheels (rear 

wheels).  Moreover, the robot has two arms with which 

to perform simple work (e.g., grasping an object). The 

PC installed in the main body executes control of the 

device and runs an autonomous program. An installed 

wireless LAN provides the option of remote control 

for humans. Lead batteries supply the robot’s electric 

power. [1] [2] 

In order to detect obstacles, the system extracts 

the pixel groups whose shapes are much different from 

the main background pixels and interprets them as 

obstacles. The system can predict the distances to the 

obstacles and also the obstacle’s height and width by 

using the extracted information and attached drive 

encoders. 

In addition, the position and the size of the 

detected object are reflected in a finite space map, and 

the robot evades the obstacle by calculating an evasion 

route. 

In this paper, we explain our robot’s processing 

mechanism. In addition, we describe the details of the 

obstacle recognition system, and show the results of an 

experiment using this system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 Robot appearance 
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2. Self-drive control for robot 
 

Our robot has an action determination program 

that enables it to act autonomously. The obstacle 

recognition system explained in this paper is part of 

this program. The robot has a system that enables it to 

communicate with humans and recognize moving 

objects. These action determination programs use the 

feedback values returned from the CCD camera and 

the motor encoders. In addition, these programs 

control the arm and the wheels and command the 

driving motors. [3] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3. Obstacle recognition system 
 

3.1 Outline of the system 
 

In order to ensure that the robot can drive safely 

in an indoor environment, the system must detect 

obstacles. Thus, data that can allow it to avoid 

obstacles is needed. We have developed a system of 

recognizing obstacles that uses only image data 

captured by a CCD camera. The purpose of this system 

is to enable the robot to detect obstacles and roughly 

recognize an obstacle's size and position. In addition, 

the position and the size of the detected object are 

reflected in the finite space map, and the robot evades 

the obstacle by calculating an evasion route. 

 

3.2 Method of extracting obstacles 
     

       First of all, the system converts 24bit RGB image 

data into HSV data. HSV data shows the image 

elements of hue, saturation, and value. The processing 

of the image data could be simplified by using HSV. 

The system samples a group of image pixels in a 

rectangular region at the bottom center of an image. 

The system uses the group of image data inside this 

region as its sample image data an then uses the 

deflection calculated by the sample data. The system 

extracts the floor region in terms of the difference of 

all pixels in the image.  Figure 3 shows an extracted 
obstacle. 

        

 

 

 

 

 

 

 

 

 

  

Labeling is used to make one set of each group of 

image pixels extracted from an image. This is 

processed from the extraction result of the floor region. 

The group of image pixels that leads to the detection 
of an obstacle is distinguished by this process. Figure 

4 shows an example of labeling. 

 

 

 

 

 

 

 

 

 

 

 

Next, the system analyzes the object that has 

been determined to be an obstacle. We define the 

lower side of a group of image pixels as the distance 
to the object, and the system presumes the width of the 

obstacle based on the width of a group of image pixels. 

In addition, we defined the uppermost part of a group 

of image pixels as the height or a depth of the object. 

The robot runs on the floor side, and presumes 

determines the height of the obstacle based on the 

position of the change in the image pixel group, the 

camera position, and the angle between the two 

images.  
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Fig.2 Self drive control for robot 

  

Fig.3 Extract the obstacle 

  

Fig.4 Example of labeling 

Fig.5 Estimation of an obstacle’s data 

  
position 1 position 2 

Fig.6 Object recognition from motion stereo  
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We process the calculation of We process the data 

of these obstacles in consideration of the focus and 

geometric calculation of the camera. Lastly, we show 

the flow of the obstacle estimation processing in 

Figure.7. [4] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.3 Evaluation of the obstacle extraction 
process 
 

We show the results of a test regarding the 

accuracy of the estimation of an object. When the 

system is actually used, processing will be repeated 

while the robot is moving. However, two images 

acquired to accurately measure the distance when the 

robot was in a fixed position were used to verify the 

accuracy of the data describing the obstacle (width, 

height, and depth). Table.1～3 shows an example of 

the verified obstacle data. Figure 8 shows the results in 

3-D space. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Based on these results, it was judged that the 

system collects obstacle data at a sufficient level of 

accuracy to evade an obstacle. 

 

3.4 Method of evading obstacle 
 

The robot evades an obstacle by using the results 

of obstacle estimation. When the obstacle is initially 

estimated, the system saves the camera image (the first 

image). As the robot advances in a regular fashion, the 

system obtains a second image that is used by the 

motion stereo process. The distance from the first 

image to the second image can be obtained according 

to the value of the encoder installed in the robot’s 

drive wheel. Obstacle data is obtained by using these 

two images and the method of obstacle extraction.  

When the height of an obstacle is detected (if the 

height of the obstacle is 0, the system determines that 

the robot need not evade the obstacle), the obstacle’s 

data (width and depth) is written into the finite space 

map.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CCD camera image acquisition 

Convert RGB image to HSV image 

Sampling of floor region information 

Extract the floor region in an image 

The process of labeling 

Estimate the data of obstacle 

Fig.7 Flow of processing 

  Actual measurement Calculation result 

Distance to obstacle 100cm 98cm 

Obstacle 

position(horizontal 

direction) 

 

Right 1cm 

 

Right 3cm 

Height 31cm 34cm 

width 21cm 30cm 

depth 21cm 17cm 

 

Table.1 Calculation result of object data (box) 

  Actual measurement Calculation result 

Distance to obstacle 130cm 128cm 

Obstacle 

position(horizontal 
direction) 

 

Left 69cm 

 

Left 78cm 

Height 0.5cm 0cm 

width 50cm 63cm 

depth 50cm 57cm 

 

Table.2 Calculation result of object data (plate) 

  Actual measurement Calculation result 

Distance to obstacle 96cm 93cm 

Obstacle 

position(horizontal 
direction) 

 

Right 29cm 

 

Right 33cm 

Height 22cm 18cm 

width 22cm 27cm 

depth 22cm 8cm 

 

Table.3 Calculation result of object data (ball) 

   

Fig.8 Estimation of obstacle displayed in 3-D 

 

Fig.9 Finite space map 
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The finite space map is one of the knowledge 

databases that the robot has beforehand. This map 

contains information regarding the floor plan 

including obstacles (desk and sofa, etc.), and the 

robot’s own position. The robot searches for a route 

based on the finite space map, and moves along that 

route. 

In addition, the route for evading the obstacle is 

calculated by using the route searching system 

installed in the robot, and the robot then performs an 
evasive action. The route searching system calculates 

and controls the route of the robot by using the finite 

space map. Figure 10 shows the flow of the evasive 

action. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.  Conclusion 
 

We developed an obstacle recognition system 

that allows a robot to drive safely in an indoor 

environment. This system is able to roughly recognize 

a three-dimensional object. In addition, the obstacle 

could be successfully avoided by using data describing 

the recognized obstacle.  

However, the current method for calculating the 

obstacle's height and depth cannot accurately calculate 

an obstacle having an intricate shape. Our next focus 

of study is to find a solution to this problem and to 

make the system more stable by improving its 

processing speed and efficiency. 
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Abstract 

 In this paper, I focused on developing a robot arm with 

three degrees of freedom and an autonomous function. I 

modeled my research on the actions of animals, which adjust 

well to environmental change, and aimed for control of an 

autonomous robot that would imitate the action of an animal. 

Our laboratory developed a software architecture to control 

the action of the robot by introducing an evaluation function 

for action choice into the hierarchically structured model. 

This is the element that specifically connects the 

consciousness of the robot with its action, and I named it 

Consciousness-based Architecture (CBA). In this research, I 

ran an experiment on a search action for a robot arm 

executing a detour around obstacles and arriving at a target 

position. An experiment was performed to evaluate the 

effectiveness of CBA, and its results are discussed. I let the 

robot arm imitate the groping movement of a human being 

and allowed a search action to proceed. In the case of an 

outward trip, the robot arm recognized the positions of 

obstacles by touching them, and it avoided these obstacles 

by executing detours. As a result, the robot arm arrived at 

the target position while memorizing the course of detours 

around the obstacles that it recognized. 

Key words: robot arm, evaluation function,  
Consciousness-based Architecture, autonomous function 

 

1. Introduction 
  
 The Japanese robots industry developed for the field of 

manufacturing has played a key role in producing robots 

that can assemble cars and operate precision instruments. 

[1] Hence, in this research, I focused on developing a 

robot arm with three degrees of freedom and an 

autonomous function. Fig.1-1 shows the system 

constitution of this research; Fig.1-2 presents a diagram 

showing the placement of the degrees of freedom of the 

robot arm. 

 This  arm is not equipped with sensors to the outside 

world and cannot take in nearby environmental 

information before touching it. Therefore, I let the robot 

arm imitate the groping movement of a human being and 

allowed a search action to proceed. This paper describes 

control of a joint angle by a computed torque method, the 

consciousness architecture incorporated in the robot arm 

that allows it to act on a search, and an experiment of a 

course search. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1-1 Schematic diagram of the system structure for 

the robot arm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1-2 Overview of the 3 DOF of the robot arm 
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2. Positioning of a robot arm by a 
computed torque method 

 
 A computed torque method is a control technique to 

make compensations by a reverse dynamics calculation 

that does not consider centrifugal force and Coriolis 

force to be agitation. [2] Expression (2-1) below is an 

exercise equation for motors; expression (2-2) is an 

exercise equation for a robot arm by the Lagrange 

method; and expression (2-3) is a law of control. 

 

 τθθ =+ &&& CJ       (2-1) 

  ][inertiaRotor 2kgmJ：  

  sec]/[constant  Braking 2kgmC：  

  ][Torque mN：τ  

 ( ) )(,)()( θθθθτ ghtvM ++= &    (2-2) 

 

 

 

 

 ( ) ( ) ( )θθθθθ &&&& −+−+= rdrPr KKtv   (2-3) 

  ree][degangle aim：rθ  

 

Each feedback gain is derived with a pole assignment 

technique. [3] Two poles constitute conjugate imaginary 

poles, and I assume βα js ±−=  And when I 

assume nζωα = , 21 ζωβ −= n  , each feedback gain is 

found according to expressions (2-4) and (2-5): 

 

(2-4) 

 

(2-5) 

 

In addition, each parameter is demanded  through 

consideration of the response and the greatest electric 

current which a motor permits experimentally. I show a 

result for a shoulder joint in Fig.2-1. I assumed 

parameters which determined feedback 

gain 90.030 == ζα ， . 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2-1 Response of  Joint2  

 

 

3. An autonomous action 
3-1 Consciousness-based Architecture (CBA) 

 

Fig. 3 shows a summary of a search action in this 

research. I applied CBA to a robot arm at level 5 this 

time. The robot arm moves the shoulder (B) and elbow 

(C) from (S), which is in an appropriate initial state,  

and it leads to the aim state (G), while detouring around 

an obstacle. 

 

 

 

 

 

 

 

 

 

Fig. 3 Schematic diagram of the experimental environment 

 

In addition to the robot arm shown here, our laboratory 

constructed a hierarchically structured model based on 

an expression mechanism model of consciousness and 

the action of an animal. Table 3-1 shows a 

consciousness module and a restraint object, aspects of 

an action module applied in this research . 

 

Table 3-1 Details of consciousness, behavior, and deterrent at each 

  level 

 

 

 

 

 

 

 

 

 

 

 

In explanation of this hierarchical structure model, a 

consciousness level first emerges at 1 when a performed 

action is restrained. A robot arm then makes the best 

choice from actions on a lower level. 

 

3-2 An evaluation function for behavior choice 

 

Various elements participate in the ground rule of an 

animal. The thing which a function makes inside the 

state of an animal is "an evaluation function." In this 

experiment; an evaluation function assumes an outside 

environmental state to be a component. Expression (3-1) 
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defines the strength of consciousness Ci of level i in a 

time t ;expression (3-2) defines an evaluation function 

that chooses an action:  

          (3-1) 

 

 

        (3-2) 

 

where EN =the number of things outside perception, 

and
ijβ = the degree of the physical outside perception.  

 

4. An autonomy action experiment 
 

 I applied an action module and an autonomy action 

algorithm that I built into a robot arm.  I then 
experimented with a diplomatic shuttle action using these. 

I tested the action in the environment shown in Fig. 3. In 
the test, I gave the robot arm only coordinate information 

about the aim position, none about obstacles. When the 

fingers arrived at the aim position, the robot arm changed 

its initial position to the new aim position and moved.  

 

 

 

 

 

 

 

 

 

 

Fig. 4-1 Temporal data showing C values for autonomous 

behavior 

 

 Fig.4-1 and 4-2I show the experimental result. Fig. 4-1 

shows the consciousness evaluation function in CBA 

when the arm moved to a destination. The vertical axis 

shows the size of the evaluation function at each level, 

and the horizontal axle shows time. The figure indicates 

a series in consciousness from the beginning of 

movement to arrival at the aim position and an action. Ti 

(i=0…9) in an explanation helps to support Fig. 4-1 

 The consciousness level rises to 2 when the program of 

the robot arm is at T0. When the robot arm comes in 

contact with an obstacle at T1 and causes a reflection, the 

consciousness level falls to 1. When the consciousness of 

level 1 fades away afterwards, a restraint produces an 

action at level 2 with the memory of the obstacle 

remaining, and then the consciousness level stops at 2, 3, 

and 4 sequentially.  

Because the consciousness level rises to 4, the robot arm 

chooses an action to detour around an obstacle. The 

robot arm judges the obstacle to be a detour in T2, and 

the consciousness level goes down to 2. Because the 

consciousness level fell to 2, a robot arm reopens an 

action to go to an aim position. Just like in the sequence 

above, the robot arm chooses a reflection/detour action at 

T3 - T4 and moves towards an aim position. The robot 

arm judges that the finger reached the target position and 

stops at T5. 

 At T4, the robot arm begins a movement to return to its 

startup posture. In the return journey, the robot arm will 

trace the most suitable course. Therefore, the 

consciousness level rises to 5, and it refers to the 

assistant goal information  memorized in the outward 

trip given it at level 4. Assistant goals given then are the 

fingers position when the robot arm judged that a detour 

action was completed at T2 and T4. The robot arm acts 

on a search in level 4 and starts movement towards a 

given assistant goal. At T6 and T7, the fingers of a robot 

arm arrive at an assistant goal. Therefore, the 

consciousness level rises to 5 and is given at level 4 the 

next assistant goal information. The robot arm judges 

that the finger reached the initial position and stops at 

T9. 

 

 

    

(a) T0   (b) T1   (c) T2 

 

    

(d) T3   (e) T4   (f) T5, T6 

 

   

(g) T7   (h) T8   (i) T9 

Fig. 4-2 Robot arm postures for each time 

 

5. Conclusion 
 

 I report performing the positioning of a robot arm by a 

computed torque method and also an experiment 
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regarding a search action. I will aim at the realization of 

more practical feel movements in three dimensions in the 

future. However, a search action recognizes an obstacle 

only after it is restrained in an action bringing it into 

contact with the obstacle. Therefore, when an obstacle is 

soft, there is the danger that it might be damaged. This is 

a problem for the future. 
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Abstract 

Infrared (IR) cameras are often used in a vehicle 

based multi-sensor platform for landmine detection. 

Additional to thermal contrasts, an IR polarimetric 

sensor also measures surface properties and therefore has 

the potential of increased detection performance. This 

paper describes all the steps to reach detection 

performance. The first step is the acquisition of the 

polarimetric IR image data. The next step is the 

pre-processing to (re)construct polarimetric images. A 

subsequent segmentation step is made to identify objects. 

Features, like intensity, reflectivity and shape, of these 

objects are measured. For independent performance 

analyses, the data set is divided into a training and 

evaluation section. A classifier is trained on the training 

section and evaluated on the classification section. 

Keywords: Infrared camera; Infrared thermography; 

Data analysis; Image Processing, Thermograhy 

processing. 

 

1. Introduction 

1.1 Computer Vision and Surveillance 

 

Many current surveillance systems consist of 

cameras and monitors with human dependence to 

analyze and report possible problems. This type of  

 

 

system is not hardware expensive system, however the 

human requirement to monitor 24 hours per day is 

expensive and source of inaccuracy. Some of the systems 

may include recording media to capture all the events for 

a later viewing. The problem with this is it turns the 

surveillance system into a forensic tool to solve a 

possible robbery or illegal action that has already 

happened nowadays. 

Instead, a better solution is to have real-time 

continuous and automated surveillance systems to detect 

and alert a potential threat in progress. The need for 

automated surveillance is very important in medical, 

commercial, law enforcement and transportation.  

The computational power required for a real-time video 

processing is large. The field of computer vision is 

taking advantage of the computational power available 

and monitors the applications into real-time automated 

surveillance for reasonable cost. As the fields of 

computer vision continues to grow, new technologies 

will make it possible for reliable and cost effective 

means of implementing better smart surveillance 

systems. 

 

1.2 Purpose and Objectives 
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For this research, we have done several 

experiments to achieve a few objectives. The objectives 

are the system should be able to detect any movement 

object in real-time. As far as we concern, any movement 

detect by the camera could be in fast or slow motion. If 

the image taken while the object is moving fast, the 

image could be blur or hardly been seen.       

Therefore the objectives, we are proposing a 

method to overcome such problem. Whenever we use 

such technique of the image processing, it is guaranteed 

that the image after going through image processing, the 

image produce will be in better result. In image 

processing we can’t run from detecting edges. Therefore 

the proposed method will also has the ability to detect 

edges precisely to easily recognize the object taken 

whether in fast or slow moving object. Beside, it is also 

feature one of the important techniques in image 

processing, which is filtering. The filter use will be able 

to sharpen the image taken. 

 

2. Image Processing 

2.1 Edge Detection 

  

In this research, the method proposed for edge 

detection is using the Canny Edge Detection Method. In 

this method, there are three issues that an edge detector 

must be address. 

1. Error rate – The edge detector should respond 

only to edges, and should find all of them; no edges 

should be missed. 

2. Localization – The distance between the edges 

pixels as found by the edge detector and the actual 

edge should be as small as possible. 

3. Response – The edge detector should not identify 

multiple edge pixels where only a single edge 

exists. 

 

2.2 Filtering 

To sharpen the blur image taken we propose a new 

method in filtering which used the capability of Gaussian 

equation to filter images. In one dimension, the response 

of the filter f to an edge G is given by a convolution 

integral: 

( ) ( )∫
−

−=
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W
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The Canny detector method attempts to find the 

filter f that maximizes the product SNR x localization 

subject to the multiple-response constraint, and while the 

result is too complex to be solve analytically, an efficient 

approximation turns out to be the first derivative of a 

Gaussian function. Recall that a Gaussian has the form: 

( ) 2
2

2σ
x

exG
−

=  

The derivative with respect to x is therefore: 

( ) ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛
−

⎟
⎠
⎞

⎜
⎝
⎛−=′

2

2

2
2

σ

σ

x

exxG  

In two dimension, a Gaussian is given by: 
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and G has derivatives in both the x and y directions. The 

approximation to Canny’s optimal filter for edge 

detection is G’, and so by convolving the input image 
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with G’, the result obtain is an image E that has 

enhanced edges, even in the presence of noise, which has 

been incorporated in to the model of the edge image. 

A convolution with two- dimensional Gaussian can 

be separated into two convolutions with one-dimensional 

Gaussian, and the differentiation can be done afterwards. 

Indeed, the differentiation can also be done by 

convolutions in one dimension, giving the two images: 

one is the x component of the convolution with G’ and 

the other is the y component. 

  

2.3  Difference Picture Technique 

 

The most obvious method of detecting edges 

between the two frames is to directly compare the 

corresponding pixels of the two frames to determine 

whether they correspond to the same pixels value. In the 

simplest form, difference picture  between 

frames  and  is obtained by:  

( yxDPjk , )
) )

)

( jyxF ,, ( kyxF ,,

 

( ) ( ) ( kyxFjyxFyxDPjk ,,,,, −=  

 

where yx,  are the spatial coordinates in the frame,  

and  represent frame  and frame  taken at 

different time sequence. In our experiment, 

 output is displayed as indicator for motion 

study. After a differentiate checking using detection of 

edges and pixel luminance comparison, we managed to 

differentiate whether the output is moving object or 

noises.  

j

k j k

( yxDPjk ,

 

Figure 2.1: Image taken in two frame of different time 

However, we purposely did not remove the noises 

as necessary information is obtained, in order to save 

time computing. As long as we achieved the required 

goal, extra computing process should be eliminated to 

save time computing and moving detection in real time 

required immediate response. Illumination changes can 

possibly give an error results in detecting changes. 

 

Figure 2.2: Image after going through edge detection 

 

3. Conclusion 

Infrared (IR) cameras are often used in a vehicle 

based multi-sensor platform for landmine detection. 

Additional to thermal contrast, an IR polarimetric sensor 

also measures surface properties and therefore has the 

potential of increased detection performance. This paper 

describes all the steps to reach detection performance. 

The first step is the acquisition of the polarimetric IR 

image data. The next step is the pre-processing to 

reconstruct polarimetric images. A subsequent 

segmentation step is made to identify objects. Features 

like intensity, reflectivity and shape, of these objects are 

)
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measured. For independent performances analyses, the 

data set is divided into a training and evaluation section. 

A classifier is trained on the training section and 

evaluated on the classification section. 

Utilizing a desktop PC and a infrared thermal 

imaging camera, a real-time vision system was able to 

detect and collects targets within the field of view of the 

camera. Using fast image processing tools the system 

detects regions of heat and collects attributes about the 

objects. Using this information about each object overlay 

graphics are drawn on the image as rectangles around the 

object. The implementation of this project is in Visual 

C++ with all functions for image processing and 

real-time detection. Beside the method of Canny Edge 

Detector is proposed in this research. It implies the way 

to detect edges of the image more relevant and effective. 

The speed of the application allows real-time 

computation and functionality with the capability for 

integration with a larger surveillance system in the 

capacity of target detection with or without human 

interaction. 

There are so many directions to take this to develop 

a new system for automated surveillance applications. 

This application of the thermal imaging camera could be 

integrated with other CCD camera. Once the infrared 

and system like this detects and marks potential region 

of heat, it could trigger the activation and position of 

these cameras to continue with the analysis. Such a 

system would integrate the different hardware 

technologies for a more complete automated computer 

vision based surveillance system. 

References 

[1] “Introduction to the Special Section on Video 

Surveillance”, Robert T. Collins, Alan J. Lipton, 

and Takeo Kanade, IEEE Transactions on Pattern 

Analysis and Machine Intelligence, Aug 2000 

[2] “Recent Advances in Computer Vision”, M. 

Piccardi, The Industrial Physicist, Feb/Mar 2003 

[3] Practical Computer Vision Using C, J.R. Parker, 

John Wiley and Sons, 1994 

[4] J. Ruffner, K. Woodward, Computer-based and 

web-based applications for night vision goggle 

training, Proc. SPIE Vol. 4361, p. 148-158, 

Helmet- and Head-Mounted Displays VI, 2001. 

[5] B. Tingzhu, N. Li, Digital simulation for 

low-light-level night vision imaging system, Proc. 

SPIE Vol. 4222, p. 100-104, Process Control and 

Inspection for Industry, 2000. 

[6] J. Ruffner, K. Woodward, Development of a night 

vision device driving training aid, Proc. SPIE Vol. 

3691, p. 184-194, Enhanced and Synthetic Vision 

1999, 1999. 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 359



������� ��	
 ���������
 �	�	
������� ������ �� � �������� ���
���
 �����
���� � ���� ����	�����

������� ���	� 
������� 
���� �������� ������

���������� 	� �	���	� ���������� ������ ��������� 	� �����	�	�
�	����� ���������� � !"�## � $����
�"����% �����&����'�������'��'(�

�������
�� ���� �����	�
 ��������	 ��
 
�	���� ��� ���
	����
 ����������� ������ ����
	 ��� ��
������
������������������ 	�	��	 ��
 �� ���������		 ��
�� ������ ����
	 ���� ���� 	���� �� �������
���	� �� ��	 ������ �� �����	� � 
����� ��� 
�	�
������� ������	���� ������ ����
 ��	�
 �� ��
�������
 ���	�
����� 	������� ��� ������� �� ���
��������� !���������� ��	��	 	��� �� ���������		
�� �� �����	�
 ����
�

 !����������

"�
������ #�������$��������� %�	��	 &"#$%	'
��� ������
 � ��(� ������� ����	 �� ����� ������
������ $��� 	�
��	 ���� 
������	 ��
 ������ ��
"#$% ���� ���� ������
 )*+,-� ������� �� �������
����� 	�
��	 ��� ���� � ���� �� ���� �����	�
 ����
��� ��
 
����� ��	����
 ����������� ������ &���'
����
	 ��� "#$% ).+/-� ��
 �� ���������		 �� ��
��� ����
	 ��� 
����	���
 �� �	��� � 0������
��
������ ���� ��� ������� ������ 1����( �������
����� 2���������� �� ���� �����	�
 � ��� ����


��

�

�

�

�

�

Σ

���� ���	
 ��

�

�

��	
 

��	
 �

���	� �

���	� 

��

��

�

�

��

��

� �

�

��

��

�

�



�

�



φ

Σ

φ

φ

��

	�

��

	

�

Σ

Σ

2��� * 1����( ��
������ ���� ��
��

���	�
����� 	������� ��� ������� �� ���������� )3-�
�� �������� �

�
 ��		� �

�
 ����� �� �����

�� ��
 
��� ���Æ���� ��� �	�
 ���	�� ����� ��

����
	 �� �� 	���� �� �� ����	 )4-� 5�� ����
��	�
 ����
	 
�	�����
 ����� ��� ��
��� �� ��0��
���� �� ��
��
������ ����� �� ��	���� ��
 �������
���
���(	�

�� ��	 ������ � ����� ������ ������ �����������
�� �����	� � 
����� ��� 
�	������� ������	����
������ ����
 ��	�
 �� �� ��� ����
 ���	�
���
��� 	������� ��� ������� �� ����������� 6�� ��0��
���� �� ��
��
������ ����� �	 ����
 �	 � 
�	��������
��
 �� 
�	������� �	 ������	��
 �� �	��� � 
�	���
����� ��	������ 6� ������ �� ���������		 �� �� ���
����
 ��� �� 
�	������� ��	������ ���������	
�	��� �� 1����( ��
������ ���� ��� ��������
� 6��
����������� ��	��	 	��� �� �� ������ ����
 ��	
� ���
 ������ ������������

� ���
����

6�� ��
������ ���� ��
�� �	�
 �� ��	 ����� �	
	���� �� 2��� *� � ��	 � ���� ��	� ��
 � 1�
752 ���������� ����� ��� ���� �� � ������� ������
6���	��	 ��� �����
 �� �� ��	� � �����
� �������
	��� ��� ��	���� ��
 ���
� ������ �� �� ��	��

%�����	 �	�
 �� ��	 ����� ��� 
� ��
 �	 ������	8
�� 8 ������� ����
���� �����
��8 ���( � ����
���� ����� &� 9 :� *� 1; ���( :

����	 ��	�'
���8 ����
���� ���	�������� ����� ���� �� �

��

��8 ��	���� ����� �� ��
��� �� ���������� ���
��	��� � ��

��8 ��	���� ����� �� ������ �� �� ��� ��	��� �
��

��8 ������ ������� ����� �� �� ��� ��	��� � ��

��8 ������� ������� ����� �� �� ��� ��	��� � ��

��8 ��	���� ��
 ���
� ����� �� �� ��� ��	���
� �� &9 )��

�
� ��-

� '
��8 ������� ����� �� <��� �

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 360



�8 ������� <��� ����� ����� &9 )��� ��-
� '

��8 ����� �� ���( �
��8 ��	���� ����� ���� <��� � � ����� �� ������

�� ���( � ��� ��	��� � ��

��8 ��	���� ����� ���� <��� � � ����� �� �����
���� �� ���( � ��� ��	��� � ��

�� 8 ���	�� ����� &� 9 *� 1� ,'
�8 ����� ���� ������ �� �� � ���	��
2��� 2��� * (������� ��
 ������� �=�����	

��� �� ������
 ).-8

>�� 9 	 >�� ?
 >�� � 9 � >�� ? >� &*'

����� 	 � ���� ��
 
 � ���� ��� ������	 ����
	�	��� �� ���
� ����� �� ��	� ��
 <��� �����	�
� � ���� ��
  � ���� ��� ������	 �����
��� ��
�

�
 ��		 ��� ��
 �� �

�
 ������ ��� �

�� �� ���������� �� 
��� ����� ��
 ����� ��
<��� � ��� �� ��������� �����	���
 �	 ������	 )*:-8

��� 9
	

1

��

��

� 	�

�

���������@�� &1'

��� 9
	

1

��

��

� 	�

�

@�� � ���������@�� &,'

����� �� 9 �� ? �� � @�� ��
 @�� 9 )�� :� :-� � 	
�	 �� 0��
 
��	��� 
��

�	 �� 
��� ���Æ����� �� �	
�� ��
� �� ���( �� 2���������� �� ����������� ��

������ �����	 ����� �� ���( � ��� 
�	�����
 �	 ������	8

�
� 9 &���'
� &	�� ���'� &.'

�
� 9 &���'
� &�� � 	�� � �� ���'� &A'

����� �� ��
 �� ��� �� ������ ��
 ��		 �� ���( ��
��
 � �	 �� ����������� ����������� ������

���	�
����� �� ��
��
������ �����	 ��
 �	���
B�����!���� ����������� �� ��������� �=����� ��
����� ��� �� ������
8

�&�'C� ?�&�� >�' >� ? �� 9 )�� � �� �� ��-
� &D'

����� � 9 )��
�
�� -� ��
 �&�' �	 �� ������ �����

���	�	��� �� �� �

�
 ��		 ��
 ������，�&�� >�' >�
�	 �� ����� �� �������	 ��
 ���������� �����	，�� �	
�� ����� ���	�	��� �� �� 
��� ��
 ��� �����	� ��
��
 � ��� ���� �����	 �� �� � ��
 � 
�������	� ��
&� 9 :� *� 1' �	 �� <��� ��=���

��� ��	��� � �� ��	� ���� �� 9 )�� � ��-
�

��
 <��� ���� �� 9 )�� ��-
� � ������	 ��
 �����	

�� !=� &D' ��� �� �����	���
 �� �� ��������� ����(
������	8

� 9

�
��� ���

��� ���

�
� � 9

�
��� ���

��� ���

�
�

�� 9
�
���� ����

��
� � 9

�
��� ���

��

6���� ��� � 
�	������� ������	���� 
�	�����
 �� ��
��� 	����� �� ��������� �=����� ��� ��	��� � ��
��	� ���� ��� �� ������
8

��� C��?���
C�?��� >��?���

>�?���9�� &/'

" ������ �
����

��� ������	 
�� ��

7����������� !=� &*' ��� ��	��� � ���� �� ������
��� �=����� ��� �� ������
8

� &�'�&�' 9 �&�' ? �&�'� >� &�'�&�' &3'

�����

� 9

�
� �� 

	 


�
� � 9

�
C��
�

C��
��

�

� 9
�
C��
�

C���
��

� � 9
�
>�� ��

��
� � 9

�
>��
�

>��
��

>� �	 �� ������� ����� �����
��� ��
��
������ �����
��
 ���	 �� �� ���	�� ����� �� �� �� ��	�� ��

� �	 �� ��� ������

7�	����E��� !=� &3' �� � 	������� �����
 � � ��

�������� �&�' ��
 >� &�' � �� ���(���
 !���� ���
����������� �� ����

� &�'�&� � *' 9
*

�
)�&�'� �&� � *' ? ��&�'

� �� &�'�� &� � *'��&�'- &4'

����� � 9 ) >��
�

� >��� -� B�� �� � ����������� ���

���� �	 ����
���
 ��� !=� &4'�

2�� �&�' ��
 �&�' �� !=� &4'� �� 
�	���
 ���������
��� ��&�' ��
 ������� ��&�' ��� 
� ��
 �	

��&�' 9
*

�
���&�' )��&� ? *'� ��&�'

? ���&�' ? ��&�'- &*:'

��&�' 9
*

�
���&�'� ��&� � *' ? ���&� � *'� &**'

����� � 9 
������� ��
 � 9 
������� &� 9*� � � � � A'
��� �� ������� ��
 ��	���� ���
���( ���� ������	�
��&�' 9 ��&�'��&�' ��
 ��&�' 9 ��&�'��&�' ��� ��
������� ��
 ��	���� ����� �����	� ��&�' �	 �� 
�	���

����� �� �&�' 9 )��

�
&�'� ��� &�'-

�．���� �� ��
 �� ���
	�����
 � 	��	�� :� �� �* ��
 :� �� �*� ��&�'� �
&� �	' �	 ��������
．

�� �
�� � ����
 �� 	������� ��� ������� �� ���
��������� �� 
�	���
 ����� �� �� ��	� �	 ��
� �

�� �	��� �� 
�������� �� �� F������� �����
�&�' 9
� &�' �� ����������� 6�� 
�	���
 ������ ���
��������� �� �� ��	� C��� 9 )C���� � C��� - �	 
� ��

�	

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 361



Robot Base
0x

1
1T s+

Bu

ˆ
Ef

Lf
0x

1
BB
−M

tf

d

�
BBM

BBM

&�' ������

Robot Base
0x Bu

ˆ
Ef

Lf
0x

1
BB
−M

tf

d

BBM

BBM

���

���

&�' 
�����

2��� 1 7�	������� ������	����

C��� 9

��
�

>��� &�� 
 � � �� ? �'
: &������	�'
� >��� &�� 
 � � �� ? �'

&*1'

����� >��� �	 �� 
�	���
 ������ ������� �� �� ��
���
�� �� ����������� ��
 ��� ��
 ��� ��� �� ���
���� ��&�'� ������	 ��		 �� ������ ��� � ���	���

��� ��	��������� ��
 �� �	 �� ����������� ����

��� ����������� ������������

�� �������� �

�
 ��		 ��
 ����� �� ������ ��
 
���
���Æ���� ��� �	�
 ���	�� ����� �� 
����
	 �� ��
	���� �� ����	 )4-� 5�� �����	�
 ����
	 
�	�����

����� ��� ��
��� �� ��0����� �� ��
��
������ �����
�� ��	���� ��
 ������� ���
���(	�

G���� � ����� ������ ������ ������������ �� ���
0����� �� ��
��
������ ����� ��� ��	��� � �� ��	�
�	 ����
 �	 � 
�	������� ��
 � 
�	������� �������
	���� ����
 �	 ����
���
�

6�� ������� ��
�� ����� �� !=� &/' �	 
� ��
 �	
H��� � �� H��� �� �

�
 ��		 ��
 ����� �� ������
��
 �� 
��� ���Æ���� ��� ���	��� 2����������
�� ��������� ����� �	 	�������� 
� ��
8

�� 9 H���
C�� ? H��� >�? H���

>�? H��� &*,'

����� H��� � H��� � H��� ��
 H��� ��� ��������
���� �� ��
����� ����� ��� ��	��� � �� ���


��
������ ����� �����
	 �� 
�	������� �� � �� ����
������ �	����
 ����� ��� �� ������
8

@�� 9 � &�'
	
�� � H��� C���

� ��



&*.'

����� � &�' 9 *�&���?*' ��
 C���
�	 �� 
�	���
 �����

�� C��� �� �	 � ��� ���	���
"	��� !=	� &*,' ��
 &*.' �� ���� �� ��������� ����

��� ���� �� �� ��	�8

6���� * I��	���� ��������	 �� ��
������ ����

J�	� K��( * K��( 1
$�		 )(�- 1D�:. .�1A *�1,
$���� �� ������ )(� ��- *�,, :�*4 :�:*1
K��( ����� &� ���	' )�- :�1 :�1A :�1A
K��( ����� &� ���	' )�- :�3* :�:. :�:.
K��( ��
� )�- :�.1 :�*1 :�*1
�

�
 ��		&�' )(�- /1�/ *�,* :�*
�

�
 ��		&�' )(�- D�13 ,�A/ 1�3,
�

�
 ����� �� ������
)(� ��-

*�:A :�** :�:D

7��� ���Æ����&�' *�1 : :
7��� ���Æ����&�' *�1 *�1 *�1

�� 9 H��� C���
? �� ? @�� &*A'

6�� ��� ������� �� �� 
�	������ ������	����
�	 	���� �� 2��� 1&�'� �� 2��� 1&�' �� �	 �� �������
����� �� �� ��	� �������� H��� C��� 2���������� ���
�� 
����� ������ 	�	��� 2��� 1&�' �	 
�	����E�
 �
2��� 1&�' )**-� �� 2��� 1&�' � 9 ������ �

# $%	
��
��

�� ��	 	������ � ������ �� ���������		 �� �� ����
��	�
 ������ ����
� ���������	 ��� 
����

I��	���� ��������	 �� �� ��
������ ���� ���
	���� �� 6���� *� 6�� 
����	 �� �� 	�	�� ��
 ��
���	�� ���������	��	 ��� 	���� �� �� ��������� )3-�

6�� ���������	 ��� ������
 �� ��
�� �� �������
��� ���
����� 6�� 
�	���
 ��
��� ��	���� �	 	� ��
����� � 	����� ��� ���� �� ������ ��	���� � ��
����� 5� �� ���� ���
� �� ��	�� 
�	���
 ��	����
��
 ���
� �� �� ��	� �	 	� �� �� ������ �����	� ��

�� ���	���
 �� �� 
�������� �� �� F������� ���
��� �	 �� 9 : :.A� 6�� 	������� �����
 �	 �9*LD:)	-�
�� ��� ���	�� �� ��  ��� �	 �� 9 *:)	-� ��
 ��
���
���( ����	 ��� � 9 
����: ,� : ,� : 1� : 1� : 1�
��
 � 9 
����: ,� : ,� : 1� : 1� : 1�� 2����������
�� ������ ������� <��� �����	 ��� �� 9 �!�1)��
-�
��9!�,)��
- ��
 ��9�A!�*3)��
-�

6�� ����� �� �� ���� ��� �� 
�	������� ����
���	���� �	 	���� �� 2��� ,� 2��� 2��� ,� � ��� ��
		�� �� �� ��
��� ������	 �� 
�	���
 ��<������
6�� ��� ��	��� �� �� ��	��	 ��� ��
 ����� ��

�	������� ������	���� ��� 	���� �� 2��� . ��
 A�
2��� ��	�  ����	� �� ��� 	�� �� �� ��	� ��	����
��
 ���
� �����	 ������ 	���� �����	 �	��� �� 
�	�
������� ������	����� 2���������� ��
����� ��
��	� �����	 �� ��
��� ��	���� ����� �	 ��	� ��
���
�
6��������� �� ������ ����������� ��� �� �������

�� �	��� �� �����	�
 ����
�

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 362



−0.5 0 0.5

−0.5

0

0[s]3[s]7[s]10[s]

Target

Actual path of end−tip

Y
[m

]

X[m]

Actual path of vehicle

2��� , $���� ��� 
�	������� ������	����

& ����������

�� ��	 ������ � 
����� ��� ����
 ��� "#$% �	���

�	������ ������	���� ��	 �����	�
� 6�� �������
����� ��	��	 	����
 �� ���������		 �� �� �����	�

����
�

�
�

��
�

)*- 6� �� $�K��� �� ���� M!��������	 �� �� �����

����
 ������ �� �� "�
������ ���L#������
%�	��N� ������	��
 �����
 � O����� ����

���� I����	���	� ��� 1*, + 1,1� *44D�

)1- P� �������� �� ���� M6���(��� ������ ��� "�
���
���� #�������$��������� %�	��	 ��� #������
!	������N� ���� �� ������� ����� #��� 1A� B��
,� ��� ,44 + .*,� 1:::�

),- B� %��(��� 6� O� I�

��� M����
����
 $����

−10

0

10

0

3

6

−1

0

1

0 5 10 15 20
−3

0

3

Y direction

X direction

Po
si

tio
n 

er
ro

r[
m

]

(E
nd

 p
oi

nt
)

x10−3

x10−2

x10−1

x10−2

| d
et

( 
  )

 |
J

Po
si

tio
n 

er
ro

r 
[m

]
A

tti
tu

de
 e

rr
or

 [
ra

d]
(B

as
e)

P
0d

( 
k 

) Y direction X direction

Attitude

Y directionX direction

Time [s]

2��� . ��	�� ��� 
�	������� ������	����

I������� ��
 ������ �� ��������	 "�
�����
�� #�������$��������� %�	��	 %��<�� � 7���
5����E����N� ���� �� ������� ����� #��� 1D�
B�� 1� ��� 113 + 1,4� 1::*�

).- %� Q���
�� %� %������ M��	����
 $���� ���
������ �� �� "�
������ ���� ��� #������
I����� 1�K��( $���������N� ����� ���� ����
��� 1,: + 1,,� 1::1�

)A- %� %������ M7����� ������ �� �� "�
������
���� ��� #������ I����� 1�K��( $���������N�
����� ���� ���� ��� A1. + A1/� 1::,�

)D- %� %����� �� ����M!�������� �� 7����� ��� ���
�� "�
������ ���� ��� ������� I����� 1�K��(
$���������N� ����� ���� ���� ��� ,,/ + ,.:�
1::.�

)/- 6� Q��� �� ����M��� ��� "�
������ #�������
$��������� %�	��	 "	��� 7������ !=�����N�
����� ���� ����� ��� 1,, + 1,D� 1::D�

)3- %� %����� �� ����M7����� ��� ��� "�
������
#�������$��������� %�	��	 ���	�
����� %�����
��� ��� �������N� �� ����� #��� *:� B�� 1� ���
*:D + ***� 1::D�

)4- 6� �� 2�		��� �������� ���  ������ �! ����� "�#
�����
� F��� ����� R %��	� ��� .,*+.A1� *44A�

)*:- J� KS���	=��� $� F� ������
� M7������ �����	�	
�� � $��������� �� � 2���
 !���������N� ���� ��
������ ��
�� #��� *,� B�� ,� ��� 11* + 1,*� *44.�

)**- �� P�
��� �� ����M7�	��� P��
�����	 ��� 7�	���
����� 5�	�����T	 2���� �� 7�	���� 6���N� �����
��� ���� $��%
��& �� ��'����� (�����  �������
��� ,4: + ,4A� 1::1�

−10

0

10

0

3

6

−1

0

1

0 5 10 15 20
−3

0

3

Y direction X direction

Po
si

tio
n 

er
ro

r[
m

]

(E
nd

 p
oi

nt
)

x10−3

x10−2

x10−1

x10−2

| d
et

( 
  )

 |
J

Po
si

tio
n 

er
ro

r 
[m

]
A

tti
tu

de
 e

rr
or

 [
ra

d]
(B

as
e)

P
0d

( 
k 

) Y direction X direction

Attitude

Y direction
X direction

Time [s]

2��� A ��	�� ����� 
�	������� ������	����

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 363



Simulating Crowd Motion with Shape Preference and Fuzzy Rules 
 

Jen-Yao Chang 
Computer Science Department 
National Chengchi University 

64, Sec. 2, Zhi-Na Rd., Taipei, Taiwan 116 

Tsai-Yen Li 
Computer Science Department 
 National Chengchi University 

64, Sec. 2, Zhi-Na Rd., Taipei, Taiwan 116 
 

Abstract 
Crowd simulation is becoming indispensable in com-

puter games and animations. Several approaches to this 
problem have succeeded in generating flocking 
behaviors with virtual forces but it remains difficult to 
manipulate the collective behaviors of a crowd to respect 
certain desired shape. In this paper, we propose a crowd 
simulation system that can generate a feasible path tak-
ing the crowd to the goal while maintaining a 
user-specified shape as much as possible. The system 
consists of two key components: a path planner that can 
search for a feasible path for a region of flexible shape 
and a local motion controller based on three classes of 
fuzzy rules for generating desired agent behaviors. We 
will demonstrate the implemented system with several 
examples to show the generated path and the corre-
sponding crowd motions adhering to a desired shape.  
Keyword: Motion planning, computer animation, 
multi-agent system, crowd simulation 
 
1 Introduction 

 
Group formation has many applications in the enter-

tainment industry. For example, formation of a group in 
a battle game like the one shown Figure 1 could be a key 
factor in defeating an enemy. Different shapes formed by 
a group could provide different functions for distinct 
physical and visual effects. We often see animations 
showing a crowd of congregated animals through a 
shape of elephant, geometry, or a death’s-head in tradi-
tional cartoons to exaggerate the visual effects and to 
convey special contextual meanings to the audience.  

In traditional animation production, animators manu-
ally arrange the position of every animated object in 
each key-frame in order to show the final flocking be-
havior. This process is very tedious and time-consuming 
even with the helps of animation tools available today. In 
the literature of computer animation, some mo-
tion-planning techniques have been proposed to generate 
a path for a rectangle shape and then constrain motions 
of the agents in a group in this shape. However, the rigid 
shape greatly limits the applicability of this technique in 
a real animation production. In this paper, we propose a 
new crowd animation tool, in which a new motion plan-
ner is designed to take the requirement of flexible shape 
into account. Given the geometric description of envi-
ronment, the planner is capable of generating a colli-
sion-free path for the deformable object while account-

ing for the preference of a user on the shape of the crowd. 
The final crowd motion is generated with the help of 
fuzzy rules in a agent-based simulation system to show 
the desired visual effect.  

Next, we will first describe some research pertaining 
to our work and then show how to formulate this new 
planning problem and the algorithm for generating such 
a path automatically. Several experimental results show-
ing how the shape of the crowd changes during a path 
will also be given at the end.  

 
2 Related Work 

 
Simulating emergent behaviors for virtual agents is a 

common topic in computer animation. Reynolds pro-
posed a virtual force model (separation, cohesion, and 
alignment forces) for the simulation of flocking 
behaviors [1][2]. The main advantage of this approach is 
ease of use. However, it is also difficult to tune the 
weights of these forces directly in order to achieve a 
specific effect. Anderson used a simple force model in [3] 
to create a flocking behavior for a crowd with an ex-
pected appearance by continuously adjusting the position 
and velocity of the agents according to the estimated 
global shape. This method can generate a crowd motion 
respecting the given desired appearance but the time 
spent in adjusting the positions and velocities of the 
agents is also too large for on-line applications.  

In the literature of Robotics, it has been a classical 
problem to generate a feasible path for a robot moving 
from its initial configuration to a goal configuration. One 
can find many approaches to this problem in Latombe’s 
book [4]. However, most the traditional motion planner 

 
Figure 1. Snapshot of group formation in a battle game 
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considers the robot as a rigid body or chains of rigid 
bodies whose shape cannot be changed during the tra-
jectory. In [5], Bayazit added some global information in 
the roadmap of the environment to facilitate more so-
phisticated flocking behaviors, and proposed three group 
behaviors exploiting global knowledge of the environ-
ment. 

Kamphuis modeled a group of crowd with a deform-
able shape, and planned the global motion of the shape 
by Probabilistic Roadmap Method (PRM) [6]. He used a 
group potential field to control the local motion of enti-
ties in the shape. This method can solve the problem of 
controlling the appearance of a moving crowd, which 
cannot be solved by applying behavior rules only. How-
ever, the bottleneck of this method is that the crowd can 
only move along the path consisting of simple shapes 
and constrained by narrow passages.  

Adaptive fuzzy logic controller (FLC) provides a good 
solution for autonomous robot to move in an uncertain 
environment. The main advantage of FLC is that it is 
highly adaptive and nimble in tackling the uncertainty of 
control system through linguistic presentation. Tunstel 
used the idea of FLC to design an autonomous robot 
having three types of basic behaviors as described in [7]: 
goal-seek, route-follow, and localize. Corresponding 
primitive actions were also designed for each behavior. 

 
3 Problem Description 

 
The architecture of the system proposed in this work, 

as shown in Figure 2, consists of two key components: a 
path planner to search for a feasible path for a flexible 
region and a local motion controller based on fuzzy lo-
gics. We assume that we are given a geometric descrip-
tion of the environment as well as the initial configura-
tion and a goal position of the virtual crowd. We hope 
that that proposed motion planner can generate a feasible 
path for the region of flexible shape automatically. While 

accounting for the length of the path, the planner should 
generate a path that can allow the crowd to maintain 
some preferred shape as much as possible during the 
movement of the crowd along the path. 

Our system first searches for a feasible path for the 
flexible region of a fixed volume. We use a set of cells 
called shape configuration to describe the region of the 
flexible shape. The system generates new shape con-
figurations in the neighborhood of the current shape con-
figuration in the process of motion planning until the 
goal configuration is reached. The path returned by the 
planner consists of a sequence of shape configurations in 
which the crowd will be put into simulation using fuzzy 
logic controllers to control the motions of the agents for 
desired flocking effects. 

 
4 Path Planning for a Flexible Shape 
4.1 Configuration and coverage map 

 
We represent a region of flexible shape with a con-

served volume by a fixed number of connected discrete 
cells in the workspace. The obstacles in the environment 
are also represented as forbidden cells in the workspace. , 
A shape configuration, denoted by S, is collision-free if 
and only if all of the cells in S do not overlap with the 
obstacle cells.  

In order to facilitate the measure of incremental 
movement of S, we distinguish two types of cells in S: 
inner cells and boundary cells. A boundary cell for a 
shape configuration, denoted by CBoundary, is defined as 
the cell having at least a free cell in its neighbors. An 
inner cell for a shape configuration, denoted by CInner, is 
the cell inside the region of shape configuration but is 
not a boundary cell. Examples of these two types of cells 
are illustrated on the left of Figure 3. Note that these two 
types of cells are for a shape configuration. Since each 
cell consists of two degrees of freedom, the complexity 
of the overall configuration space, growing exponential 
in the overall degrees of freedom is rather large. How-
ever, the spatial and temporal relations of these cells are 
not without constraints. We assume that the region needs 
to move as a connected component and the speed of the 
movement for each cell is limited. In the planner, we 
ensure that the region moves continuously by allowing 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Figure 2. System architecture 

CInner

CBoundary

CCFree

CCInner

CCBoundary  
Figure 3. Example of shape configuration and configu-

ration coverage map 

Environment initialization 
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only one cell of difference in two consecutive configura-
tions. Hence, we only need to consider the variation of 
CBoundary  in generating a new shape configuration. 

We use a data structure called Configuration 
Coverage Map (CC-Map) to record the trace of regions 
covered by the generated shape configurations. This 
coverage map contains three types of cells: CCInner, 
CCBoundary, and CCFree as shown on the right of Figure 3. 
CCFree are the unvisited cells in the freespace. Similar to 
the definition of the region in shape configuration, CCIn-

ner are the set of inner cells in the covered region so far 
while CCBoundary is the set at the boundary. In order to 
ensure that the motion planner makes progress in each 
step of the search process, a new shape configuration is 
considered valid only if it can expand the coverage re-
gion by at least one cell. In other words, the difference of 
the region for a new shape configuration, Snew, and the 
existing coverage map must be at least one cell.  

 
4.2 Generating a new shape configuration 

 
The procedure used for generating a new valid shape 

configuration is shown in Figure 4. The procedure starts 
by duplicating the given shape configuration S to S’. 
Then the system checks if there exists at least one cell in 
CBoundary of S’ that is collision-free. The system randomly 
chooses a seed cell Cf and a moving direction from the 
intersection of CCBoundary and CBoundary of S’. If the new 
neighboring cell along the chosen direction is 
collision-free, then we move other cells in CBoundary along 
the same direction by one cell if the new cells are colli-
sion-free. The way we move the whole region is by re-
moving the cells at the other side of the boundary and 
put them in the new cells along the moving direction. 

Since the number of cells is not changed, the volume of 
the region is also conserved.  

 
4.3 Motion planning for flexible shape 

 
In the planner, we use a Best-First Search (BFS) algo-

rithm, commonly used in the motion planners for low 
dimensional search space, to search for a feasible path. 
In the algorithm, the planner keeps track of the explored 
valid configurations that can be further expanded, called 
OPEN, and selects the best configuration in it to explore 
further according to some criteria such as an objective 
function. In this work, we define the objective function 
as the weighted sum of the following two scores. One is 
the distance score computed according to the average 
distance between the cells of the current configuration 
and the goal position. The other is the shape score de-
termined by the difference of the ideal shape and the 
current shape.  

When a shape configuration is selected for exploration, 
all new configurations that can extend the region of 
CC-Map further are inserted into the OPEN list for fu-
ture exploration. The system will continue to generate 
new shape configurations, update the CC-Map until the 
generated shape configuration covered the goal position 
(success) or the OPEN list becomes empty (failure). If 
the goal configuration (any configuration that can con-
tain the goal position) is found, we can then backtrack 
the search tree to obtain the path for the flexible shape. 

 
5 Fuzzy Rules for Crowd Simulation 

 
According to our observation of the interaction be-

tween people in our real life, we model the behaviors of 
the agents in a crowd with a three-layer fuzzy logic: type 
of model, behavior model, and primitive action. Each 
type of models contains several behavior models, and 
each behavior model contains primitive actions. Three 
types of behaviors are defined in our system: Intra-agent, 
reactive, and inter-agent. The fuzzy behaviors use rules 
and linguistic variables to describe the relation between 
sensation and actions. Each primitive action is repre-
sented by a distinct control policy governed by fuzzy 
inference. We use a fuzzy knowledge base (FKB) to 
store the fuzzy rules and linguistic variables and use a 
fuzzy logic controller (FLC) to control the motions of 
the agents. In each control loop, the system fuzzifies the 
position and velocity of the agents and some environ-
mental information for the processing of FKB. Then it 
defuzzifies the results to obtain the control parameters 
driving the motions of the agents.  

 
6 Experimental result 

 
We use the scene in Figure 5 to demonstrate how the 

selection of different weights on distance and shape af-
fect the paths generated by the planner. Key snapshots, 

Procedure: Generate_New_Shape_Configuration 
Input. A configuration S. 
Output. A new shape configuration S’. 
1.  Clone S’ from S 
2.  if all cells in CBoundary(S’) have no collision-free 

neighbors then return nil 
3.  Randomly choose Cf in CBoundary such that a 

neighbor of Cf must be collision-free 
4.  let v be the vector from Cf to the free neighbor 
5.  Add all CBoundary cells of S’ into a list Q sorted 

according to the distance to Cf 
6.  while Q is not Empty 
7.  begin 
8.    poll the front element Ci from Q 
9.      if Ci + v is free in workspace then 
10.       poll the rear element Cj from Q 
11.       remove Cj from S’ 
12.       add Ci + v into S’ 
12. end 
13. return S’ 
Figure 4. Procedure for the generation of a new shape 

configuration 
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arranged from the top to the bottom, of these experi-
ments are shown in Figure 5. The weights on the dis-
tance score and shape score are the only parameters that 
are different among these experiments. The weights 
(shape/distance) for experiments A, B, and C are 
(0%/100%), (25%/75%), and (75%,25%), respectively. 
Since distance is the only criteria used in searching for 
the path in experiment A, a shortest path passing through 
the narrowest passage was generated.  

 
7 Conclusion 

 
It is a time-consuming and challenging task to create 

the animation of a crowd motion that conforms to the 
environment and respects a specific shape. In this paper, 
we have designed a motion planner to address the prob-
lem of how to generate the path for a region with flexible 
shape and fixed volume. We use the concept of coverage 
map in workspace to ensure the completeness of the 
best-first search algorithm. The system allows a user to 
specify his/her preference on path length or ideal shape 
with weights on the corresponding evaluation scores. In 
addition to the application of crowd simulation, the con-
figurations and paths generated by the motion planner 

can also be applied to liquid simulation as show in 
Figure 6. We have also designed a fuzzy-behavior model 
to facilitate the motion control of the agents inside the 
moving shape. More examples created with these fuzzy 
control rules will be reported in the future.  
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Figure 6. Applying the result generated by the planner to 

the simulation of liquid motion 

 
Figure 5. Key snapshots along the paths of a flexible 

object in various experiments 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 367



 
Development of an autonomous driving personal robot 

“Development of arm’s mechanism and control program” 
 

Makoto Tone                         Eiji Hayashi                                                                                                                                           

Department of Mechanical Information Science and Technology 

Faculty of Computer Science and Systems Engineering, Kyushu Institute of Technology 

680-4, Kawazu, Iizuka-City, Fukuoka Prefecture, Japan 

 
Key Words: Personal robot, Autonomous driving, control 

  

 

1. Introduction 
 
       Japan is facing a declining birthrate and a growing 

proportion of elderly people in its population. In such a 

society, the lack of a sufficient workforce is almost 

guaranteed. Specifically, the lack of caregivers to 

support the lives of senior citizens and handicapped 

persons will become a problem in the future. Therefore, 

efforts are underway to develop personal robots to 

provide independent life support for patients or perform 

light work in the home or office and thus to reduce 

caregivers’ work. 

This research was aimed at the development of a 

personal robot that acts with users in a human living 

environment to assist the work of humans. Specifically, 

I designed an arm mechanism that could perform light 

work such as taking a glass or newspaper or turning on a 

wall switch, and I created a control program for it. 

 

2. Basic policy of the personal robot 
   Up to now, robots have primarily been developed to 

work in a factory or at the scene of a disaster. These 

robots can operate in a severe environment and can 

continuously perform simple work at high power and 

high speeds and with a high degree of accuracy. 

However, a skilled operator with special knowledge is 

necessary for their use. They are not easy for the average 

person to use. 

Conversely, a personal robot is designed to live together 

with humans in a human living environment, and 

communications skills with humans are demanded. 

Moreover, because the situation in the surroundings of 

the robot is always changing, programming that is 

autonomous and flexible is demanded. 

However, at present it is difficult to meet all of the 

various work instructions that may arise in various 

environments. Thus, in this research the range in which 

the robot acts was limited to the home, the office, and 

the hospital, and the type of work was limited to light 

work.  

 

3.1 Hardware composition of the robot 
 

Parts of the personal robot under development are the 

head that carries a CCD camera, the running drive part, 

the frame chassis, the arm part, and the hand. The 

camera on the head recognizes the external world. 

Because it can move in both horizontal and vertical 

directions, a wide-ranging search is possible both up and 

down and right and left. A personal computer, battery, 

ACDC inverter, and various drivers have been placed in 

the frame chassis.  

 The driving part is composed of the DC servo motor in 

the front of the robot, and the caster in the back of the 

robot. With the pulse, the DC servo motor can control 

the position of the robot. As for the arm part, five 

stepping motors are used and make possible an 

operation that brings the point part of the arm as close to 

the target object as possible. Hands have three fingers, 

and three servo motors are in the center finger and four 

servo motors are in the outside finger. The two outside 

fingers can move the position of the root and have 

achieved a flexible correspondence matched to the 

shape of an object. 

 

3.2 Software composition of the robot 
 

The processing system of the robot is divided chiefly 

into four parts. It is composed of a space recognition 

part that consists of the CCD camera, an operation 

decision part that consists of a limited space map and a 

movement pattern database, a driving control part that 

consists of a driver and amplifier, and a driving part that 

consists of various actuators for arm, hand, and 

movement mechanisms. With the space recognition part, 

the robot that receives instruction from a human sets 

information obtained from the CCD camera against a 

shape pattern DB. Moreover, the coordinates for the 

situation and the work object where the robot is being 

placed are now understood based on information in a 

limited space map. This information is given to the 

operation decision part, and the operation that should be 

executed is determined. For the movement, the best 

route to a destination is found from the limited space 

map. The operation that is decided upon is sent to the 

driving control part, and each actuator is driven. 

Realtime processing is done by repeating these 
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operations, and the instructions are executed.  

 

4.1 Development of the arm part 
 

I assumed that this mechanism would mainly aim the 

hand to grip an object. And on this basis I designed this. 

Figure 1 shows a schematic view of an arm. 

A multi-jointed arm that was able to do complex work 

was adopted as the mechanism in the development of the 

arm part. The parameters for three postures and three 

positions are necessary to describe the position of an 

object in three-dimensional space. I designed the arm 

with five degrees of freedom in this research. The robot 

is moved up to a distance from which an object can be 

easily gripped and then grips the object. Such an 

operation involves only a small degree of freedom.  

Moreover, motors and gears are constructed in the arm. 

This method makes for a simpler mechanism than one 

with wires, and it can increase the accuracy of positional 

control. The arm does become heavy because of the 

weight of the motor, and therefore the weight that it can 

handle decreases. However, it is not a problem in this 

research to limit the content of work to light work. 

Fig.1 Schematic view of the arm 

 

4.2 Development of the hand part 
 

In this research, the work is limited to light work such 

as gripping an object or pushing a button. The work 

object could be something like a glass. The size of each 

hand part was designed based on the size of the human 

hand. The weight of the work object is assumed to be 

about 1kg. The outside two fingers can move the root 

position through a feature of this hand. Form 1 is the 

basic arrangement. When a spheroidal object is gripped, 

Form 2 is used because it is the steadiest one that can 

add power from three points. When the work object is 

gripped from the right and left, Form 3 is used.  Figure 2 

shows the schematic view of the arm. And in Figure 3 

the hand was seen from the tip of a finger. 

 

 

 

 

 

 

 

 

Fig.2 Schematic view of hand 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 The hand that was seen 

from the tip of a finger. 

 

5.1 About the control of the arm and hand 
  Operations that stop the hand in a target location and 

direction for a particular purpose are called positional 

control and posture control. By these operations a work 

object can be grasped and placed. It is necessary to 

calculate how many degrees each motor must be rotated 

to control a position. This calculation is called a reverse 

kinematics calculation.  

Before this calculation, it is necessary to calculate the 

value of the hand’s position and posture from the angle 

of each motor. This calculation is called a direct 

kinematics calculation. I created the control program 

based on this principle. 

 

5.2 Coordinates calculation by a 
transformation matrix 
  First, I defined a relative position of a link and 

coordinate system like in Figure 4.  

Fig.4 The relative position of the link  

and the definition of the coordinate system 

 

These relative positions are shown by multiplying the 

following by the transformation matrix of 4×4.  

 

 

 

 

A is a procession which shows the rotation of the 

three-dimension procession coordinate system, and A is 

a three-dimension vector in which the movement is 

Form 1 Form 2 

Form 3 
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shown. If the positional vector shown in certain 

three-dimension coordinate systems is r, by the 

transformation matrix T the new positional vector r' is  

 

 

 

The driving corner of joint i is θi. The transformation 

matrix Ti when the distance between joint j and joint j+1 

is assumed to be Lj. When O1 is the reference point and 

O1 is joint i is θi. The transformation matrix Ti when the 

distance between joint j and joint j+1 is assumed to be Lj. 

When O1 is reference point and O1 is )0001(T
,  

positional vector Oi of  joint i is 

 

 

As a result, the simultaneous equations to calculate 

coordinates of each joint can be derived. If the driving 

corner is determined, the coordinates of each joint can 

be calculated. 

  

5.3 Calculation of the joint corner using 
reverse kinematics 
   The driving corner to drive the hand to the coordinates 

of the target can be derived when you solve the 

above-mentioned simultaneous equations about the 

driving corner θ.  At this time, the driving corner can be 

calculated by imposing the conditions that the angle and 

the height of the hand be kept constant. The control 

program was made based on these assumptions. 

 

5.4 Control program of the arm 
    

The control program was made based on the 

above-mentioned theory. Figure 5 shows the execution 

screen of the control program. 

 

Fig.5 The execution screen 

of the control program 

  The left figure displays the present appearance of the 

arm and the parameter of the angle of each arm joint. 

The target and the minion's coordinates are displayed on 

the right side. First, the coordinates of minion's target 

are input. Next, the joint corner of the arm that fills the 

coordinates of the target by using the reverse kinematics 

calculation is calculated. The condition of the drive that 

locks the direction of the wrist at this time can be added. 

Figure 6 and Figure 7 show the appearance of the 

driving experiment that uses an existing arm. 

 

Fig6 Program before it drives and 

the appearance of the arm 

Fig.7 Program after it drives and  

the appearance of the arm 

  There is a difference in time from the start to the stop 

of each motor. However, the minion was almost able to 

be driven to coordinates of the target. As a result, there 

is no problem regarding its practical use. 

 

6. Recognition of the work object 
  A plane that is of a similar color is extracted from one 

image obtained from the CCD camera, and the desk and 

the floor are recognized. A plane part on the desk and the 

floor is extracted using the HSV conversion. Next, the 

part not extracted is considered to be a part of the object, 

and it is extracted. Figure 8 shows the appearance of the 

object extraction. 

 

Fig.8 The appearance of the object extraction 

 

The relative coordinates of the work object and the 

rough size of the object can be calculated by the main 

body of the robot. These data is sent to the control 

program of the arm and using it, the robot can grip the 

work object. Figure 9 shows the size and the relative 

coordinates of the work object on the output screen.  
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Fig.9 The screen for the output 

 of the parameters of the work object 

 

7. Conclusions 
  In this research, the robot arm that met the demand 

required by a personal robot was designed. It is 

possible to create the various conditions that will drive 

the hand to a target position by the driving control 

program, and it is thought that the work object can be 

gripped by the hand.  
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Abstract

In this paper we examine the performance of the
evolutionary algorithm for a dynamic environment
where the opponent team changes during the evolution
of strategies. In the dynamic environment, the dash
power of opponent players in ball intercept behavior
is adjusted. We consider two adjustment modes of the
dash power in our experiments. In one mode the dash
power of the opponent players is gradually increased
over generation of the evolutionary algorithm. The
other mode monitors the performance of the evolved
team strategies to increase or decrease the dash power
of opponent players accordingly. We compare the evo-
lution of team strategies between the two modes and
discuss for the future extension to the current exper-
imental settings. We also discuss the possibility of
knowledge extraction from the obtained team strate-
gies by the evolutionary algorithm.

1 Introduction

RoboCup soccer is a competition between soccer
robots/agents. Its ultimate aim is to win against the
human soccer champion team by the year 2050 [1].
Developing RoboCup teams typically involves solv-
ing the cooperation of multiple agents, the learning
of adaptive behavior, and the problem of noisy data
handling. Many approaches have been presented that
try to tackle these problems, an example is the appli-
cation of soft computing techniques.

In this paper we examine the performance of the
evolutionary algorithm for a dynamic environment
of RoboCup simulation where the opponent team
changes during the evolution of strategies. In the dy-
namic environment, the dash power of opponent play-
ers in ball intercept behavior is adjusted. We consider

two adjustment modes of the dash power in our ex-
periments. In one mode the dash power of the op-
ponent players is gradually increased over generation
of the evolutionary algorithm. The other mode moni-
tors the performance of the evolved team strategies to
increase or decrease the dash power of opponent play-
ers accordingly. We compare the evolution of team
strategies between the two modes and discuss for the
future extension to the current experimental settings.
We also discuss the possibility of knowledge extraction
from the obtained team strategies by the evolutionary
algorithm.

2 Team Setup

We use the following action rules to determine
player’s action

Rj : If Agent is in Area Aj and
the nearest opponent is Bj

then the action is Cj , j = 1, . . . , N,
(1)

where Rj is the rule index, Aj is the antecedent inte-
ger value, Bj is the antecedent linguistic value, Cj is
the consequent action, and N is the number of action
rules. In this paper we evolve action rule sets to find
a competitive soccer team strategy.

The antecedent integer value Aj , j = 1, . . . , N refers
to a subarea of the soccer field. We divide the soccer
field into 48 subareas as in Fig. 1.

Each subarea is indicated by an integer value. The
antecedent value Aj of the action rule Rj is hence an
integer value in the interval [1, 48]. In this paper 12
actions are available for the consequent action Cj .

Note that each player has a set of action rules. Since
there are 48 subareas in the soccer field and near and
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Figure 1: Soccer field

not near are available for the second antecedent part
in action rules (i.e., Bj), the number of action rules
for a single player is 48× 2 = 96. There are 96× 10 =
960 action rules in total for a single team with ten
field players. Action rules for a goal keeper are not
considered in this paper.

If the ball cannot be kicked by a player, there are
two kinds of actions. One is ball intercept where the
player move toward the ball in order to be able to kick
it. The other action is positioning where the agent
keep its position that is determined from the ball po-
sition and its home position. The player determines
which action to take based on the positional relation
among all the objects including teammates, opponent
players, and the ball.

3 Evolutionary Computation

3.1 Encoding

The action of the agents is specified by the action
rules in (1) when they keep the ball. Considering that
the soccer field is divided into 48 subareas (see Fig. 1)
and the position of the nearest opponent agent (i.e., it
is near the agent or not near) is taken into account in
the antecedent part of the action rules, we can see that
there are 48× 2 = 96 action rules for each player. We
apply our evolutionary method to ten soccer agents
excluding the goal keeper. Thus, the total number of
action rules for a single team is 96 × 10 = 960. We
use an integer string of length 960 to represent a rule
set of action rules for ten players. The task of our
proposed evolutionary method is then to evolve the
integer strings of length 960 to obtain team strategies
with high performance.

On the other hand, the actions of the agent in the
case where the nearest opponent agent is not near the
agent are shown in the other 48 integers. The value
of each integer ranges from an integer interval of [1,
12] as the number of possible actions for each rule is
twelve.

3.2 Dynamically Changing Opponent

In our previous studies on the evolutionary com-
putation for RoboCup soccer, the opponent team was
fixed during the course of the evolutionary algorithm.
Obtained strategies by the evolutionary algorithm are
therefore able to successfully perform against the fixed
opponent team. However, it is not neccessarily said
that the obtained strategies are successfully able to
play the soccer game against different team strategies
as successfully as against the fixed opponent team. In
this paper we consider a dynamically changing envi-
ronment in order to solve this problem.

In our implementation of the dynamically chang-
ing environment, dash power is used as a parameter of
dynamically changing opponent strategies. The higher
the dash power of opponent agents is, the harder it is
for evolutionary teams to defeat the opponent team.
In the beginning of the evolutionary algorithm the
dash power of the opponent is zero and linearly in-
crease as the number of generations increases.

3.3 Evolutionary Operation

We use one-point crossover, mutation, and ES-type
selection as evolutionary operations in our evolution-
ary method. New integer strings are generated by
crossover and mutation, and selection is used for gen-
eration update.

In the crossover operation, we first randomly select
two integer strings. Then latter part of both strings is
exchanged with each other from a randomly selected
cut-point. Note that we do not consider any evalua-
tion results when two integer strings for the crossover
operation are selected from the current population. In
the mutation operation, the value of each integer is
replaced with a randomly specified integer value in
the interval [1, 12] with a prespecified mutation prob-
ability. It is possible that the replaced value is the
same as the one before the mutation operation. It
should be noted that new integer strings generated by
the crossover and the mutation operations do not have
their match history. Thus the fitness evaluation of the
new integer strings are made by using the game result
of only a single game.

Generation update is performed by using ES-type
selection in our method. We use a so-called (µ + λ)-
ES [3] for our generation update scheme. By iterating
the crossover and the mutation operations we produce
the same number of new integer strings as that of cur-
rent strings. Then the best half integer strings from
the merged set of the current and the new strings are
chosen as the next population. The selection is based
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on the match results. Note that the current strings
are also evaluated in this selection process. Thus, it
is possible that a current integer string with the best
performance at the previous generation update is not
selected in the next generation update because the av-
erage goals of the integer string after the next perfor-
mance evaluation may become lower if the result of
the game at the next evaluation is poor.

To summarize, our proposed evolutionary method
is written as follows:
[Procedure of the proposed evolutionary
method]

Step 1. Initialization. A prespecified number of in-
teger strings of length 960 are generated by
randomly assigning an integer value from the
interval [1, 12] for each integer.

Step 2. Generation of new integer strings. First ran-
domly select two integer strings from the cur-
rent population. Then the one-point crossover
and the integer-change mutation operations
are performed to generate new integer strings.
This process is iterated until a prespecified
number of new integer strings are generated.

Step 3. Performance evaluation. The performance of
both the current integer strings and the new
integer strings generated by Step 2 is evalu-
ated through the results of soccer games. Note
that the performance of current integer strings
is also evaluated every generation because the
game results are not constant but different
game by game.

Step 4. Dynamic environmental change. The dash
power of the opponent team is increased. The
schedule of the change of the dash power is
make so that at the first generation it is zero
and becomes full (i.e., 100%) at the final gen-
eration.

Step 5. Generation update. From the merged set of
the current integer strings and new ones, se-
lect best integer strings according to the per-
formance evaluation. In the performance eval-
uation goals for are used as the first criterion.
If multiple individuals have the same goals
for, then goals against are used as the second
performance criterion. The selected integer
strings form the next generation.

Step 6. Termination of the procedure. If a prespeci-
fied termination condition is satisfied, stop the
procedure. Otherwise go to Step 2.

4 Computer Simulations

The following parameter specifications were used
for all the computer simulations in this paper:

The number of integer strings in a population: 5,
The probability of crossover: 1.0,
The probability of mutation for each integer: 5/96,
Generation update: 500.

The population size is specified as five. This is a small
number comparing to commonly used parameter spec-
ifications. This is because it takes at least five min-
utes to complete a single soccer game. If the popu-
lation size is specified large, it is difficult to perform
the evolutionary method for a large number of gener-
ations. Currently we use a 16-node cluster system for
the computational experiments in this paper. It still
takes several days to perform a single run of the evolu-
tionary process. The population size will be increased
when more powerful computational environments are
equippped.

We show the evolution of the soccer teams in Fig. 2.
Total scores of goals for and goals against are plotted
in Fig. 2. From this figure we can see that the offensive
performance degrades as the evolution proceeds as the
dash power of the opponent teams increases during the
course of the evolution.
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Figure 2: Performance of evolutionary teams.

Now we closely investigate obtained strategy by the
evolutionary algorithm. Figure 3 shows the trajectory
of the ball by an individual at the initial population.
We can see from Fig. 3 that the ball is somewhat kicked
randomly at different directions. This is because the
initial individual was generated by randomly assigning
an action to each action rule. Next we show in Fig. 4
the trajectory of the ball by an individual at the fi-
nal population (i.e., at the 500-th generation). From
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Fig. 4, we can see that the evolved team obtained of-
fensive knowledge where the side forward drives the
ball toward the opponent area from the side of the field
and place the ball to the center when the ball is near
the opponent goal. This strategy is intuitively under-
standable because human soccer teams normally take
this strategy. It is shown that the evolutionary algo-
rithm automatically obtained the human-like strategy
from the initial population that was randomly gener-
ated.

 

Figure 3: Ball trajectory at the first generation.

 

Figure 4: Ball trajectory at the final generation.

5 Conclusions

In this paper we proposed an evaluation method of
soccer team strategies by using match history. The
match history is used to calculate the average goals
and the average goals against. Those teams with high
average goals are evaluated as better than those with
low average goals. The average goals against are used
when the average goals are the same among more than
one soccer team strategies. This method avoids the
problem caused by uncertainty in the RoboCup soc-
cer such as noise in object movement and the sensing
information.

In the evolutionary process of this paper the action
of soccer players that keep the ball is determined by
a set of action rules. The antecedent part of the ac-
tion rules includes the positions of the agent and its
nearest opponent. The soccer field is divided into 48
subareas. The action of the agent is specified for each
subareas. The candidate actions for the consequent
part of the action rules form a set of 12 basic actions
such as dribble and kick. The strategy of a soccer
team is represented by an integer string of the conse-
quent actions. In the evolutionary process, one-point
crossover, replacement mutation, and ES-type gener-
ation update are used as evolutionary operators. The
generation update is performed in a similar manner
to the (µ + λ)-ES of evolution strategy. That is, the
best integer strings are selected from a merged set of
current integer strings and new integer strings that
are generated from the current integer strings by the
crossover and mutation operations. The performance
of the soccer team strategies becomes better over gen-
eration. For example, the average goals at the end
of the evolution process is larger than in the initial
population. We also observed that the average goals
against did not increase as the evolutionary computa-
tion progressed.

In a series of computer simulations, we exam-
ined the performance of our evaluation method. We
showed that the evolutionary algorithm automatically
obtained a human-like strategy from random strate-
gies through the process of evolutional trial-and error.

This paper focused on offensive strategy rather than
defensive one. Developing a method for the defensive
strategy is left for our future work.
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Abstract 
 

With the advancement of computing technology, 
robot industry has grown substantially in the past few 
years. However, most of the current robots are still 
simply following through the pre-defined procedures and 
moving in a well-defined workspace. The control of an 
autonomous mobile robot remains challenging. A truly 
autonomous mobile robot will definitely benefit our life 
in many areas, including but not limited to nursing care 
services and office guide. 

How to get to know the current location is the 
most difficult issue that an autonomous mobile robot has 
to deal with. Without knowing its current location, it is 
impossible for the mobile robot to move towards its 
destination. Let us think how we identify our location 
when we are put in an unfamiliar place. The most 
common things that we do will be to collect the 
geographical features and then match what we have 
collected with the information on a map. The method is 
considered applicable to an autonomous mobile robot as 
well. This paper discusses how to collect the 
geographical features with a photoelectric sensor and 
how to identify the current location by comparing the 
sensor information and the map information. 
 

Key Words 
 

Autonomous Mobile Robot, Environment 
Recognition, Photoelectric Sensor,  
 
1 Introduction 
 

Mobile robots in use are still moving within a 
well-defined static environment. This indicates that the 
research and development of autonomous robots still 
have a long way to go. Some day in the future, if a 
mobile robot could autonomously move in a dynamically 
changing environment, it would definitely have a lot of 
applications in many areas of our daily life. 

At the current stage, however, our very first goal is 
to come up with a practical approach to the control of a 
mobile robot so that it will move autonomously towards 
its destination within a static environment. Our second 
goal is basically along the same line, which is to keep the 
mobile robot moving smoothly with no stops. Although 

it sounds unavoidable to stop in order to avoid obstacles, 
sensor information integration and fast-speed route 
planning will be used so that stops are not needed 
anymore. 

With the control program experimented in this 
study, a mobile robot could move autonomously to the 
destination specified by a person. 
 
2 System Organization 
 
2.1 Communication subsystem 
 

 
Fig.1. Communication configuration 

A laptop computer is put on the mobile robot for 
the communication with a motor and a photoelectric 
sensor. At the beginning, the laptop computer sends an 
authentication code over to the photoelectric sensor. 
Once the code has been authenticated by the 
photoelectric sensor, will the laptop computer start 
receiving the distance data from the photoelectric sensor. 
The laptop computer recognizes the environment of its 
current location through the analysis of the distance data. 
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Based on the result of environment recognition, the 
laptop issues a voltage command to the servo pack 
through the DA board. The servo pack will apply a 
steady voltage to motors, which control the wheels for 
the movement. 
 
2.2 Driving subsystem 
 

The mobile robot in this study can move forward 
as well as backward, turn right as well as left, and can 
even change its facing directions through rotation 
without turning right or left. Changing the facing 
directions of a mobile robot could of course be achieved 
by turning right or left. But instead of turning, using the 
freedom of rotation could keep the photoelectric sensor 
staying at the same location and the same direction. This 
is because the photoelectric sensor is mounted between 
the front wheels, which are the driving wheels. The 
benefit is that the environment recognition results 
obtained before the rotation stay valid even after the 
rotation.  
 
3 Control program 
 

The environment recognition is accomplished by 
applying the minimum mean square algorithm to the 
distance data. As a result, a set of feature points are 
extracted. The feature points here are the uneven points 
on the walls. Figure 2 shows the flow chart of the 
program. 

 

Fig.2. Flow chart of the program 
 
3.1 Minimum mean square method 
 

The photoelectric sensor generates 100 samples of 

distance data every 1.8 degrees. If all the samples are 
directly used for the feature point extraction, an 
overwhelmingly large number of feature points will be 
extracted. This is because the existing variance among 
the samples leads to the extraction of uneven points from 
a flat wall. The minimum mean square algorithm is used 
for the approximation of straight lines so that no feature 
point is extracted from a flat wall. 

 
Fig.3. Minimum mean square method 

 
3.2 Extraction of feature points 
 

Environment recognition is solely based on the 
extraction of feature points, which makes the extraction 
of feature points extremely important. The feature points 
here are the uneven points on the walls. Let us see the 
triangle in Figure 4, where the vertexes, A, B, and C are 
the points that three approximated straight lines intersect. 
As soon as the length of all the three sides of the triangle 

, ,a b c  is calculated, could the angle θ  at B  be 
calculated with the formula (1). 

2 2 2

arccos( )
2

a b c
ab

θ + −
=                     (1) 

If θ  is smaller than a pre-determined threshold, 
point B  will be extracted as a feature point. 

 
Fig.4. Extraction of feature points 

Although the minimum mean square algorithm has 
already been applied, it is still possible to extract extra 
feature points. One solution to this problem is to 
dynamically reduce the threshold from 150 to 140 
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degrees in the process of selecting the feature points. 
Another criterion is to choose one when two or more 
feature points are nearby. Since the two criteria are 
applied to the feature pointed extracted, the removed 
extra feature points will not be re-selected. 
 
3.3 Environment recognition 
 

The length of the wall is used as a reference for 
the environment recognition. Since the feature points 
correspond to the joint points of different walls, the 
length of a wall could be measured by finding the 
distance between the feature points. The current location 
is identified by comparing the length of walls with the 
information given in a map. 
 
3.4 Autonomous movement 
 

When the robot moves, the control program 
compares the distance data sampled at 35 degrees on the 
right side with the distance data at 145 degrees on the 
left side. In order to minimize the potential collision, the 
robot is kept moving along the centerline of the road. To 
keep it on the centerline, the wheels with shorter distance 
data will be controlled to move forward while the wheels 
on the opposite side move backward. This adjustment 
keeps going until the robot moves to the point on the 
centerline. When the distance data sampled at 35 and 
145 degrees are equal, wheels on both sides will be 
controlled to move forward. The data sampling and the 
control of wheel rotation are constantly happening 
during the entire movement until the robot arrives at the 
destination. 

 
Fig.5. Move to the center 

 
3.5 Obstacle avoidance 
 

When the robot moves, the control program 
compares the distance data sampled at 35 degrees on the 
right side with those at 145 degrees on the left side this 
time. When there is an obstacle that doesn't exist in the 
given map on the road, the robot may collide with it. 
How to avoid collision against an obstacle is shown here. 

To detect unknown obstacle, it examines distance 
data captured with the photoelectric sensor from 35 to 
145 degrees. When an obstacle is found on the road, the 
distance between the obstacle and the right wall is 
compared with that between the obstacle and the left 
wall. Then the robot changes the moving direction 
toward the center of the wider space and successfully 
passes over the obstacle. After the robot recognizes that 
it has passed over the obstacle, it switches back the 
moving direction to the previous one. 

 
Fig.6. Evading obstacle 

 
4 Experiment 
 

The autonomous mobile robot has been 
experimented in a narrow indoor environment. Simply 
with the distance data collected by the photoelectric 
sensor, the mobile robot is moving autonomously. 
 
4.1 Test cases 
 

The following two experiments are conducted: 
• Experiment 1: the centerline of the road is specified 

as the destination. 
• Experiment 2: the destination is specified to be on 

the side of a road. 
In Experiment 2, when the robot arrives at a point with 
the same y  coordinates as the destination, it rotates by 
90 degrees and then move forward to the specified 
destination. The moving speed of the robot is set to 
be 0.5 /km h . 
 
4.2 Experimental result 
 
4.2.1 Experiment 1 
 

Figure 7 shows the console of our control program 
in execution. It indicates that the robot has arrived at the 
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specified destination. Point d  is the destination. Point 
e  is the current location and c  is the wall that was 
identified through the environment recognition by point 
a  and b . The error of the x  coordinate was -45mm 
in the destination and the error of the y  coordinate was 
-20mm. The total execution time was 21360msec. 

 
Fig.7. Result of experiment 1 

 
4.2.2 Experiment 2 
 

Figure 8 shows the console of our control program 
in execution. It indicates that the robot has arrived at the 
specified destination. Point e  is the destination. Point 
f  is the current location and d  is the wall that was 

identified through the environment recognition by point 
b  and c . The error of the x  coordinate was +10mm 
in the destination and the error of the y  coordinate was 
-90mm. The total execution time was 15000msec. 

 
Fig.8. Result of experiment 2 

 
4.3 Result analysis 
 

The experimental results in Experiment 1 showed 
us that the error of each coordinates could be 50 mm or 
less, which indicates that the destination set at centerline 
of a road could be easily reached with very high 
accuracy. The experimental results in Experiment 2, 
however, showed big errors. The reason is because the 
robot is controlled to move along the centerline of the 
road all the way to the point with the same y  
coordinate as the destination and then rotates by 90 
degrees and move towards the destination. In the case 
that 90 degrees rotation is not accurate enough, the error 
occurred along the y  axis will be increased 

substantially. As a future solution, a counter board can be 
used to measure the cycle of wheels so that the rotation 
could be well controlled to be close to 90 degrees. 

The control program in the experiments is to 
control the robot move along the centerline while doing 
the environment recognition. It stops the movement only 
when both the environment recognition is achieved as 
well as the destination is reached. In another words, in 
the case that the robot arrived at the destination with no 
environment recognition completed, the robot may keep 
going and pass the destination. One solution could be to 
keep track of the previous locations and match with the 
current location. This way, the speed of robot could be 
reduced as soon as it is identified that it getting close to 
the destination. With the reduced speed, the robot will 
have more distance data collected for the environment 
recognition. As a result, the robot will stops at the 
destination more frequently. 
 
5 Conclusion 
 

In this research the environment recognition was 
achieved by processing the distance data obtained 
through the photoelectric sensor. The control of an 
autonomous mobile robot through the environment 
recognition has been experimented. The goal of 
controlling the mobile robot so that it moves 
autonomously to the destination in a static environment 
was achieved. The second goal that the robot moves with 
no stops was achieved. 

The approach in this study is going to be enhanced 
to deal with the issues that an autonomous mobile robot 
may encounter in a dynamically changing environment. 
A dynamically changing environment could be an 
environment with people walking around or some other 
moving objects. In a dynamically changing environment, 
the robot needs to predict the movement of other objects 
including people and try not to interfere with other 
moving objects. 
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Abstract 
 

Recently, Information Technology has been introduced 
to social systems for various purposes. The map that was 
the paper medium has been changed into an electronic 
form and digital maps have become familiar in our life 
such as the map for car navigation. They are also 
introduced in the Internet and mobile phones. Now, the 
demand on a 3-D map has rapidly risen to the digital map 
users. This is because a 3-D map excels in the visibility 
and is intuitively understood when the location 
information is passed on to a user three-dimensionally in 
the digital map.  

This paper proposes a novel technique for creating a 3-D 
road map. It includes proposal of a vehicle that collects 
ground-view information of a road environment and an 
interactive graphic system for producing a 3-D road map 
employing the collected information. The function of the 
proposed technique is to make a 3-D map electronically by 
fitting measured data to a given 2-D digital map. In order 
to evaluate the proposed technique, we performed 
experiments at Paris (France) and Fukuoka (Japan), and 
produced a highly realistic 3-D graphical map of the road 
environment. This confirms the availability of the 
proposed technique. 
 
Keywords: 3-D maps, road maps, car navigation, GIS, 
ITS, image processing 
 
1. Introduction 

Recently, Information Technology (IT) has been 
introduced to social systems for various purposes. The 
map provided by the paper medium has changed its style 
to an electronic and digital form. It has been introduced to 
car navigation. The Internet and mobile phones also 
employ digital maps. In this way, the digital map has 
become much familiar in our life.  

A 3-D road map is the present concern of major map-
related companies, since it may be easily accepted to 
people because of its realistic and therefore 

understandable nature, particularly in car navigation. 
Although lots of researches on creating 3-D road maps 
have been done so far using aerial or satellite photograph 
resources, methods of collecting geographic information 
without using such aerial view resources has a strong 
demand from map-related industries, since certain kinds of 
geographic information (roads in tunnels, roads hidden by 
street trees, building texture, etc.) are difficult or even 
impossible to collect their information using these 
resources. Particularly, in the field of car navigation, 
frequent map update is indispensable for providing a 
driver with most recent and exact geographic information 
having a driver’s view. 

In this circumstance, some studies have proposed 
methods of measuring 3-D shape of buildings and objects 
from a driver’s view. There are established techniques 
such as the stereo vision [1] and the factorization [2] that 
use video images or still images measured by a camera. A 
method of using aerial photos [3] also exists as a passive 
technique. The literature [4] employs a laser range finder 
as a sensor. These techniques can recover actual 3-D 
shape, but they need much complicated post-processing to 
handle the obtained large amount of data and their noise 
reduction.  

If these kinds of measurement information are arranged 
on the 2-D map with latitude and longitude information 
obtained from the Global Positioning System (GPS) 
receiver, it causes some difficulty in its accuracy because 
of the noise contaminated in the GPS signal. 

In this paper, we propose a novel technique for creating 
3-D graphical road maps that contain road environments. 
The technique includes a vehicle that collects road 
environmental information and an interactive graphic 
system for producing a 3-D road map from the 
information. The interactive system assumes the 
employment of a 2-D electronic map and aerial 
photographs as reference and creates a 3-D road map from 
the video images the vehicle provides. This procedure is 
done on the computer display by man-machine 
collaborative work. Visual operation of a user on the 
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display supported by some automated procedures by 
computer is much effective. This system will certainly 
open up a new application field in the development of 
man-machine systems. 

The paper is organized as follows. Section 2 outlines a 
method of data collection. Section 3 outlines a mapping 
method of measured data to a 2-D map. Section 4 explains 
how to make a 3-D map from the measured data. Section 5 
shows experimental results on the data collection and the 
produced 3-D maps of the streets in Fukuoka (Japan) and 
Paris (France) using the proposed method. Discussion and 
conclusions are given in Section 6. 
 
2. Data Collection 

It is assumed in the proposed technique that the 
information obtained from the real world contains 
horizontal surfaces and vertical surfaces. We obtain the 
information on road surfaces as horizontal surfaces and 
the information on the walls of buildings, sign boards, etc., 
as vertical surfaces. It is also assumed that a 2-D electronic 
road map is available. In the technique, the measurement 
position on the 2-D map is specified by using horizontal 
geographic information, and after that, 3-D information is 
mapped by using vertical geographic information.The 
outline of the entire procedure on the proposed system is 
described in three parts (See Fig. 1). 

The principal data obtained by the proposed vehicle 
measurement system is as follows; 

A) Road image data for detecting the car position and 
collecting road surface information. 

B) Scene image data for collecting geographic objects 
information such as buildings, traffic signals, etc. 

C) Distance data for detecting the car position. 
 

 
Fig. 1 Overview of the procedure. 
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Fig. 2 Configuration of the devices employed in the 

measurement vehicle. 

In this data collection, synchronization between the car 
position/time and the sensor data is important. Therefore, 
we propose the measurement system as shown in Fig. 2. 

In Fig. 2, multiple digital video cameras are employed to 
obtain the data A and data B above. The images of the 
cameras are recorded on DV tapes, and time code is 
recorded on the personal computer to synchronize the 
pulse generator. The pulse generator that is connected to 
the computer through the pulse counter makes 
equidistance information (The pulse generator is set up at 
the rear wheel of the measurement vehicle). GPS is 
connected to the computer to obtain the rough position of 
the car. All the data obtained from these sensors (DV 
cameras, a GPS receiver, and the computer time) 
synchronize by the signal of the pulse generator. Herewith, 
the DV time code (i.e., DV images) and the GPS data (i.e., 
rough position of the car) are obtained at an equidistance 
interval. 
 
 
3. Two-dimensional Processing 

A method of producing initial state of the 3-D map from 
measurement data by two dimensional processing is 
described in this section.  
 
3.1 Data improvement & allocation of road 

images onto a 2-D map 
 
3.1.1 Geometrical conversion of road images 
In order to obtain the road surface images from the 

original road images in the video taken by the camera in 
the vehicle, geometrical conversion is applied to the 
original image. Here, we assume that the road has a flat 
surface, and the gradient value (roll) of the car is 
vanishingly small.  Collection of road environmental data

 In the first place, the point marks are arranged in front 
of the car in the form of the lattice and having equal 
intervals to obtain geometrical conversion parameters, and 
it is recorded with a DV camera (See Fig. 3). In the second 
place, coordinates of each quadrangle that consists of four 
point marks in the image are obtained and geometrical 
conversion parameter (pseudo affine transformation 
parameter) is calculated. The pseudo affine transformation 
is given as follows; 

Two dimensional 

dcybxaxyx +++=′ ,                 (1a) 
hgyfxexyy +++=′ .                  (1b) 

 
The result of having applied Eq.(1) to the quadrangle 

image in Fig. 3(a) is given in (b). It is the image of the 
lattice observed from above and is called an ortho-image.  

Referring to the time code, the original road image in the 
video is separated horizontally to make rectangle patches 
on the computer display, to each of which Eq.(1) is 
applied and the rectangle patch is transformed into an 

Three dimensional processing 
1) Placement of 3-D buildings on the 2-D map 
2) Allocation of 3-D objects along the road in the

processing 
1) Allocation of road images onto a 2-D map 
2) Placement of road surface data on the 2-D map.
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ortho-image. The separation of the road is done by a user, 
whereas the transformation to the ortho-image is 
performed by computer. In this way, the ground-view road 
images obtained from the frontal camera in the vehicle 
measurement system is converted into corresponding 
ortho-images which are then placed on the 2-D road map. 
 
3.1.2 Extraction of crossroads 
In this technique, crossroads are considered to be a 

checkpoint on the 2-D map. Checkpoints are basic points 
of measurement data at the position on the 2-D map. 

In this section, the technique is explained for extracting 
the candidate of the checkpoint by recognizing the 
crosswalk from the ortho-image.  
 
Extraction of white line edges 

To extract white line edges of a crosswalk, some image 
processing algorithms are combined. The following four 
processed images are examined whether or not there are 
frequent white areas on the images (See Fig. 4). 

1) Emphasis of Contrast 
2) Thresholding - Emphasis of Contrast 
3) Emphasis of Contrast - Minimizing Average Error - 

Median Filter (5 times) 
4) Thresholding - Emphasis of Contrast - Minimizing 

Average Error - Median Filter (5 times) 
 
The Sobel filter in the horizontal direction is applied to 

the above four images and vertical edges are extracted in 
the images. 
 
Recognition of crosswalk 
A crosswalk is judged by the number of intersections of 

the horizontal straight line that passes the center of the 
image and the extracted vertical edge. It is recognized as a 
crosswalk if the number of the intersection is larger than a 
threshold on at least one of the above four preprocessed 
images.  
 
3.1.3 Allocation of road images onto a 2-D map 

Road surface images (See Fig. 5, for example) can be 
made, using Eq.(1), from the ground-view images 
obtained from the frontal downward camera equipped in 
the vehicle and distance data. A road interested is 
separated into successive rectangle patches as shown in 
Fig. 5. They are transformed ortho-images. The patches 
are roughly arranged onto the corresponding road on the 
2-D map automatically according to the GPS information. 
Since the GPS information is not very exact, crossroads at 
the junctions along the road are detected by the technique 
stated in 3.1.2. These crossroads specify check points on 
the 2-D map. Two check points between the adjacent 
crossroads are combined on the 2-D map by computer by 
fitting a NURBS (Non-Uniformed Rational B-Spline) [5] 

curve along the road. The road patches are then rearranged 
on the NURBS curve automatically to get their exact 
locations. This map is the initial state of the 3-D map 
produced and is called an initial 3-D map. 

 
3.2 Placement of road surface data on the 2-D 

map 
Road features are obtained from road surface images. 

We input stop lines, lane lines, traffic lights, crosswalks, 
etc., to the initial 3-D map by referring to the road surface 
images on the 2-D map and aerial photo. 

 
4. Three-dimensional Processing 

A method of producing a 3-D map employing the 
obtained video data and the initial 3-D map is described in 
this section. Here, the 3-D map does not contain exact 3-D 
shapes of real buildings, trees, or others, but it contains 
their pseudo shapes registered in the system. 

 
4.1 Placement of 3-D buildings on the 2-D map 
A 3-D object is displayed by 3-D volume data that is 

made from building 2-D frames of the object (See Fig. 6). 
The wall texture obtained as vertical geographic 

information is put on the building.  
 

 
(a) 

 
(b) 

Fig. 3 Image of the lattice in front of a vehicle and its 
ortho-image. 

 
Fig. 4 Ortho-Image (left), and the extracted white area 

image (right) 

 
Fig. 5 Road surface image segmented into rectangle 

parts. 
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4.2 Allocating traffic objects and plants along the 
road on the map 

There are some typical objects along a road such as 
street-lights, trees, traffic signals, traffic signs, etc. The 
developed system stores their 3-D models in a database. 
Once they are observed along the road in the video image, 
their models are chosen by a user and placed at 
appropriate positions in the 3-D map. 
 
 
5. Experimental Results 

Experiments were performed to show the performance 
of the proposed technique. 
 
5.1 Experimental environment 

Five cameras were installed in the vehicle. Two of them 
(Cam 1, Cam 2) were used to measure the road surface 
data, and other two (Cam4, Cam5) were used to measure 
the wall of buildings, etc. The last one was used to 
measure the signs, signals, etc. Also, to obtain distance 
data, the magnetic pulse generator was set in the vehicle. 
Additionally, GPS and note PC were set. The road images 
were taken in Paris, France, and in Fukuoka, Japan, with 
these devices. We rented a vehicle in the locale, and all the 
devices were set up in the vehicle. 
 
5.2 Results 

Figure 7(a) shows a photo of a road environment in 
Paris and (b) is the created 3-D map. Satisfactory 
correspondence is obtained between the 3-D map and the 
actual road environment. It may provide enough 
information for driving this route.  

Similar result was obtained with Fukuoka. 
 

 
6. Discussion and Conclusions 

In this research, we proposed a simple and useful 
method of producing a 3-D geographical map by mapping 
onto a given 2-D map the data measured in the street using 
video cameras and several sensors on the vehicle. In the 
experiment, it was confirmed that allocating the 
measurement road surface data that are difficult or even 
impossible to collect using the aerial or satellite 
photograph resources in the 2-D map was possible. 
Moreover, we were able to produce a highly realistic three 
-dimensional map with the acquired data. The work 
efficiency has been raised 30% than before with respect to 
the production time. 

In the future, to raise the work efficiency of the post-
processing of the measurement data, we plan to introduce 
image recognition techniques more in the procedure and a 
new measurement method, so that we can develop an easy 
and simple 3-D map production application. 
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Fig. 6 Buildings on the 3-D map produced 

automatically  
 

 
(a) 

 

 
(b) 

Fig. 7 Photo of a road in Paris and its 3-D Map  
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Abstract 

Digital images are prone to different 
noise during acquisition and transmission. 
Noise reduction is a traditional problem 
in image processing.  This paper explores 
a novel neural network-based non-linear 
filter in wavelet transform domain for 
image denoising. In this method, using 
wavelet transformation a noisy image is 
decomposed into four subbands. A simple 
procedure is suggested to extract the 
training patterns from these four 
subbands. Using a layered neural network 
architecture denoising is performed. The 
denoised image is thereafter obtained 
through the inverse transform on the 
noise-removed wavelet coefficients. 
Simulation results demonstrate that this 
method is very efficient in removing the 
noise. Compared with other methods 
performed in wavelet domain, it requires 
no a priori knowledge about the noise and 
needs only one level of signal 
decomposition to obtain very good 
denoising results. 

Keywords: Wavelet transform, Neural Network 
Filter, White Gaussian noise,Iimage denoising  

1. INTRODUCTION 

An image is degraded by noise due to 
various factors during its acquisition and 
transmission phases. Image denoising is 
aimed to remove or reduce the noise so that a 

good-quality image can be obtained for 
various applications. This paper investigates 
the problem of image denoising when the 
image is corrupted by additive white 
Gaussian noise. Traditionally, linear 
processing methods such as wiener filter, 
mean and median filters are employed for 
this purpose. However, mean filters tend to 
blur the edges in the images and median 
filters are ineffective in dealing with non-
impulse noise components. To preserve the 
edges, non-linear methods have become the 
mainstream approaches in the field of image 
denoising. 

Wavelet transform provides excellent 
properties for image processing. Non-linear 
denoising methods performed in the wavelet 
transform domain have received wide 
research attention. One of the standard non 
linear methods is wavelet thresholding. In 
this method a threshold value is chosen for 
each subband of the image. The better result 
depends on the choice of the thresholding 
parameters. It is difficult to find the optimum 
threshold value. In wavelet thresholding, the 
local space-scale information is not 
considered adaptively. In order to overcome 
these drawbacks here a Neural network 
based Non linear method is developed for 
image denoising. 

A layered neural network (LNN) is 
properly designed and trained to explore the 
learning capability of the neural network to 
learn the correlation among the noisy 
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wavelet coefficients, thus removing noise 
from them. The LNN filter method generates 
better results than the linear processing 
methods. Traditional wavelet thresholding 
methods which usually require three or more 
levels of wavelet decomposition and need 
the accurate estimate of the noise to obtain 
good denoising results. But this method 
needs only one level of wavelet 
decomposition and can adapt itself to the 
various noise environments by learning. 

2.DENOISING IN IMAGES 

           Applied scientists and engineers who 
work with data obtained from the real world 
know that signals do not exist without noise. 
There are several fact that noise into an 
image depending on how image is created. 
For example: 
� If the image is scanned from a 

photographic made on film, the film 
grain is source of noise. Noise can 
also be the result of damage to the 
film, or be introduced by the scanner 
itself.  

� If the image is acquired directly in a 
digital format, the mechanism for 
gathering the data (such as a CCD 
detector) can introduce noise. 

� Electronic transmission of image data 
can introduce noise.  

There are different types of noises like 
gaussian noise, salt and pepper noise and 
speckle noise. 

2.1.IMAGE DENOISING 

 Denoising is the process of 
removing/reducing noise from the noisy 
image and retaining the original image. The 
general additive noise reduction problem can 
be formulated as follows[1]:   
  y=x+v     
where, y is the corrupted image. 

x is the original uncorrupted image 
            v is the additive noise 

The objective of noise reduction is to reduce 

the noise in y and to make the estimate 
Λ

x  
from y which is as close to x as possible. 
Here it is assumed that the noise is Gaussian 
zero mean and variance σ2 

,ie., N (0,σ2). 

3.LAYERED NEURAL NETWORK FOR 
IMAGE DENOISING 

An artificial neural network (ANN or 
NN for short) is an artificial intelligence 
closely modeled after a human brain[5]. 
Such a neural network is composed of 
computer-programming objects called nodes. 
These nodes closely correspond in both form 
and function to their organic counterparts, 
neurons. Individually, nodes are 
programmed to perform a simple 
mathematical function, or to process a small 
portion of data. A node has other 
components, called weights, which are an 
integral part of the neural network. Weights 
are variables applied to the data that each 
node outputs. By adjusting a weight on a 
node, the data output is changed, and the 
behavior of the neural network can be altered 
and controlled. By careful adjustment of 
weights, the network can learn. Networks 
learn their initial behavior by being exposed 
to training data. The network processes the 
data, and a controlling algorithm adjusts each 
weight to arrive at the correct or final 
answer(s) to the data. These algorithms or 
procedures are called learning algorithms. 

Neural networks are often used for 
image denoising and compression. Their 
adaptability and learning capabilities make 
them excellent choices for removing noisy 
coefficients. Image processing using neural 
networks is a very broad field, but one of the 
common use for an NN is image denoising. 
This neural network based non linear filter 
removes the noise effectively than the 
standard filters. There are different types 
algorithms to train the network. Here we 
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Figure.1 Structure of the neural network 

used the Back propagation Neural Network 
for image denoising. 

In image denoising, filtering is a 
common technique. In this paper, neural 
network is used as a non linear filter. Their 
adaptability and learning capabilities make 
them excellent choices for removing noisy 
coefficients. 

The LNN filter is a three-layer neural 
network with inputs derived from an NxN 
neighborhood of the transformed image and 
appropriately selected neuron activation 
functions. As shown in Figure(1), the 
network takes YP and ∆Yk as the inputs, 
where YP is the wavelet transform coefficient 
under consideration, which is the center of a 
N x N processing window, and  ∆Yk = Yk - 
YP is the difference value between YP and 
the coefficient   Yk (k=0,1,2………N2 -1, 
k≠p ) of the other points in the N x N 
window, Figure(2) shows an example of a 
processing window with a size of a 5 x 5 
pixels. In this example, Y12 is the center of 
the window, and ∆Yk = Yk – Y12 
(k=0,1,……..24, k≠ 12). 

 

 

 

 

 

 

 

 

 

In this figure vmn is the weight of the 
connection between the m-th neuron in the 

input layer and n-th neuron in the hidden 
layer and is initialized randomly between -1 
to 1. wn is the weight connecting the n-th 
neuron in the hidden layer to the neuron in 
the output layer and is initialized as 
randomly between -1 to 1.  

Y0 Y1 Y2 Y3 Y4 

Y5 Y6 Y7 Y8 Y9 

Y10 Y11 Y12 Y13 Y14

Y15 Y16 Y17 Y18 Y19

Y20 Y21 Y22 Y24 Y25

3.1 TRAINING THE LAYERED 
NEURAL NETWORK 

In this paper, neural network is 
trained using back propagation algorithm. In 
this algorithm, first error is calculated 
between the noise free coefficients and the 
output of the neural network. Error is back 
propagated to output and hidden layer. 
According to the error weights are updated. 
This algorithm minimizes the output error by 
updating the weights based on the gradients 
of the output error. The proposed algorithm 
is as follows: The input 25 elements are 
normalized using the formula as given:  
 

 

Where ymin is minimum value among the 25 
values. ymax is the maximum value among 
the 25 values. NV is the normalized value 
between -1 to 1. The net input to the hidden 
layer is calculated as[7]: 

 
                        

 
 
 

Fig.2  5 x 5 processing window 
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The output of the  hidden layer is calculated 
as: 
 
 
where im is the m-th input of the input layer 
and takes its from set (∆y0, 
∆y1,………∆y24,yP,1),  and activation 
function of the hidden layer is  selected as: 

   
 
 
In this work, the λ value is taken as 1. 
 
The net input to the output layer is calculated 
as[7] 
 
 

The output of the output layer can be 

formulated as: 

 

Where is the output of the neural 
network at pixel under consideration and the 
activation function of the neuron in the 
output layer is of the following form:  
    
  
    
         
The value of the λ here is 1. 

The update equations of the weights and 

function coefficients are as follows[7] : 

 

 

 

 

 

 

 

In the above equations, E = (di – oi)2 /2 is the 
square error, di is the Noise free coefficients, 
oi is the output of the neural network, and α, 
β are the learning factors. Here α, β are 
initialized as 0.8 and 0.6. Weights are 
updated based on error accordingly. Finally 
neural network will give the noise removed 
coefficients. They are value between -1 to 1. 
It should be denormalized to obtain the 
original value.  The equation for 
denormalization is as follows: 
 

 

Where DNV is the denormalized value. NV 
is the noise free coefficients from the neural 
network.The LNN filter explores the strong 
correlation between the pixel under 
consideration and its neighbors and utilizes 
the mapping function of the layered network 
to remove the white Gaussian noise. 

3.2. PROCEDURAL STEPS INVOLVED 
IN LNN FILTER METHOD 

The steps involved in this method are as 
follows[6] : 

Step 1: A noisy image is decomposed into 
four subbands using a wavelet 
transform. Here Daubechies wavelets 
family is applied. 

Step 2: For each subband, a layered neural 
network is properly designed.   

Step 3: Each of the LNNs is trained using 
one of the four subbands of the 
decomposed image. All the four LNN 
have same structure. 

Step 4: The inputs to the neural network are 
derived from an NxN neighborhood 
of the transformed image. Here we 
have taken 5x5 window. It consists of 
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25 elements. They are given as inputs 
to the neural network.  Before 
applying to the network the inputs are 
normalized.   

Step5: Back propagation is used to train the 
network. The activation functions 
used are bipolar activation for both 
hidden and output layer. Weights are 
updated according to the error 
criterion. This algorithm minimizes 
the error by adjusting weights 
accordingly. 

Step 6: After the training process, the four 
LNNs are applied to the 
corresponding subband of the 
wavelet transformed noisy image. 

Step 7: The outputs of the networks are 
normalized noise-removed 
coefficients. Hence it is denormalized 
using original image to obtain 
original value of the noise removed 
wavelet coefficients.  

Step 8: The denoised image is obtained by 
performing an inverse wavelet 
transform on the noise free wavelet 
coefficients. 

4. SIMULATION AND RESULTS 

This algorithm is implemented using 
Matlab6.5. The LNN filter was implemented 
and the computer simulation results are 
presented. We used cameraman and parrots 
image of size 256 x 256 are used as the test 
image. Noises of different decibels are added 
and the denoised images are produced. The 
Daubechies wavelet family(db2) is used and 
one level 2D DWT of noisy image is taken.  

The noisy images of above are used 
for training the neural network.PSNR(in dB) 
is used as performance measure for 
comparing the quality of denoising. The 
PSNR is calculated using the formula 

 
 
 

 
 
 

 
 
Where NxN is the size of the image.  
Table 1 - shows the PSNR values of the 
Noisy image of cameraman image and  
PSNR value obtained from proposed method 
and standard denoising methods. It shows 
that the PSNRs of the images are improved 
at all of the noise levels. The table also 
shows that the proposed method outperforms 
all of the standard methods.  

The Figure 3 shows that output 
images obtained for cameraman image when 
noise level is 20 dB. 

Figure 4 shows that output images 
obtained for parrots image when the noise 
level is  25 dB. 

Simulations demonstrate that the 
proposed method can remove the noise 
efficiently, and improve the visual quality of 
the degraded image. 

5. CONCLUSION AND FUTURE WORK 

In this paper, a neural network based 
non linear filter in wavelet domain is 
constructed for the removal of noises in 
digital images. In this method LNN learn the 
correlation of the wavelet coefficients and 
generate the noise–removed values from 
their noisy versions. Simulation 
demonstrates that it can efficiently remove 
the noise, and improve the visual quality of 
the degraded image. The LNN filter method 
requires no priori knowledge about the noise 
and needs only one level of signal 
decomposition to obtain very good denoising 
result. In terms of PSNR, this method 
outperforms the standard denoising methods. 
This work can be extended by using 
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functional link neural network to reduce the 
computation complexity and time. 
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NOISE REDUCED PSNR(dB) INPUT IMAGE 
AT VARIOUS 

NOISE 
LEVELS(dB) 

NOISY 
IMAGE 
(PSNR) LNN FILTER 

METHOD 
SOFT 

THRESHOLDING 
HARD 

THRESHOLDING WIENER FILTER 

Cameraman 
σ = 10 28.0358 49.2130 27.0826 28.2188 29.0423 

σ = 15 24.5421 49.1069 25.6131 26.1911 28.1453 

σ = 20 22.0035 49.0588 24.4724 24.7728 27.1147 

σ = 25 20.1172 48.9956 23.4326 23.5968 26.2004 

Parrots 
σ = 10 28.1397 49.9619 29.2103 30.2771 32.3015 

σ = 15 24.6220 50.8412 27.2710 27.7628 30.7722 

σ = 20 22.1618 50.7787 25.8742 26.1187 29.4985 

σ = 25 20.1807 46.6144 24.5230 24.6293 28.2893 

ORIGINAL IMAGE    NOISY  IMAGE               LNN FILTER  METHOD

Figure 4  Output images obtained for parrot image when the noisy level is 25 dB

SOFT THRESHOLDING     HARD THRESHOLDING     WIENER FILTER 

   ORIGINAL IMAGE          NOISY  IMAGE             LNN FILTER METHOD 

SOFT THRESHOLDING   HARD THRESHOLDING  WIENER FILTER 

Figure 3.Output images obtained for cameraman image when the noisy level is 20 dB

TABLE 1 PSNR VALUES OF THE NOISY IMAGE OF CAMERAMAN AND PARROTS  BY THE LNN 
FILTER METHOD AND STANDARD METHODS 
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Abstract
In this paper, we propose a new diagnosis method

of pulmonary nodules in CT images to reduce false
positive rate (FP) for a high true positive rate (TP)
conditions. An essential core of the method is in its
hierarchical feature extraction. In the 1st stage, novel
orientation features of nodules in a small region of in-
terest (ROI) are extracted in addition to several con-
ventional features, while a more structural feature of
a surrounding area of the ROI is extracted in the 2nd
stage. Without the orientation features, when TP was
90%, FP was about 65% and 55% in the 1st and 2nd
stage, respectively. On the other hand, using the ori-
entation features, FP was about 15% and only 5% in
the 1st and 2nd stages, respectively. These improve-
ment of the discrimination rate clearly demonstrates
the effectiveness of the proposed hierarchical method
on the nodules diagnosis.

1 Introduction

With the increasing of the mortality rate for lung
cancer, computed tomography (CT) has been used for
detection of lung cancer at early stages [1]. How-
ever, using CT may exhaust for radiologists because
CT generates a large number of images (over 30 per
patient) and they must read all of them. There-
fore, some computer-aided diagnosis (CAD) systems
have been developed. Okumura et al. proposed a N-
Quoit filter [2]. Lee et al. proposed a nodule detec-
tion system using a genetic algorithm [3]. However,
although these CAD systems can automatically de-
tect pulmonary nodules with a high true positive rate
(TP), the false positive rate (FP) is also high. This
is not appropriate for clinical use since such high FP
may disturb radiologist’s diagnosis process. To reduce
FP, several methods have been proposed. Suzuki et al.
proposed a massive training artificial neural network
(MTANN) for reduction of FP [4]. Nakamura et al.

proposed a nodule recognition system using subspace
method [5].

In this paper, we propose a new method to diag-
nose pulmonary nodules in CT images. Especially,
compared to the methods mentioned above, we aim
to further reduce FP for a high TP conditions by ex-
tracting novel orientation and structural features of
the nodules in a hierarchical manner.

2 Discrimination algorithm

The proposed method for discrimination between
shadows of nodules and non-nodules mainly consists
of 2 stages. In the first stage, nodule candidates are
differentiated from the non-nodule ones using novel
orientation features of a small size image of region of
interest (ROI). On the other hand, in the second stage,
a structural feature of surrounding area of the ROI is
used for further discriminating the final nodule candi-
dates from the nodule ones in the first stage.

2.1 Discrimination using orientation fea-
tures of shadows

Orientation information can be very important to
recognize shapes of subjects, but as we know, there
is no CAD system using effective orientation features
of nodules. To extracted the orientation features, we
may use a gabor filter whose impulse response is de-
fined by a harmonic function multiplied by a Gaus-
sian function. Indeed, due to its orientation selectivity,
the gabor filter has been applied to feature extraction
problems for various image recognition systems, such
as face recognition, fingerprint recognition and so on
[6] [7].

2.1.1 Feature extraction

In the first stage, to extract features for nodules
and non-nodules recognition, we firstly binarized the
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Figure 1: Examples of 4 orientaion features.

images in ROI. Then, we extracted M1 orientation fea-
tures from the binarized image by using the gabor filter
given as

g(x, y, σ, λ, γ, θ) = exp
(
−x′2 + γ2y′2

2σ2

)
cos
(

2πx′

λ

)
(1)

where θ is the angle of orientation, σ is the bandwidth,
γ is the aspect ratio, and λ is the wave length. x′ and
y′ are, respectively, given by

x′ = x cos θ + y sin θ, y′ = −x sin θ + y cos θ (2)

The orientation features are obtained from the convo-
lution of the binarized image Iβ(x, y) of the original
image I(x, y) and g(x, y, σ, λ, γ, θ) given as

O(x, y) = Iβ(x, y) ∗ g(x, y, σ, λ, γ, θ) (3)

Figure 1 shows examples of filtered image of 4 orien-
taions. For the original binarized and each orientation
images, we calculated three features (mean, variance,
and entropy of intensity). Consequently, by adding
3×M1 features to the 3 original features, we got total
3× (1+M1) features of the binarized image. Then we
defined a feature vector X of 3 × (1 + M1) features,
X = [x1, x2, · · · , x3(1+M1)]

T , of nodule or non-nodule
image.

2.1.2 Clustering

Using C1 dominant principal components of the
feature vectors X of training data, we made nodule
and non-nodule clusters of the binarized images by K-
means method [8]. The K-means method algorithm is
implemented as

1. Initialize vectors of cluster centroids µ1, · · · , µk.

2. Classify each feature vector X to the cluster p̂
with the smallest distance

p̂ = arg min
1≤j≤k

D(X,µj) (4)

where D(X,µj) denotes the Euclidean distance of
X and µj .

3. Based on the classification, update the cluster
centroids as

µj =
1
nj

nj∑
i=1

X
(j)
i (5)

where nj , j = 1, 2, · · · , k, are the numbers of nod-
ules or non-nodules in clusters j, and X

(j)
i are the

ith feature vectors in cluster j.

4. If any clusters centroid is changed, go to step 2.,
otherwise stop the algorithm.

In determination of the number of clusters k, we em-
ployed the cluster validity analysis [8]. The cluster
separation measure ρ(k) is defined as

ρ(k) =
1

k − 1

k¡1∑
i=1

max
i<j≤k

(
ηi + ηj

ξij

)
(6)

where

ηj =
1
nj

nj∑
i=1

D(X(j)
i , µj) (7)

and

ξij = D(µi, µj) (8)

ηj is the intra-cluster distance of cluster j, while ξij

is the inter-cluster distance of clusters i and j. The
optimal number of clusters k̂ is selected as

k̂ = min
1≤k≤L

ρ(k) (9)

In other words, the K-means algorithm is firstly tested
for all candidates k = 1, 2, · · · , L, and after that k
which gives the lowest value of ρ(k) is chosen.

However, since ρ(k) decreases as L increases, it is
not appropriate to determine the number of clusters
by the minimum value of ρ(k) simply. Therefore, in
this paper, we employed the local minimum [9]. In
other words, we determined L when ρ(L + 1) − ρ(L)
is maximum, and chose k̂ which gives minimum value
of ρ(k), k = 1, 2, · · · , L.

2.1.3 Determination of candidate clusters

Using the dominant C1 principal components, we
made, respectively, P1 and Q1 clusters of nodule and
non-nodule images by the method in Section 2.1.2.
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Then, we calculated Euclidean distances between test
image and all the clusters. Let us consider (P1 + Q1)
distances dA1

p1
, p1 = 1, 2, · · · , P1, from P1 nodule

clusters and dN1

q1
, q1 = 1, 2, · · · , Q1, from Q1 non-

nodule ones. The discrimination in this first stage
was conducted by comparing the minimum distances
dA1

p∗
1
, p¤

1
∈ p1, from the nearest nodule cluster to the

distances dN1

q∗
1

, q¤
1
∈ q1, from the non-nodule one. That

is, if the ratio d1 = dA1

p∗
1
/dN1

q∗
1

is less than a threshold
α1, then the test image can be a nodule candidate,
otherwise a non-nodule one.

2.2 Discrimination using structural fea-
ture of shadows

In the second stage, we further discriminated the
final nodule candidates from the nodule candidates in
the first stage by using a structural feature of sur-
rounding area of the ROI which includes nodule or
non-nodule shadows. The reason why we pay atten-
tion to the surrounding feature is that there are dif-
ferences between surrounding images of nodules and
non-nodules as shown in Fig. 2. That is, even there is
no big difference between nodule and non-nodule im-
ages in the small ROI, significant structural differences
between surrounding areas of them can be found: The
nodule tends to exist in isolation comparatively, while
the non-nodule tends to exist with other shadows (ves-
sel etc.).

To extract such structural feature, we used the frac-
tal dimension of the surrounding area. The fractal
dimension is a statistical quantity that gives an indi-
cation how completely a fractal appears to fill space.
In fact, usefulness of the fractal dimension to quantify
image structures has widely been reported in CAD sys-
tems [10][11]. The brief explanation of the algorithm
in this second stage is as follow.

We binarized the surrounding images of shadows
and calculated the three features of mean, variance
and entropy by the same method as in the first stage.
We also calculated the new feature of the fractal di-
mension using box counting algorithm [10][11]. For
the original and M2 orientation, i.e, (1 + M2) images,
three and one new (3 + 1 = 4) features are calcu-
lated. Consequently, we got total 4 × (1 + M2) fea-
tures of the surrounding binarized image. Using dom-
inant C2 principal components of the 4 × (1 + M2)
features of nodule and non-nodule training images, we
made, respectively, P2 nodule and Q2 non-nodule clus-
ters. Let us denote the minimum distance dA2

p∗
2
, p¤

2
∈

p2 = 1, 2, · · · , P2, from the nearest nodule cluster and
dN2

q∗
2

, q¤
2
∈ q2 = 1, 2, · · · , Q2, from the nearest non-

non-nodulenodule

(a) a small size of ROI

(b) surrounding  area of the ROI

non-nodulenodule

(a) a small size of ROI

(b) surrounding  area of the ROI

Figure 2: Examples of the surrounding images.

nodule cluster. If the ratio d2 = dA2

p∗
2
/dN2

q∗
2

is less than
a threshold α2, then the test image can be a nodule,
otherwise a non-nodule.

3 Experimental results

We used 97 nodule data (59 training image and 38
test image) and 174 non-nodule data (104 training im-
age and 70 test image) from the database [12]. Image’s
size was 33 × 33 and 99 × 99 pixels in the first and
second stages, respectively. Gabor filter’s parameters
σ, λ, and γ were 1.5, 2.6 and 1, respectively. The num-
bers of clusters Pi and Qi, i ∈ {1, 2}, orientations Mi,
principal components Ci are shown in Table 1. The
Mi was determined empirically, and the Ci was de-
termined as the minimum value that satisfies the con-
dition

∑Ci

j=1
uj > 0.95 , where uj is the contribution

ratio of principal component j.
Figure 3 shows the 4 receiver operating characteris-

tic (ROC) curves by 4 different methods. Without 12

Table 1: Experimental conditions.

C2=4C1=5Principal componets

M2=4M1=4Orientations

Q2=3Q1=15Non-nodule clusters

P2=2P1=3Nodule clusters

2nd stage1st stage

C2=4C1=5Principal componets

M2=4M1=4Orientations

Q2=3Q1=15Non-nodule clusters

P2=2P1=3Nodule clusters

2nd stage1st stage
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Figure 3: Comparison of ROC curves by using (a)
conventional, (b) fractal, (c) orientation, and (d) ori-
entation and fractal features.

features of 4 orientation outputs extracted by the ga-
bor filter, FP was, respectively, about 65% and 55% in
the first and second stages when TP was 90%. On the
other hand, by using gabor filter, FP was about 15%
(first stage) and 5% (second stage). The improvement
of the discrimination rate, i.e, from 65% to 15% and
from 55% to 5% in the first and second stages, respec-
tively, clearly demonstrates effectiveness of the ori-
entation and surrounding features on the pulmonary
nodules diagnosis. In addition to this, FP was about
35% under the same condition by using a MTANN [4].
Although this rate can be improved if we could choose
more suitable settings for the MTANN, we may claim
that the discrimination rate of the proposed method
is the same level or more than that of the MTANN.

4 Conclusion

We have proposed a new diagnosis method of pul-
monary nodules in CT images. The results demon-
strated that the proposed method can further reduce
FP under a high TP condition compared to the con-
ventional ones. This improvement has been achieved
by extracting new orientation features of nodules in
the small ROI using the gabor filter and by the hier-
archical combination with the structural feature quan-
tified by the fractal dimension of the larger area sur-
rounding the ROI.
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Abstract

In the paper the method of automated cells tracking
in the sequence of images is presented. The method
starts with a sequence of images processing by the use
of an adaptive threshold operator. Then the cells are
detected, labeled and parameterized by their size, po-
sition, orientation, bounding box, etc. Each pair of
two consecutive images in the sequence is analyzed
next in order to find corresponding (i.e. matching)
cells. In that way all observed cells might be recog-
nized and traced. The tracking, associated with cells
parameters measurements, provides data in a form of
time series. This data can be used for a particular cell
activity observation, complex interaction modeling of
multicellular organisms, etc. Such analysis can give
detailed information about cells time-space dynamics.
The method proposed is demonstrated on a set of bi-
ological data.

1 Introduction

In the biological research in vivo live confocal mi-
croscopy has enabled scientists to perform observa-
tion and store their results for further analysis, [1].
Usually the data is available in the form of sequences
of images with time stamps assigned. Especially the
GFP (Green Fluorescent Protein) images became the
sources of valuable data. It comes from the fact that
GPF intensity may reflect protein concentration and
thus GFP intensity observation within a cell can serve
as a method of its inspection. In the consequence
the data provided can be used for cells activity ob-
servation, complex interaction modeling of multicel-
lular organisms, cell growth and proliferation exami-
nation, gene expression modeling, etc. But to draw
valid conclusions or build models with a great accu-
racy the amount and quality of collected data should

be significant enough. Because the amount of data to
be analyzed is huge usually, there is a need for auto-
mated data processing. The problems of GFP fluores-
cence intensities measurements and cells tracking were
concern in [2, 3].

In this paper we present the method of automated
cells tracking in the sequence of images, which is
based on image segmentation. The method proposed
assumes that sampling rate of image taking is fast
enough to assure that a new cell positions and old
cell positions on two consecutive images are relatively
closed. The methods consist of some computation
steps, which are repeated for each image in the se-
quence analyzed. Thus, the computation starts with
an image processing by the use of an adaptive thresh-
old operator. Then the cell detection is done. The
cells detected are labeled and parameterized by their
size, position, orientation, centroid, bounding box, etc.
(recognition of cell splits and merges events is not ad-
dressed here, for the details on this problem please re-
fer to [4]). Two consecutive images in the sequence are
analyzed then in order to find corresponding cells.The
result of tracking can be used for many purposes. It
can serve, for example, as a base for the changes in the
cells color intensities detection. The averaged inten-
sity within a cell can be interpreted as a relative pro-
tein concentration, while the number of a particular
image corresponds to the time of observation. Other
cell attributes (such as: position, size) can be used
to observe the cell movement and growing dynamics.
The method is demonstrated on a set of biological data
which is a sequence of images with living cells colonies.

2 Cell tracking algorithm

The cell tracking problem can be formulated as fol-
lows: Given a sequence of images with species, de-
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termine the positions of each cell at each time point
(track cells through time). In the method proposed we
assumed that the images are captured from a video
stream with a preset sampling rate, and stored in a
sequence for the further processing. Thus the idea of
the algorithm proposed can be expressed as follows:

• segment each image in the sequence in order to
find the areas covered by the cells (create a seg-
mented image for each original image in the se-
quence);

• analyze the original images within areas corre-
sponding to the areas found (analyze the interiors
of the cells detected, and extract individual cell
attributes such as: cell placement, shape, average
of lightness, etc.);

• find the matching cells for every two consecutive
images in the sequence and evaluate the dynam-
ics of parameters changes and cells movements
(identify the same cells on two consecutive im-
ages using cells attributes just extracted, and es-
timate dynamics of changes knowing the time
slice’s length between two image captures).

In a confocal microscopy the observations can be cap-
tured by different video capturing devices. It may
happen, that a lighting conditions in the experimen-
tal setup are varying due to some reasons (voltage in-
stabilities for example may produce different lighting
intensities). More over, the distribution of the light-
ing can be non uniform (most often the distribution
is radial as a result of the light source’s characteris-
tic). Thus before performing any observation some
preliminary steps are needed. These steps can include
a lighting distribution measuring in an experimental
setup without species. The result of such steps can be
used later to adjust the observed light intensities by
removing a non uniform background. The influence of
the varying lighting intensity can be canceled by the
intensity tuning during image processing. The follow-
ing subsection provides some clues on the way it can
be done.

2.1 Adaptive threshold operator

The cell detection method discussed in the next sec-
tion requires that the images provided are monochro-
matic with different colors for the background and
the areas of interest. The simplest way to create
such images is to apply the threshold operator on the
re-quantized original images (images with a reduced
number of colors). But the threshold value can not be
kept on the same level for all images. If it would be

so, the varying lighting intensities would cause filter-
ing out underexposed cells, or accepting overexposed
background as an area of interests. The solution to
this problem can be an application of an adaptive
threshold operator.

The adaptive threshold operator uses the thresh-
old level which is calculated on the base of the his-
togram of the re-quantized original image. It appeared
(see Figure 2) that all histograms of the re-quantized
images in the sequence analyzed were of the similar
shape. The maximums of histograms were observed
for the values which were standing in correspondence
to the lighting intensities. Thus the threshold value in
the adaptive threshold operator can be calculated as
follows:

vt = xMAX + d (1)

where vt is the threshold value, xMAX is the most
often observed pixel intensity in the re-quantized orig-
inal image, d is a parameter which assure the proper
background elimination (in the experiments performed
this value was set to 4).

2.2 Cell detection

The images obtained after adaptive threshold oper-
ator application contains areas of interest. These areas
are groups of pixels but not objects yet. To find the
objects the following algorithm is proposed:

let A, B, T , O be the colors of pixels belonging to,
respectively, the area of interest, the background,
the temporary area, and the area of an object.

1. trace an image starting from the upper left pixel
in order to find a pixel whose color is A

2. beginning with the pixel found fill the area with
a color T

3. extract parameters of the area filled in 2 (size, po-
sition, orientation, centroid, bounding box, etc.)

4. if the area filled in 2 is interesting (is a cell), fill
it with a color O and memorize the parameters of
it in a list, otherwise fill this area with a color B

5. repeat 2, 3, 4 until the lower right pixel is not
reached

The fill procedure (step 2) tries to mark all connected
points having the same color A with a color T , starting
from a given pixel. This procedure returns the bound-
ing box of the area filled. There are, of course, several
more general algorithms for region filling, which are
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working with non monochromatic images. In these al-
gorithms some criterions are defined, which are used
to classify the neighboring pixels as belonging to the
region being filled or not. In our case we have an im-
age obtained after adaptive threshold operator use, so
the areas of interest are already filled. Now we want to
known, what kind of the object is represented by each
area, and what are the objects parameters. Thus our
fill method is used mainly to find the bounding box of
the area filled. Having bounding box we can simply
extract objects parameters by looking at pixels in this
box and at corresponding pixels in the original image
(step 3).

There might be several objects parameters. One of
the most important parameters of the object is the po-
sition of its geometric center. This parameter is used
in the corresponding objects finding (see section 2.3).
The coordinates of the object center expressed in the
coordinate frame associated with a bounding box can
be calculated from the formula:

xc =
M10

M00
, yc =

M01

M00
(2)

where: Mji =
∑

x,y σ(xj , yi)xj · yi is a spacial mo-
ment; σ(xj , yi) is an indicator function which returns
1 if a pixel at position (xj , yi) has color T , and 0 oth-
erwise. The average intensity of the cell, avg, can be
calculated from the formula:

avg =
∑
x,y

I(x + dx, y + dy)
M00

(3)

where dx, dy are the coordinates of the upper left cor-
ner of the bounding box expressed in the image coordi-
nate frame. Several other parameters can be obtained
in similar manner.

It is not known, weather objects detected are cells
or uninteresting parts of the observed field. Once the
objects parameters are extracted, the task of objects
identification becomes a problem of classification with
extracted parameters as features. Finding the corre-
spondence between cells at different time points sim-
plifies then to finding the correspondence between cells
detected on the consecutive images.

2.3 Cell tracking

The problem of finding correspondences between
image objects is well known in the computer image
analysis field. It can be NP-complete, if an object
in one image potentially match every object in an-
other image. To limit the number of possible matches
we propose to consider the distance between match-
ing candidates. The assumption we have made about

the sampling rate allows as to define matching candi-
dates as objects from two consecutive images which are
most closely, and lying within a distance which does
not exceed an assumed limit. Lets assume that the
detection of cells ended successfully and the cell para-
meters have been collected. Thus to find the matching
candidates for an object from one image it is enough to
search for them in the second image within a circular
area centered at the object center. The matching ob-
ject should be the closest one (and most similar one,
if we take into account extracted earlier objects pa-
rameters). If there is no matching objects it means,
that cell ”disappeared”. The correspondence analysis
can be summarized with some information about cells
movements, appearance, etc.

3 Experiments

The experiments were performed on the sequence of
captured images, which was processed off-line. Each
captured image was, in fact, a frame of 672×512 pixel
size, stored in 48 bit grayscale image format. The
images were converted into 8 bit grayscale and then
processed by the method described. In the Figure 1
the characteristics of the lighting conditions we met
can be observed. It is clear, that the radial back-
ground intensity should be considered. The use of an

Figure 1: Three pictures representing the same image
after filtering with gradual increased threshold.

adaptive threshold operator was connected with his-
togram’s analysis. In the Figure 2 two histograms (in
a logarithmic scale) are shown. In most cases the his-
tograms were similar. Thus on the base of observa-
tions the value of d parameter (equation (2) was set to
3. After thresholding the objects detection was done.
For each object detected different parameters were ex-
tracted (this included object’s area and position of its
center). The objects detected with the are of 20 pixels
were filtered out. The rest of the objects was classi-
fied as cells. The cells centers calculated are shown in
the Figure 3b) as black dots within cells interior. The
part a) of this figure represent the first, original image
in the sequence analyzed. The part b) represents final
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Figure 3: The first image in the sequence of 238 original images analyzed, a); and results of 21 cells tracking with
cells detected for the first image in the background, b).

Figure 2: Histogram examples of images analyzed,
drown in the logarithmic scale.

results of cell tracking. For better visualization the
tracks of 21 chosen cells are shown only.

4 Conclusions

In the paper a method of automated cells tracking
was presented. The method was successfully applied
to the sequence of GFP images of biological species.
For the good method’s performance method parame-
ters tuning might be necessary.

The data used in the experiment performed were
processed off-line, but processing on-line is also pos-
sible. The experiments showed, that adaptive thresh-
olding shortens the time necessary for cells detection
and their parametrization coming next (the threshold-
ing depends on the image histogram shape). The cell
tracking was implemented as a problem of cell match-
ing on two consecutive images, while the sampling time
provided the clue about time line. The cells parame-

ters found were extensively used there (cells parame-
ters are calculated on the base of cells detected in a
thresholded image and image intensities inside corre-
sponding areas of the original image).

The data collected during processing can be used
for different purposes, for example for a particular cell
activity observation, intercellular processes modeling,
complex interaction modeling of multicellular organ-
isms, etc.
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Abstract

This paper presents a framework for detecting objects
in images. The motive of this research can be found in
onsite requirements. We focus on the practical need on
distinguishing salt called purity from impurities, which
are sand, soil, and other substance in the heaped salt
on a conveyer belt. In this work, basing on image en-
ergy, we formulate the auto-relation function on image
energy to construct a piloting set which includes possi-
ble elements to classify objects and the impurity object
in order to lead the front propagation. We use level
set method to detect the topologic changes for evolu-
tion curves and to catch the objects/impurity.

1. Introduction

Image vision technology has matured substantially in
the last decade to be successfully applied to a vari-
ety of industrial tasks. Three methods, optical device-
based, algorithm-based technology and special image
deice-based are the main in industrial applications. In
the åeld of factory automation, successful applications
of image technology are roughly divided into assem-
bling and inspection. For example to decide a 2D po-
sitions as analogical robot sensor or 3D positions when
measuring automobile's body, surface inspections, in-
specting LSI pattern, and mask and printing board
etc [1][2][3][4]. With the development of cheaper color
cameras, more people have been more and more inter-
ested in digital image application or algorithm tech-
nologies [5][6][9]. There are many successful indus-
trial applications in the past years, but the past works
mostly depend on the constraints of possible pattern
matching. Image technologies for applications, espe-
cially in industry, are strong case-dependence. Be-
cause we want to solve our problem by image tech-
nology instead of paying more cost to some special
material inspection sensor device, it is our intelligent
selection to develop the image algorithm.
The aim of this paper is to introduce level set meth-

ods based on the auto-relation techniques and provide
a basic framework for applications. The key idea of
Level set methods in image plane is implicit curve evo-
lution in the planer image. We notice the fact that
when purity and impurity are mixed in an images,
their diãerent textures and gray values are certainly
bringing about gradients changes. These changes show

us a lot of clues for image classiåcation and recogni-
tion. We induce the propagating interfaces by those
high image energy parts to label the object from their
background. The evolving surface of impurity is pre-
sented as the zero level function. To reduce the compu-
tation cost required by level set formulation scheme, a
new approach exploited by image auto-relation is pro-
posed. Making a piloting set is a process calculating
image energy. It supports level set function a limited
domain and speed up evolving front eãectively.
The present approach is described as followings. The

image pre-process is at the årst. This will take us the
advantages that the changes we are interested in will
not be suppressed by some smoothing, which tends to
suppress the eãects of noise. We introduce the im-
portant auto-correlation method to pilot the interest
point in an image. Such a fact has been noticed that
the border between and soil certainly cause an obvi-
ously image energy changes i.e. gray value changes.
We will illustrate either how the auto-correlation al-
gorithm catches these changes or how its results give
us a coarse pilot on the objectives we are interested
in. We want to classify the coarse positions by some
local windows, to inspect the detail changes and com-
pare the results with our preset models, which are the
features of their Gaussian distributions. Based on the
similarities between the results and the models, we
judge whether a class is accepted as an object soil or
not [14] and these are our following works.
In this paper, we give the auto-relation model in next

section. The pre-process and classiåcation are also
introduced in the section 2. Section 3 describes the
principle of curve evolution based on level set meth-
ods. Some experimental results and discussions are at
the last.

2. Auto-relation Model

2.1 Image pre-precess

In general, any change of signiåcance to us has ef-
fects over a pool of pixels. For many kinds of noise
model, large image derivatives due to noise are an es-
sentially local event. This means that smoothing a
diãerentiated image tends to support the changes we
are interested in and to suppress the eãects of noise.
In a pre-process, the smoothing ålter can be chosen
by taking a model of an edge and using some set of
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Fig. 1: The soil grains image for test.

Fig. 2: The horizontal is the horizon-
tal coordinate in Fig.1, the vertical is
M(X) in Eq. (6).

criteria to choose a ålter that gives the best response
to that model. It is diécult to pose this problem as a
two-dimensional problem because edges in 2D can be
curved. Conventionally, the smoothing ålter is chosen
by formulating a one-dimensional problem and then
using a rotationally symmetric version of the ålter
in 2D. In our case, we select a nonlinear rank-value
median ålter for image pre-process. We take all the
gray values of the pixels which lie within the ålter
mask and sort them by ascending gray value. The
rank-value ålter only diãers by the position in the list
from which the gray value is picked out and written
back to the center pixel, well known as median ål-
ter. Let M1=fM1(n; n)g (n is odd) be those gray
values around a pixel. To an array M2 = fM2(k)g
(k = 1; 2; . . . ; S = nÇ n), this ålter use the value
M2(S=2) as it responses. This made us easily adjust
the smoothing scales to diãerent size of objects.

2.2 Auto-relation on image energy

Let I(X)(also denoted as I) be the image function in
an image frame. Given a shift (Åx;Åy) and X=(x,
y), X2 R2. The auto-correlation function is deåned
as:

f(x; y)

=
X

w

Ä

I(xk; yk)Ä I(xk +Åx; yk +Åy)
Å2

(1)

where (xk; yk) are the points in the working local widow
w . Based on the Taylor expansion:

I(xk +Åx; yk +Åy)

= I(xk; yk) + Ix(xk; yk)Åx+ Iy(xk; yk)Åy+;ÅÅÅ

ô I(xk; yk) +
Ä

Ix(xk; yk) Iy(xk; yk)
Å

í

Åx
Åy

ì

(2)

where Ix=@I(X)=@x, Iy=@I(X)=@y. Substituting the
above approximation (2) into Eq.(1), we obtain:

f(x; y)

=
X

w

†

Ä

Ix(xk; yk) Iy(xk; yk)
Å

í

Åx
Åy

ì

!2

(3)

=
X

w

(Åx Åy)

í

I2x IxIy
IxIy I2y

ìí

Åx
Åy

ì

= (Åx Åy)

"

X

w

í

I2x IxIy
IxIy I2y

ì

#

í

Åx
Åy

ì

= (Åx Åy)
Ç

Ä(x; y)
É

í

Åx
Åy

ì

(4)

To I(X)=G ÉI, É is the convolution operation, we
change Ä(x; y) as 5I(5I)T , build up a transform re-
lation H(X) in a local window about X.

H(X) = T (X)É
X

à

5I(5I)T
â

= T (X)É
X

ö

(Gx ÉI)2 (GxÉI)(GyÉI)
(GxÉI)(GyÉI) (Gy ÉI)2

õ

(5)

where G is a Gaussian with standard deviation one,
Gx=@G/@x, Gy=@G/@y. T (X) is a weight mask to
weight the derivatives over the window. In Eq. (5),
there relations @I/@x=@/@xÉI, @=@xÉ(GÉI)=(@=@xÉ
G)ÉI=@G/@xÉI. This matrix captures the local struc-
ture. The eigenvectors of this matrix are the principal
curvatures of the auto-correlation function. We con-
sider a cost function M(X) :

M(X) = E [H(X)] + C[H(X)] (6)

where E [É], C[É] are the determinant and trace ofH(X )
respectively. For example,M(X) is shown in Fig. 2.

2.3 Image classiåcation

M(X) in Eq. (6) gives the distributions of image en-
ergy clearly. We classify those points by M(X) fur-
ther. Assume the ith point Pi(X) be presented by a
complex OPi, the jth point Pj(X) by OPj , to a con-
stant è1, if it is true that

jOPi ÄOPj j < è1 (7)

Pi(X(i)) and Pj(X(j)) are put into same set Ck, Ck ö
C. C is deåned as the classiåcation set.

C =
s
[

k=1

Ck (8)
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Fig. 3: 1: the initial curve; 2 and 3: the evaluating curve; 4: The entire objects are caught.

where s is a preset constant to decide the subsets in
C. The elements in Ck are coarse results classiåed.
Assume the center of gravity of the elements in Ck

be Pc(X), M(X) will be recalculated by Eq. (5) and
Eq. (6) with a smaller preset constant èt (èt < ètÄ1,
t î constant) around Pc(X) in a smaller local window
several times. If the results under èt will be treated as
the part of the soil, the calculations ånish. The reason
we did this is that it is hardly to get complete pixels
about the object, for the reasons that the surface of
any object reçects light in all direction, smaller èt can
use more åne resolutions to analyze objectives.

3. Skeleton of Level Set Methods

Level set methods add dynamics to implicit surfaces.
The key idea that started the level set fanfare was the
Hamilton-Jacobi approach to numerical solutions of a
time-dependent equation for a moving implicit surface.
Given a moving closed hypersurface G(t), we wish to
produce an Eulerian formulation for the motion of the
hypersurface propagating along its normal direction
with speed F , where F can be a function of various
arguments, including the curvature, normal direction,
etc. This propagating interface is embed as the zero
level set of a higher dimensional function û(x, t) (also
denoted as û in this paper). Let û(x, t=0), where x is
a n-dimension space, be deåned by

û(x; t = 0) = D (9)

where D is the signed distance from x to G(t=0),
and plus/minus sign is chosen if the point x is out-
side/inside the initial hypersurface G(t=0). Thus, we
have an initial function û(x, t=0) with the property
that

G(t = 0) = (xjû(x; t = 0) = 0) (10)

Our goal is to produce an equation for the evolving
function û(x; t) which contains the embedded motion
of G as the level set û= 0. Let x be the path of a
point on the propagating front. That is, x(t=0) is a
point on the initial front G(t=0), and dx/dt=F (x)
with the vector dx/dt normal to the front at x. Since
the evolving function û(x, t) is always zero on the
propagating hypersurface, we must have the constraint

û(x; t) = 0 (11)

By the chain rule,

ût +5(x; t)xt = 0 (12)

We then have the evolution equation for û(x, t)

ût + Fj 5ûj = 0 (13)

with a given value of û(x, t=0). This is referred as
Hamilton Jacobi \type" equation because, for certain
forms of the speed function F , we obtain standard
Hamilton Jacobi equation. Because û(x, t) remains a
function as it evolves, we may use a discrete grid in the
domain of x and substitute ånite diãerence approxi-
mations for the spatial and temporal derivatives. We
use a uniform mesh of spacing h, with grid nodes ij,
and employing the standard notation that ûnij is the
approximation to the solution û(ih; jh; nét), where ét
is the time step, we may write

ûn+1ij Äûnij
ét

+ (F)(5ijûnij) = 0 (14)

Here, we have used forward diãerences in time, and let
ûnij be some appropriate ånite diãerences in time, and
let 5ijûnij be some appropriate ånite diãerence opera-
tor for the spatial derivative. To a given speed function
F , we update the front by the modiåed version of an
Engquist-Osher scheme [11]. The front propagation is
illustrated in Fig. 3.

4. Experiments and Discussions

We compute a practical images, which was taken on-
site, by the proposed algorithm. In Fig. 4, using the
original images on the left, we indicated the processes.
Based on the result of Eq. (5) and Eq. (6), the po-
sitions of image energy are detected. We have gotten
two positions or two signiåcant M(X). Locating the
two positions, we give the closed initial front curve for
evolution. This decrease the computation cost obvi-
ously. The results in Fig. 4 also show us that M(X)
bring us less image noise in the closed front curve and,
this is very helpful for the recognition using the ån-
ished evolution results. Fig. 4-4 show that the con-
tour of the objects are caught perfectly. This is one of
successful applications by means of the advantage of
the level set based active contour technique.
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Fig. 4: 1: starting contour based on the image auto-relation; 2 and 3: the evaluating
curve; 4: the objects are caught.

5. Conclusions

We proposed in this work a piloted level set methods.
This approach uses traditional rank-value median ålter
as pre-processor, creates an image energy auto-relation
function to lead an initial front propagation in order
to perform classiåcation and calculate features about
their textures and so on for the purpose of recognition.
When diãerent kinds of objects/grains appear on the
same image, most of them will bring about image en-
ergy changes presented by the form of gray gradients.
The auto-relation function is excellent way to describe
these features, especially in the case of objectives have
the global dominant positions in an image, just like the
case of the soil-in-salt. The ånished front propagation
can give more information for recognition. We can ad-
just the cost constants from coarse to åne in a widow
around piloted positions dynamically. Then those fea-
tures can be compared with their models made in ad-
vance. Not limited by this application, the developed
technique will be also available when the environment
is changed, with some modiåcation. Though this ap-
proach faces the problem of computation cost, it still
is a basic frame work.
In this algorithm, if the objects don't have an obvi-

ous energy features in a global detection, it will cause s
in Eq.(8) increased, and hard to be classiåed. We sug-
gest s should be maximum three, number constrain
companies it, or it is an intelligent way to consider
this problem from other bases.
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Abstract 

 

 Recent years, researches about visual tracking 

are extensively studied. If we can visual tracking, 

we can apply the skills of automotive control and 

so on. For example, if obstacle avoidance of 

moving object instead of obstacle avoidance of the 

static object becomes possible, the control 

becomes possible as for a more complex situation. 

Facial recognition was researched in my 

laboratory, however, this research is weak of 

change in light, so that my main research 

improve that and to motion trace through head 

control of mobile robot. 

 

1 Introduction 

 

Recent years, the introduction of robot was bean 

considered in various fields. Various functions were bean 

required and the robot use was expanded. One of the 

functions requires environmental recognition and 

avoidance of an obstacle. In order to develop such robot, 

this laboratory, for some time, has mainly respond to the 

field of welfare and nursing. A mobile recognition robot 

has been researched and developed [1][2][3]. 

Researches about visual tracking are extensively 

studied. In this research, the following are conditions. 

(1) Moving object is red circle marks. 

(2) Moving object is near the CCD camera. 

 We used our laboratory robot. Image import from CCD 

camera, we compute feature point and center point to 

track moving object, and implement motion control of 

the head.  

 

2 Experiment System 

 

The robot which is being used in this research was 

manufactured by incorporated company DENKEN in 

2000.The figure is shown in Fig.1.It consists of 2 drive 2 

caster (2DC2W) systems.  

The mobile robot is equipped on the right and left with 

the driving wheel, auxiliary caster rings at the front and 

back, a driving wheel on either side rotates by DC motor. 

Equipped with the rotary encoder of resolution 80 (Pulse 

Per Resolution) beside the driving wheel, and counting 

the number of pulses, the right-and-left independence 

can be achieved and a wheel can be controlled.  

The difference in the rotation speed of a right-and-left 

driving wheel performs a steering function. The CCD 

camera (EVI-G20: Sony) is carried by the height of 

about 130 [mm] at 55 degrees of perpendicular directions 

at the head. The picture obtained from the camera is 

taken in by the memory on an image-processing board 

(FDM-PCI3: FOTORON). 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 1 View of The Mobile robot 

 

3 Image Processing 

 

3.1 Pixel Skipping  

 

  When the size of image is 300 by 300 [pixel], it is 

difficult to implement in real time processing, when the 

size of picture is small, moving object will be not 

detected.  

  In order to make realize real time processing, image 

processing time must be shortened. Therefore, by setting 

the area of pixel which to be removed and to be taken the 

image is processing again by re-sizing and showing only 
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the taken pixel area. In this research, re-sizing of image 

is 60 by 60. Fig. 2 shows that gray color is taken pixel 

area. 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.2 Conversion From RGB To HSI 

 

 The image is taken in from a CCD camera; it is a 

picture expressed with a total of 24 bits of 8 bits each of 

RGB. Then, in order to treat the feature from a picture 

independently as much as possible, the following 

equation performs HSI conversion of the hue, 

saturation and intensity. Each of R, G and B is 

standardized to take values between 0 and 1, with a 

maximum total intensity of 1. Following equations are 
Hue, Saturation and Intensity. 

 

     (1) 

 

(2) 

 

 

 

     (3) 

         

      

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

However, if HSI value is not threshold area, the 

camera will not recognize the object. 

 

3.3 Equalization Processing 

 

When the light is strong or weak, visual tracking can 

not be performed by using color information. Then, 

converse from RGB to HSI. We improve to be constant 

curve of cumulative frequency of I(intensity). 

Equalization processing is shown in Fig.4. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Coordinates About RGB & HSI 

      

      

      

(b) Skipping Image 

          

          

          

          

          

(a) Original Image 

Fig. 2  Pixel Skipping 

Fig. 4 Equalization Processing 
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3.4 Fuzzy Control 

 

 To perform the visual tracking, there is threshold 

processing. In many cases, human decided threshold. 

However, there are some problems. For example, 

difference object of same saturation, threshold cannot be 

detected. In this research, to prevent this problem, we 

perform fuzzy control of saturation. Input and output 

fuzzy set is shown in Fig. 5. Result is shown in Fig. 6. 

The green point is center of circle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.5 Labeling Technique 

 

  The label represents number. The number, which 

represents value from 0 to 255, is boundary value. The 

processed image is labeled separate boundary value. 

Labeling-propagation processing by using raster 

scanning is shown in Fig. 7. Fig. 7 shows that the label 

represents by using alphabet value. As a result, 

characteristics of the moving object are calculated. 

 

 

 

 

 

 

 

Hue  

[°] 

Saturation 

[%] 

Saturation 

[%] 0  50   100 

0  50   100 

-30  0   30 

(a) Input Hue 
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Fig. 5 Fuzzy Set 

(a) Original Image 

(b) Human decided Threshold 

(c) Fuzzy Control Of Threshold 

Fig. 6 Fuzzy Control 
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Fig. 7 labeling-propagation processing by using raster 

scanning 

 

4 Motion Detect Experiment 

 

  Motion detect experiment was actual conducted in the 

environment. Tracking moving object motion trace using 

red circle mark is carried out. After the red circle mark is 

detected, the head of the robot will move following the 

direction of the red circle mark movement. As the first 

step of processing is pixel skipping, second step is 

conversion from RGB to HSI, equalization and third step 

is labeling. The green point of the image (c) is shown in 

Fig. 8 is center of circle. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Motion Detect Process 

 

Since the image (c) is shown in Fig. 8, center of the 

circle is calculated. Therefore, head of the robot rotate to 

center of the circle. However, moving object is difficult 

to detect in strong light. When moving object and other 

object are similar saturation, other object is detected, too. 

 

5 Conclusions 

 

  In this research, we are able to improve threshold in 

light. However, moving object is difficult to detect in 

strong light. When moving object and other object are 

similar saturation, other object is detected, too. Therefore, 

we would like to improve than this research in strong 

light and weak light, and we would like to consider about 

occlusion. 
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Abstract 
In this paper, lip features are applied to classify the human 
emotion using a set of irregular ellipse fitting equations 
using Genetic algorithm. As South East Asian (SEA), is 
considered in this study. All six universally accepted 
emotions are considered for classifications. Lip is usually 
considered as one of the features for recognizing the 
emotion. In this work, three feature extraction methods are 
proposed and their respective performances are compared 
for determining the feature of the lips. The method which is 
fastest in extracting lip features is adopted in this study. 
Observation of various emotions of the subject lead to unique 
characteristic of lips. GA is adopted to optimize such 
irregular ellipse characteristics of the lip features in each 
emotion. That is, the top portion of lip configuration is a part 
of one ellipse and the bottom of different ellipse.  Two ellipse 
based fitness equations are proposed for the lip 
configuration and relevant parameters that define the 
emotion.  This has given reasonably successful emotion 
classifications. 
  
Keywords: Feature extraction, Irregular ellipse fitness 
function, Genetic algorithm, Face emotion recognition. 
 
1. Introduction 
In recent years, there has been a growing interest in 
improving all aspects of interaction between humans and 
computers especially in the area of human emotion 
recognition by observing facial expression. Ekman and 
Friesen developed the most comprehensive system for 
synthesizing facial expression based on what they call as 
action units [1]. In the early 1990’s the engineering 
community started to use these results to construct automatic 
methods of recognizing emotion from facial expression in 
still or video images [2]. Human being possesses an ability of 
communication through facial emotions in day to day 
interactions with others. Some emotions attracted most of the 
interest in human computer interaction environments. Double 
structured neural network has been applied in the methods of 
face detection and emotional extraction. In this, two methods 
are proposed and carried out; they are lip detection neural 
network and skin distinction neural network [3]. Facial 
action coding is given to every facial points. For example, 
code 23 is given for lip funnel, code 4 for eye brow lower, 
code 10 for chin raise etc. The cods are grouped for a 
specific facial emotion.  In order to determine the category of 
emotion, 15 facial points in a face-profile sequence has been 
recommended. The algorithm performs both automatic 

segmentation of an input video images of facial expressions 
and recognition of 27 AUs occurring alone or in combina-
tions in the input face-profile video. A recognition rate of 
87% is reported [4]. The motion signatures produced are then 
classified using Support Vector Machines as either non-
expressive or as one of the six basic emotions. The 
completed system is demonstrated in two simple but effect-
tive computing applications that respond in real-time to the 
facial expressions of the user, thereby providing the potential 
for improvements in the interaction between a computer user 
and technology [5]. The method uses edge counting and 
image correlation optical flow techniques to calculate the 
local motion vectors of facial feature [6]. Cauchy Naïve 
Bayes classifier is introduced in classifying the face emotion. 
The person dependent and Person-independent experiments 
shows that the Cauchy distribution assumption typically 
provides better results that the Gaussian distribution 
assumption [7]. The universally accepted categories of 
emotion, as applied in human computer interaction are: Sad, 
Anger, Joy, Fear, Disgust (or Dislike) and Surprise. In this 
paper, image preprocessing, filtering, edge detection methods 
that are suitable for feature extraction are presented and 
compared towards applying it to get lip features. A set of 
fitness function for the GA methods are also proposed as 
suitable for face emotion recognition. Such an approach of 
determining the emotions are highly suited for a personified 
face and cannot be common to all faces of all human being.   
A subject (South East Asian) as shown in Figure 1 has been 
used for emotion classification. The generalized process flow 
for the image processing, feature extraction and classifying 
the emotions is shown in Figure 2.   
 
2. Face Image Processing 
As the first step in image processing, the region of intesrest 
(ROI) has been selected in the acquired image. The ROI 
image is converted into grayscale image (0-256). 
 
 
 
 
 
 
 
 
 
  
 
 

Figure 1. The Angry Emotion SEA 
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Before obtaining the filtered grayscale image, a histogram 
equalization method has been applied.Histogram equalization 
[8] improves contrast in the grayscale and the goal of 
histogram equalization is to obtain an uniform histogram.  
The histogram equalization method also helps the image to 
redistribute the intensity distributions as shown in Figure 3. 
New intensities will not be introduced into the image. 
Existing intensities values will be mapped to new values but 
the actual number of intensities in the resulting image will be 
equal or less than the original number of intensities. In the 
image sequence, the histogram equalized image is filtered 
using average and median filters in order to make the image 
smoother. Finally, Sobel edge detection method is applied to 
the filtered image. The cropped ROI lip region is shown in 
Figure 4. 
 
Noises are added to the cropped ROI lip region. The salt and 
pepper noise are added to the image. This type of noise 
consists of random pixels being set to black or white. The 
application of the filter such as average filter and median 
filter to the noise added image is to remove the unwanted 
noise. This method creates a two-dimensional filter and 
returns with a correlation kernel. Median filtering [9] is that 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

each output pixel is set to an average of the pixel values in 
the neighborhood of the corresponding input pixel. However, 
with median filtering, the value of an output pixel is 
determined by the median of the neighborhood pixels, rather 
than the mean. The median is much less sensitive than the 
mean to extreme values (called outliers). Median filtering is 
therefore better in the ability to remove these outliers without 
reducing the sharpness of the image. The median filter with 
various matrix sizes such as 3*3, 4*4, 5*5, 6*6, 7*7 and 8*8 
are applied. The 5*5 size matrix has been found to be 
suitable in removing unwanted noise in the image.  
 
Threshold has been performed to the filtered image by 
selecting a suitable threshold value. Various edge detection 
methods such as Sobel, Prewitt, Canny, Roberts and Log 
have been applied to the image. A comparison has been 
made among the edge detection methods and it is found that 
the Sobel edge detection method [9] performed well 
compared to other four methods. The sobel edge detection 
region of lip region is shown in Figure 5  
 
 
 
 
 
 
 
 
 
 
 
 
3. Feature Extraction    

 
Lip Image 

Acquisition 

 
Region of 

Interest (ROI) 
&  

Histogram 
Equalization  

 
Cropping the 
Lip Region  
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Lip Feature 
Extraction 
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based on Lip 
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  Genetic 
Algorithm for 

Optimizing 
Lip Contour 
by Irregular 

Ellipse  

Figure 2. Process Flow of Image Processing 

Figure 5. Sobel Edge Detected Lip Region 

A feature extraction method is now to be applied to the edge 
detected image to extract features. Three feature extraction 
methods are considered and their capabilities are compared 
in order for adopting the one that is suitable for the proposed 
face emotion recognition problem. They are projection 
profile, contour profile and moments.  
 
The performance of each of the above described feature 
extracting methods can be compared with respect to 
processing time using the edge detected image of the lips. 
The processing time includes the image reading, 
preprocessing, filtering, edge detection and feature extraction 
processes. Table 1 shows the processing time for obtaining 
the lip features of all three feature extraction methods. The 
projection profile is found to perform well in feature 
extraction with regards to the processing time and is adopted 
here. The projection profile has been also found to have 
performed well in earlier works [10,11]. 

Figure 3. Histogram Equalization of Face ROI 
 
 
 
 
 
 
 
 

Feature Extraction 
Method 

Processing Time
(Seconds) 

Projection Profile 0.691 – 0.862 

Moments 0.865 – 0.892 

Contour Profile 23.07 – 33.31 

Table 1. Processing Time for Lip Feature Extraction

Figure 4. Cropped ROI Lip 
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b1 4. Face Emotion Recognition using Genetic  
    Algorithm 
In the early 1970s, John Holland, one of the founders 
evolutionary computations, introduced the concept of genetic 
algorithm [12]. Genetic algorithm (GA), or GA is a heuristic 
method used to find approximate solutions to solve problems 
through application of the principles of evolutionary biology. 
GA adopts biologically-derived techniques such as 
inheritance, mutation, natural selection, and recombination 
(or crossover). GA is a particular class of evolutionary 
algorithms. A population containing a number of trial 
solutions each of which is evaluated (to yield fitness) and a 
new generation is created from the better of them. The 
process is continued through a number of generations with 
the aim that the population should evolve to contain an 
acceptable solution. GA is well known for optimization of 
nonlinear functions. It offers the best optimized value for any 
fitness or objective functions suitably selected for particular 
problems. 
 
GA has been applied in various applications which include  
in image processing, control, design of aircraft, robot 
trajectory generation, air-injected hydro cyclone 
optimization, multiple fault diagnosis, a hybrid technique for 
engineering design optimization the traveling salesman, 
sequence scheduling and quality solutions where nonlinear 
optimization are required [13] Some aspects of vision system 
and image processing methodologies have been discussed 
towards approximating the face as a best ellipse using GA. In 
the feature extraction stage, the GA is applied to extract the 
facial features such as the eyes, nose and mouth, in a set of 
predefined sub regions. Some simulation has been carried out 
[9]. A method that extracts region of eyes out of facial image 
by genetic algorithm has been suggested recently [14].    
 
The human lip shape is more of towards combination of two 
ellipse and we call this is as irregular ellipse. The word 
‘irregular’ means that the ellipse has two different minor 
axes wherein a major axes remains the same.  The 
preprocessed lip image is considered as a irregular ellipse. 
Lengths of minor axes of the lip feature for each emotion are 
computed.  In Figure 6, the whitened area of edge detected 
lip image for a particular emotion of SEA is shown. The 
major axis “2a” (considered to be fixed) and two minor axes 
are “2b1” and “2b2” (to be computed). This is shown in 
Figure7. A general form of the regular ellipse is defined by 
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A fitness equation is suggested in this work in order to find 
the two minor axes so that the emotion changes can be 
recognized. A fitness function, to be discussed latter, for 
applying GA, is derived to optimally compute semi-minor 
axes, b1 and b2, for the top lip area and bottom lip area 
respectively; emotions can thus be related to the values of   
b1 and b2.  
 
4.2 Fitness Function 
A fitness function is a particular type of objective function 
that quantifies the optimality of a solution (that is, a 
chromosome) in a GA problem so that that particular 
chromosome may be ranked against all the other 
chromosomes. A fitness value reflecting the amount of 
overlapping between the regions covered by the overlaid 
boundaries is computed for each chromosome. A pair of 
individuals are selected with a probability proportional to 
their fitness and mated to reproduce their next generation. 
The process is repeatedly performed with the same number 
of individuals of the previous epoch. The fitness function 
equation, Equation (2) and Equation (3) with b1 and b2 are 
derived based on the general ellipse equation, Equation (1).  
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In Equation (2) and Equation (3), X1 and X2 are variables 
which finally converged to optimized values as b1 and b2 
respectively.  White pixels of the preprocessed lip feature for 
each column are calculated. In Equation (2) and Equation 
(3), col(j) is sum of white  pixels occupied by jth column and 
row(i) is number of rows of white pixels in ith row. Equation 
(2) and Equation (3) are fitness equations of top and bottom 
lip respectively. 
  
4.3 Results and Discussion 
In this study on a SEA subject, six emotions and one neutral 
have been considered. The lip features have been given as 
input to the genetic algorithm to find the optimized values. 
The selected values of GA parameters are indicated in the 
Table 2. The process of optimization has been carried out for 
5 times for each emotion. This process of optimization is 
found to be giving favorable two minor axis value b1 and b2 
for top and bottom areas of the lips. Table 3 indicates the 
manually measured values of b1 and b2 and the 

Figure 6  Image Processed Lip for SEA 

a 

Figure 7 Irregular Ellipse with Minor and Ma

b2 

jor Axis
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corresponding optimized values of X1 and X2. The emotion 
based on minor axes of the lip feature can now be estimated 
for the subject. The experiment result shows that the two 
minor axis (b1 and b2) of the lip feature are different for each 
emotion there by distinctions are possible.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
5. Conclusion 
In this paper, a set of suitable sequences in image processing 
and new fitness function for the GA application have been 
proposed for determining the top-lip and bottom-lip features. 
The face and lip are obtained under uneven lighting. In 
image processing task, the average and median filters are 
applied to smoothen the image. The Sobel edge detection is 
found to perform well for edge detection. The suggested 
sequence of image processing offers acceptable lip images 
compared to other methods suggested in this work. The lips 
are considered as an irregular ellipse. The GA is then applied 
to get the optimized values of the minor axes, b1 and b2, of 
the irregular ellipse by using a set of proposed fitness 
functions. These optimized values of minor axes indicate that 
the values b1 and b2 can be regarded as identifying the 
emotion. The new method has shown successful 
classifications emotion. The proposed method of emotion 
classification is a general approach to lips of any face. The 
parameters listed in Table 3 are for a personified face. Such a 
table look-up can be applied to a particular bed-ridden 
disabled dumb patient for identifying the patient’s reaction.  
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Generation 250 
Population size 20 
Fitness scaling Rank 
Selection Function Roulette 
Mutation  Gaussian  
Crossover Scattered 
Stall generation 50 
Stall time 20 

Manually 
Computed 

Value 

Optimized 
Mean Value by GA 

Emotions 

b1 b2 X1 X2 
Neutral 44 56 49.9294 47.7074 

Fear 38 57 40.8410 54.9664 
Happy 31 178 22.5574 74.1890 

Sad 44 16 45.5745 17.9480 
Angry 19 61 12.6218 64.5633 
Dislike 76 47 37.9206 41.9958 
Surprise 60 75 52.1640 77.4762 

Table 2 Parameter Settings 

Table 3 Classification of Emotion (SEA) 
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Abstract 
 
In this paper, face localization for facial feature 
extraction is presented. The method consist three 
steps: (1)facial features enhancement using 
symmetrical filter, then the morphological 
process is applied to examine the edge, peaks 
and valley fields. (2) Line construction using 
linear Hough transform and (3) localization of 
face region based on the constructed lines and 
the elimination of excess area outside of face 
boundary. 
 
Key words: face localization, symmetrical filter, 
linear Hough transform. 
 
1. Introduction 
 
Face detection defined by [1] is the following: 
given an arbitrary input image, find the location 
and size of the human face in the image. There is 
no assumption made regarding the number of the 
faces in the image. In face localization it is 
normally assumed that the input image only 
contains one face in the foreground. Face 
segmentation as defined by [2] is described as a 
process as finding the location and actual shape 
of face(s) appearing in a given image. Face 
segmentation is more challenging because it not 
only locates the position of human face, but also 
segments the actual shape of complete human 
face [3].In this paper, we will discuss our 
approach for face localization, which will start 
with coarse face region extraction. Our 
algorithm tries to localize the face with the 
complete facial features and if possible, it will 
segment the face to get the actual shape of 
complete human face. The localized or 
segmented face could be further processed for 
facial features extraction such as eyes, nose and 
mouth detection, which is a key requirement for 
face recognition. Among those facial features, 
eyes are the most salient feature due to its 

interocular distance which is constant among 
people and not easily effected by moustache or 
beard.  
 
1.1 Face region extraction and facial 
features enhancement 
 
Our algorithm extracts the face region using a 
similar method to the one shown in [4].  

 
 
              Fig1. A head-shoulder image 
 

 
Fig.2 The face region extracted from the image of Fig.1 
 
Then the estimated face area is further cropped by 
removing the top region of the face image where 
hair lies. If hair is not found in the top region the 
image is left uncropped 
 

 
                Figure3 Cropped face region. 
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After that, a symmetrical filter is applied to the 
cropped face region to remove sharp edges and 
occluded dark patches while maintaining the 
salient features of the eyes 
 
 
 
 
 
 
           Figure 4 Symmetrical mask 

 
Figure 5  The face region after we apply the 
symmetrical mask on figure 3. 
 
1.2 EXTRACTION OF THE EDGE, 
VALLEY AND PEAK INFORMATION 
 
Let I(x,y) be the image obtained by cutting off 
the face region from the original intensity image 
given as input. We produce an edge image 
E(x,y), a valley V(x,y) and a peak image P(x,y) 
in the following ways. E(x,y) is given by 
applying the Sobel operator to I(x,y). The valley 
V(x,y) and peaks P(x,y)  images are obtained 
from mathematical morphology as follows.Let 
G(x,y) denote the image obtained by applying a 
grayscale closing [6] to I(x,y) and H(x,y) be the 
image obtained by applying a grayscale opening 
[6] to I(x,y). Then, the valley image V(x,y) is 
given by G(x,y) minus I(x,y) and the peak image 
P(x,y) is given by I(x,y) minus H(x,y). The 
mathematical morphology is followed by linking 
process based on the gradient of the edge field. 
This process is useful to combine isolated edge 
pixels in the filtered image while reducing the 
effect of white spots on irises. In figure 5, we 
could observe that there are broken edges and 
isolated pixels where the edges are not 
connected and they are visibly different from 
their surrounding neighbours. The best example 
to illustrate this condition is by observing the 
eye area. We notice that the eyeball is not totally 
full of black pixels and it contains dots of white 
pixels due to reflection. This effect can be 

reduced by linking process and therefore better 
peak and valley images are obtainable.  

 

 

0 -2 -4 -2 0 
-2 2 6 2 -2 
-4 6 8 6 -4 
-2 2 6 2 -2 
0 -2 -4 -2 0      Figure 6 The output after linking process 

 
After the linking process, we obtain the final 
enhanced image by combining the linked image, 
the edge image, the peak and valley fields in the 
following way. 

),(),(),(),(),( jiVjiIjiEjiLjiH −++=   
Where  is the enhanced image,  the 
image after linking process,  the original 
image,  the valley image. The output of the 
enhanced image is shown in figure 7 below. 

),( jiH ),( jiL
),( jiI

),( jiV

 
                    Figure 7 Enhanced image 
 
Figure 8 compare the valley and peaks for the 
image before enhancement and after we apply the 
symmetrical filter, linking process and image 
enhancement. 

        
      (a)                                              (b) 

       
(c) (d) 

Figure 8 Comparison the valley image (a) before image 
enhancement (b) after image enhancement. Comparison 
of peaks image (c) before image enhancement (d) after 
image enhancement 
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1.3 Linear Hough transform 
 
The edge field E(x,y) obtained in the last section 
is reused in the linear Hough transformation. For 
every edge pixel, the line angle can be varied 
from 0° to 180° with an increment of 1°. The 
distance from the origin to the nearest point on 
the line is calculated. Both the angle and the 
discretized distance will become an index to the 
2-D accumulator array where its frequency is 
accumulated. Then an accumulator array is used 
to store the frequency of various lines for every 
single edge pixel. After the accumulation 
process, a data reduction scheme is employed to 
reduce the size of the accumulator array and 
therefore avoid redundancy. The accumulator 
array is divided into 2x2 subarrays. For each 2x2  
subarray only one major value is retained (out of 
four) while the remaining three values are set to 
zero. In our experiment θ is restricted until from 
0°-30° and 0°-45°. By applying this approach, 
the size of array will not be a major drawback in 
the execution time of our program. Figure 9 
show the edges and the line constructed using 
Linear Hough transform.  

 
(a) (b) 

Figure 9 (a) Edges  of the image (b) Lines 
constructed using Hough transform. 
 
1.4 Using constructed line for face 

localization and segmentation 
 
Finally, selected lines will be constructed around 
the face region based on the information from 
the accumulator array. The constructed lines will 
be used to localize face region by eliminating 
areas outside the face boundary. The 
examination of each line involves inspecting the 
minor area covered by the line and the intensity 
pixel distribution lying on the respective line. 
The line will divide the image into two areas, 
namely minor area and major area as shown in 
figure 10. We will examine the minor area to 

check if the area  is less than 30% of the total area.  
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         1θ                                2θ  
Figure 11 Differences localize face between 1θ  

and 2θ  
 

        
            (a)                                (b) 
Figure 12 sample of the localize face with 
(a)Mouth eliminated (b)Mouth and nose 
eliminated 

 
 

    
Figure 13 Sample of the eliminated eye corner 
for  2θ  
 
Summary 
 
In this paper, face localization for facial feature 
extraction is presented. The coarse region of the 
face is extracted, and then the facial features are 
enhanced using symmetrical filter. The 
morphological process is applied to produce the 
edge, peaks and valley fields. Lines are 
constructed in the face region using Linear 
Hough transform and the constructed lines are 
used to localize face region by eliminating areas 

outside of the face boundary. For the two bounded 
angles, the face localization rate which contains all 
facial features are 85%, while the rate for images 
that contain both eyes is 100% and the future 
works will concentrate on eye detection or eye 
feature extraction.   
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Abstract 

It is well known that humans have high-level action 
intelligence. If such action intelligence could be represented 
in certain form, it could contribute to the path-planning 
problem of autonomous mobile robot. Therefore we shall 
address to transfer human action intelligence to mobile robot 
by means of imitation and acquire such action intelligence. 
Based on the effectiveness of previously proposed imitation 
method in simulation environment, we need to further verify 
the effectiveness of proposed imitation method and achieve 
the imitation of action intelligence on a real mobile robot. In 
this paper, the imitation of human action intelligence for the 
environment of desktop teleoperation, including experimental 
platform, research methods, and experimental procedures, 
was discussed. Firstly, imitation problem was clarified from 
the viewpoint of problem solving system, which provides 
guidance to the construction of imitation system.  As an 
experimental platform, a desktop teleoperation system, 
including mobile robot and manipulation interface, was 
introduced. Through the developed teleoperation system, the 
intention representing human action intelligence can be easily 
transferred into mobile robot and meanwhile the 
corresponding action data can also be obtained for modeling. 
Then, based on the teleoperation system, the imitation 
procedure of human action intelligence was described. Finally, 
the effectiveness of proposed imitation method was 
illuminated by experiment. 

1    Introduction 
It is well known that humans have high-level action 

intelligence. If such action intelligence could be acquired in 
certain form, it can be applied to various fields such as the 
development of autonomous mobile robot, which can freely 
move even under complex environment. Naturally, if desired 
actions were appropriately achieved by imitating human action, 
such imitation methods would transfer human action 
intelligence into practical application and facilitate the 
acquisition of human action intelligence. So far, many 
imitation approaches have been popularly developed in the 
field of both robotics and artificial intelligence [1-3]. For our 

research, we believe that human action can remain in form of 
direct data and human action intelligence is certainly hidden in 
the remaining data. Thus we address to extract action 
knowledge representing human action intelligence from 
human action data and then imitate human action by 
employing the extracted action knowledge. Based on the 
effectiveness of previously proposed imitation method in 
simulation environment [4], we need to further verify the 
effectiveness of proposed imitation method and achieve the 
imitation of action intelligence on a real mobile robot. 

The construction of this paper is organized as follows: 
imitation problem is clarified from the viewpoint of problem 
solving system in section 2. The objective imitation system is 
verified to construct in term of reasoning method, knowledge 
acquisition and knowledge base. As an experimental platform, 
the teleoperation system is described in section 3. Then an 
imitation procedure is proposed to construct objective 
imitation system. Here, learning method and reasoning method 
emphasizing knowledge usage are considered to implement 
the imitation of action intelligence. To illustrate the 
characteristics of proposed method, the experiments are 
conducted in section 4. The paper finishes with a conclusion in 
section 5. 

2    Problem solving system for imitation 
As the basic definition of imitation, imitation is not to create 

an original act or instance, but to try to reproduce an existing 
one so that same or similar act or instance could happen in 
imitator. Consequently, it can be said that if an imitation 
system (virtual imitator) does same or similar act as human, 
such system can be thought to be as intelligent as human. 
According to the development of problem solving system [5], 
the imitation system of action intelligence can be constructed 
just as in figure 1 by means of acquiring action knowledge, 
memorizing action knowledge, and reproducing the action. 
Knowledge acquisition method can be adopted to acquire 
action knowledge; knowledge base can be constructed to 
memorize knowledge representing human action intelligence; 
based on the acquired and memorized knowledge, not only 
precise action, but also predictive action for environmental 
variation is needed to reproduce, so fuzzy reasoning method 
can be adopted to implement this function. 
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Figure 1. Construction of imitation system 

3    Teleoperation system 

Figure 2.  Teleoperation system 

Just as in the figure 2, the developed teleoperation system 
connects the interaction between human and corresponding 
environmental space and provides a platform to fully employ 
human’s obstacle avoidance ability.  The platform mainly 
includes two parts: mobile robot equipped with digital camera 
and supersonic sensor, manipulation interface with the 
functions of both manual operation and autonomous operation. 

  Facing the visual environmental space of manipulation 
interface, an operator can control the speed and direction of a 
mobile robot by joystick. By judging the goal and surrounding 
obstacles, operator can try to avoid obstacle and arrive at the 
goal.  As a result, operation is treated as successful operation, 
only if the robot controlled by operator arrives at a goal from a 
starting point with free collision during a specified time 
interval; otherwise, it is treated as failed one. 

3.1    Mobile robot 
The mobile robot is equipped with ball actuator so as to be 

able to move on any direction of 0~360 degree. Figure 3 is the 
appearance of the mobile robot, and table 1 shows the 
specification of the mobile robot. Figure 4 shows the 
Hardware construction of the mobile robot. DC motor and 
omni-wheels are evenly arranged every 90 degrees on the 
lower part of robot. The regular output of DC motor is 90W 
and its regular torque is 45kg.cm. Five supersonic sensors are 
evenly equipped on the upper part of robot to measure the 
distance between robot and surrounding object. Its maximum 
measure distance is 3000mm.  

 
Figure 3.  Photo of the mobile robot 

Table 1 Specification of the mobile robot 
Item Detail 

Height 600mm 
Length/Width 800mm/800mm 

Weight about 50kg 
Moving velocity about 0.3m/sec  
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driver 

ATX Power source
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DC-Motor 

 
Figure 4.  Hardware of the mobile robot 

3.2    Manipulation interface 
Manipulation interface was developed by means of Visual 

C++ 6.0 under the environment of windows XP. Figure 5 
shows the software of manipulation interface. The left part of 
Figure 5 is the visual surrounding environment of mobile 
robot from camera (Creative technology Corp., WEBCAM 
NX Pro), while the right part of figure 5 are the experimental 
module such as teleoperation, learning and reasoning for 
imitation.  

 

Teleoperation 

Learning 

Figure 5.   Manipulation interface 

Reasoning 

According to the structure of imitation system in section 2, 
these modules are necessary components for implementing 
imitation. Teleoperation module is used for manual operation 
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of mobile robot to obtain the action data of operators. Both 
learning module and reasoning module are for autonomous 
operation of mobile robot. Learning module is used to acquire 
action knowledge from data, while reasoning module is used 
to reproduce the action of human.  

Concrete learning and reasoning algorithms have been 
described in the literature [4]. Based on the effectiveness of 
previously proposed imitation method in simulation 
environment, we need to further verify the effectiveness of 
proposed imitation method and achieve the imitation of action 
intelligence on a real mobile robot. Compared with most of 
methods focusing on how to acquire knowledge better such as 
the acquirement and adjustment of fuzzy rules and 
membership function [6-8], alternatively, we are taking it into 
account that it will be more meaningful to pay attention to the 
importance of knowledge usage for imitation performance, 
according to the theorem that the SAM (Standard Additive 
Model) architecture allows independent rules to function 
cooperatively and the credibility of knowledge source is 
equivalent [9]. Also, considering the fact that human 
selectively employ knowledge for reasoning, i.e., not all 
knowledge in one’s brain is used for reasoning. Considering 
the quantifiable characteristics of the relationship between the 
fact and rule, we shall adopt the distance between fuzzy set as 
the criterion of knowledge selection to strengthen knowledge 
usage during reasoning process. Concretely, the concept of 
knowledge radius[11] is introduced for knowledge selection. 
Knowledge radius q is the number of rules with the nearest 
distance between fact and antecedent of a rule. Where, q is an 
integer, [ ,  is the number of rules. ]n,,2 L n

The Distance-Type Fuzzy Reasoning method with 
knowledge radius is adopted to develop manipulation interface 
of teleoperation system. The fuzzy reasoning method is 
developed on the Distance-Type Fuzzy Reasoning (DTFR) 
method, which is a kind of fuzzy reasoning method 
considering the distance between fuzzy sets [10]. It features 
two main characteristics: asymptotic and decomposition 
characteristics (Modus Ponens is strictly satisfied). Thus the 
physical meaning of rules for reasoning is clear and reasoning 
tendency can be predicted appropriately. 

Also, an improved learning algorithm for Distance-Type 
Fuzzy Reasoning is adopted for knowledge acquisition [4], 
because it is strongly related to the above reasoning method. 
Compared with conventional data learning methods for the 
generation of fuzzy rule such as GA or NN, this algorithm is 
very fast and simple with an arbitrarily specified error for 
learning, especially, it is suited for common numerical data 
learning. Meanwhile it also considers the statistical 
characteristics of teacher data to improve the selection of 
consequent for contradictive rule.  

3.3    Imitation procedure 
Based on the reasoning engine of the Distance-Type Fuzzy 

Reasoning method with knowledge radius, and the acquired 
knowledge by the learning algorithm for Distance-Type Fuzzy 
Reasoning, optimum knowledge radius is verified to 
implement the imitation of action intelligence. The imitation 
procedure consists of the following four steps: 

Step1: Acquire the action data of human by means of 
teleoperation module of manipulation interface; 

Step2: Acquire knowledge from the remaining action data by 
means of learning module of manipulation interface; 

Step3: Calculate the evaluation value of knowledge radius and 
set the optimum value of knowledge radius; 

Step4: Treat the reasoning performance of manipulation 
interface based on optimum knowledge radius as the imitation 
performance. 

4    Experiments 

4.1    Learning procedure 
 In order to describe variable environment for knowledge 

acquisition, the physical units between robot and objects, 
including goal and obstacle, are given by (1).  

                (1) ZYXthenSSSSSif 54321
Where  

54321 SSSSS : respectively denotes the distance 
between robot and the nearest point of an obstacle/goal, its 
value varies in; 

ZYX : denotes the control behavior in form of joystick’s 
position, [ ]627,790−∈X [ ]215,930−∈Y  [ ]96,961−∈Z  . 

 
Figure 6.  Operation path 

As can be observed in figure 6, an operator conducted 
obstacle avoidance and successfully arrived at the goal point. 
Then by using the learning module of manipulation interface, 
action rules were generated. Concretely, table 2 lists the 
parameters for learning procedure. 
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Table 2. Learning parameters  

Environment Two Static obstacles 
o1(250,100) o2(20,90) 

Number of data 435 
Learning error 50 
Learning time 1.8 Second 

Number of rules 96 

4.2    Search of effective knowledge radius 
 

 
(a)without knowledge radius 

 
   (b) with knowledge radius( q = 20) 

Figure 8.  Reasoning results   
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Figure 8.  Control path and reasoning path 

(1:control path 2: without knowledge radius 3: q = 30 4: q =20 5: q 
=16 6: q =15 7: q =14 8: q =12 9: q =10 10: q = 5) 

For convenient analysis of imitation performance, path area 
error between human’s control path and reasoning path is 
calculated as criterion. Considering the practical problem of 
robot, the search scope of q is limited in [5, 10, 12, 14, 15, 16, 
20, 30]. Figure 7 and 8 show the imitation performance 
corresponding to different knowledge radiuses. We can verify 
that the only optimum knowledge radius q is 20 with the 
minimal path area error.  

S

4.3    Validation 
The above experiment demonstrated the good performance 

based on the acquired rules with optimal knowledge radius 20, 
which does not mean the only rules within knowledge radius 
are useful, but all the more illuminate the effectiveness of 
both knowledge radius and current rules. We can draw the 
same conclusion as simulation that all of rules are useful, and 
good performance can be achieved by focusing on local 
knowledge, i.e., the control path can be effectively imitated 
by emphasizing knowledge selection. 

5    Conclusion 
In this paper, we discussed the imitation performance of 

proposed imitation method based on a developed 
teleoperation system and proposed corresponding imitation 
procedure. Through this teleoperation system, the data 
representing human action intelligence can be acquired and 
further be used for imitation. The effectiveness of imitation 
can be verified by experiment. Furthermore, the identification 
of knowledge radius is still needed to discuss for the 
guideline to specific problem.  

References 
[1] Stefan Schall: Is Imitation Learning The Route to Humanoid Robots?, 

Trends in Cognitive Science, Vol. 3, pp.233-242 ,1999. 

[2] Dautenhahn,K. and Nehaniv,C.L. : Imitation in animals and artifacts, 
Cambridge, Massachusetts: the MIT press, 2002.  

[3]  A. Billard and M. Mataric: Learning human arm movements by 
imitation: Evaluation of a biologically-inspired connectionist 
architecture,  Robotics & Autonomous Systems 941. pp.1-16. 2001. 

[4] Tao Shang and Shuoyu Wang : Knowledge Acquisition and Evolution 
Methods for Human Driving Intelligence, International Journal of 
Innovative Computing, Information and Control, Vol.2,No.1, pp.221-
236,2006. 

[5] K. Forbus and J. de Kleer:Building Problem Solvers,MIT Press,1993. 

[6] H. Ishibuchi and M. Nii: Generating Fuzzy Classification Rules from 
Trained Neural Networks, Journal of Japan Society for Fuzzy Theory 
and systems, Vol. 9,No.4, pp. 512-524,1997. 

[7] K. Tachibana and T. Furuhashi: A Proposal of Fuzzy Modeling Method 
with Generation/Deletion of Membership Functions, Journal of Japan 
Society for Fuzzy Theory and systems, Vol. 11, No.6, pp. 1078-
1088,1999. 

[8] H. Inoue,L. Hng, K. Miyasaka, and M. Tsukamoto: An Acquisition 
Method of Fuzzy Classification Rules using Hyper-cone Membership 
Function by Gas, Proceedings of 19th Fuzzy system symposium, pp. 
445-448, Sakai, 2003. 

[9] B. Kosko: Fuzzy Engineering,Prentice hall, New Jersey, 1997. 

[10] S.Y.Wang, T. Tsuchiya, and M. Mizumoto: Distance-Type Fuzzy 
Reasoning Method, Journal of Biomedical Fuzzy System Association, 
vol.1, no.1, pp.61-78, 1999. 

[11] S.Y. Wang: The Development of Human Reasoning Engine, 2002 IPA 
Project,2002.     

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 417



Abstract − Long gene sequences and their products 
have been studied by many methods. The use of 
DNA(Deoxyribonucleic acid) microarray technology 
has resulted in an enormous amount of data, which has 
been difficult to analyze using typical research 
methods. This paper proposes that mass data be 
analyzed using division clustering with the K-means 
clustering algorithm. To demonstrate the superiority of 
the proposed method, it was used to analyze the 
microarray data from rice DNA. The results were 
compared to those of the existing K-means method 
establishing that the proposed method is more useful in 
spite of the effective reduction of performance time. 
 

Keywords: K-means clustering, Microarray, Rice 

 
1. Introduction 

Since the inception of biotechnology, large amounts 
of new genetic information have been amassed for 
organisms varying from bacteria to human beings. This 
information has provided many clues for solving 
biological problems. However, new technologies are 
urgently needed because most genetics engineering 
methods have limitations. One method that has been 
developed to overcome the problems of the existing 
methods is searching genetic material using a DNA 
chip. The DNA chip is divided into a cDNA chip and 
oligonucleotide chip depending on the size of the 
genetic material. A large amount of genetic 
information can be obtained by using this DNA chip 
analysis technique [1]. The development of an efficient 
clustering algorithm for DNA microarray data will 
contribute to research in several important fields such 
as functional genomics and genetic networks. 
Furthermore this information can be analyzed by 
various data mining methods, and these results can be 
evaluated by many methods. A literature review of 
former data mining methods reveals a data clustering 
algorithm using graph theory and an algorithm by 
Hartuy and Ben-Dor et al. [2] [3], and Tamayo et al. 
developed the Self-Organizing Maps (SOM) algorithm 
[4]. And Eisen et al. proposed and developed a method 
using hierarchical clustering [5].  

The most typical method of analysis for microarray is 
clustering. Clustering analysis classifies a large amount 
of genetic information into several groups that have 
similar properties, so it is effective for analyzing data. 
The hard clustering method has been especially useful 
because it is intuitive and its ease of use. 

In this paper division clustering using a two step 
structure K-means clustering method is proposed in 
order to treat process the thousands of pieces of 
microarray data effectively. The proposed method 
processes enormous amounts of microarray data faster 
because it classifies and clusters data twice. The 
reliability of these clusters has been evaluated by 
comparing these results with those of the earlier K-
means clustering method. 

 
2. Microarry 

People usually think that enormous number of genes 
and their products of a living organism create the 
mystery of life. Most molecular biological methods are 
used to study one gene during one experiment. 
Consequently, the DNA microarray method has attracted 
wide-spread attention from biologists to monitor the 
whole genome on a single chip so that researchers can 
better monitor the results of the simultaneous 
interactions of the numerous genes [6]. The DNA 
microarray technique is comprised of the cDNA 
microarray and oligonucleotide microarray techniques. 

Microarray data from an experiment on the 
manifestations of a gene can be classified using the data 
clustering method. Thus results can be used in many 
fields including the development of drugs and 
toxicological research. In this paper we used the 
microarray data from rice genes consisting of 17,000 
units. 

 
3. Clustering Algorithm 
3.1 Several Clustering Algorithms 

The clustering algorithm classifies a whole data set 
into several clusters that have similar characteristics. 
This algorithm has been used in a variety of fields such 
as pattern analysis and classification, grouping, decision 
making, machine-learning situations, and data mining [7].  
This clustering algorithm has been developed by experts 
from various scientific fields such as statistics, computer 
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science and biology. Now the application of the 
clustering algorithm is more actively studied than the 
algorithm itself. The clustering algorithm is largely 
divided into a hierarchical clustering algorithm and a 
partitional clustering algorithm [7]. 

In the clustering algorithm, it is important to define 
the similarity of two clusters. Similarity was 
determined by Euclidian distance and measured using 
equation (1). 

1
2

2
, ,

1
( , ) ( )

d

i j i k j k
k

d x x x x
=

⎧ ⎫
= −⎨ ⎬
⎩ ⎭
∑                         (1) 

3.2 K-means Clustering Algorithm 
The K-means clustering algorithm used in this paper 

is the most frequently used of the partitional clustering 
algorithms. K-means clustering differs from 
hierarchical clustering in that the number of clusters, k, 
needs to be determined at the outset. The goal of the K-
means clustering algorithm is to divide the objects into 
k clusters such that some metric relative to the 
centroids of the clusters is minimized. Two procedures 
are available to search for the optimum set of clusters. 
The first assigns each object to a cluster and the 
second sets initial positions for the cluster centroids. 
The K-means algorithm consists of the K-means 
method and K-medoid method. In this paper we used 
the average value as the center of the cluster.  
 
4. Implementation of the Division System Using the 
Two-Step Structure K-means Algorithm  

In this paper, we used Matlab 7.1 and GUI is shown 
in Figure 1. GUI is divided into three parts: input, 
clustering, and results. On the left-side of GUI, the 
results are shown in the graph window and character 
window. On the right-side of the GUI, the button that 
are used to operate the algorithm in the order they are 
needed.   
 

 
Fig. 1. GUI of the divided clustering system. 

 
Figure 2 shows the flow chart of the program used 

in this paper, as can be seen, the rice gene microarray 
data has been normalized and clustered twice. The 
clustering step ends when the data has been clustered 
for the second time then the data from the center value 
of each cluster can be gathered, and the results saved.  
 

 
Fig. 2. Flow chart of the proposed algorithm. 

  

 
Fig. 3. Normalization flow chart of normalization. 

 
4.1 Normalization 

The microarray data used in this paper has a value 
between -1 and 1, but a few datum are out of this range. 
The clustering algorithm is based on the similarities 
between the data, so if the data is outside of the normal 
range, that value determines its total similarity. Therefore 
this data needs to be adjusted so that it is between -1 and 
1. Consequently it is divided by the maximum or 
minimum value to normalization. Figure 3 shows the 
normalization flow chart.  

 
4.2 Division Clustering Algorithm 

The data consisted of 17,000 units, so it took too long 
to cluster the entire data set at one time. First, the 17,000 
units were divided into 17 groups consisting of 1,000 
units, and then each group was clustered. In this paper, k 
was set at 36. The clustering algorithm was performed a 
second time using the typical values of the first 
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clustering. Thus the data was processed twice, and 
17,000 units of data were clustered. 
 

 
Fig. 4. Process of dividing the clustering. 

 
4.3 Data Analysis and Saved Data 

The results of the clustering determined the data that 
was saved. The graph file of typical values and the text 
file of the gene numbers were saved from the 
clustering results. 

 
5. Simulation and Results 

In this paper the clustering method for rice 
microarray data was analyzed and a new clustering 
method for a large amount of data like that in the rice 
microarray data was proposed. Figure 5 shows the 
results of the clustering of the proposed algorithm.  
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Fig. 5. The clustering results using the proposed 

method. 
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Fig. 6. The clustering results using the previous method. 

 
Figure 6 shows the result of the previous method that 

clustered the entire data set of 17,000 units at one time. 
Table 1 compares the results of both method using two 
values. First, the time each method needed to cluster 
each data set was compared, and the shorter time is 
considered to be better. And second, the standard 
deviation between the typical values resulting from each 
algorithm was compared, and the larger standard 
deviation is an indication of a cleaver classification of 
the data. A computer with a 3GHz CPU and 512 MB 
RAM was used to run the algorithm. The previous 
method required 251 seconds to cluster the data and the 
proposed method, 47.76 seconds. Therefore, the 
proposed method sharply reduced the clustering time and 
is better than the previous method. The standard 
deviation of the previous method is 0.7702, and the 
standard deviation is proposed method, 0.7987. 
Consequently it can be concluded that the proposed 
method is better. 

 

Table 1. Comparison of the performance of the previous 
method and proposed method. 

clustering method 
 

evaluation standards 

former 
method 

proposed 
method 

performance time (sec) 251 46.45 

standard deviation 0.7702 0.7987 

 
Figure 7 compares two typical values of the two 

methods when k is 36. As can be seen, the clustering 
results are similar. Figure 8 compares the methods when 
k is 16, and the result are also similar.  
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Fig. 7. Comparison of two typical values of the two 

methods using 17 groups, and a k of 36. 
 

 
Fig. 8. Comparison of two typical values: two methods 

using 17 groups, and a k of 16. 
 
6. Conclusion 

Most of the study methods used previously have 
limits. For example, the hierarchical clustering 
methods cannot process mass data. The previous 
partitional clustering method can takes more time than 
proposed method to classify data. In this paper, 
clustering was divided into two steps using K-means 
clustering. This method allowed a large amount of data 
to be processed more quickly than the previous K-
means method but with similar results. The speed of 
the proposed algorithm needs to be verified using other 
large data sets. 
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Abstract

This paper proposes a cost-based fuzzy classifica-
tion system for pattern classification problems with
an order class importance. The task here is to mini-
mize the misclassification of patterns from an impor-
tant class. It is assumed in this paper that the classifi-
cation importance is given for each class, not for each
pattern. Another assumtion in this paper is that only
the order of importance is given for given classes with-
out any numerical measures of importance. We show
the performance of the proposed cost-based fuzzy clas-
sification system for a real-world pattern classification
problem.

1 Introduction

Fuzzy rule-based systems have been mainly applied
to control problems [1]-[3] while more recently they
have also been applied to pattern classification prob-
lems. One advantage of fuzzy rule-based systems is its
interpretability. There are many approaches to the au-
tomatic generation of fuzzy if-then rules from numer-
ical data for pattern classification problems [4]-[11].

There are several cases where misclassification of a
particular input pattern causes extra costs. For exam-
ple, in the medical diagnosis of cancer diagnosing ma-
lignant tumors as benign and hence mistaking a cancer
patient as healthy could be penalized more than inter-
preting benign tumors as malignant. In [12] a pat-
tern classification problem is re-formulated as a cost
minimization problem. The concept of a weight is in-
troduced for each training pattern in order to handle
this situation. The weight of an input pattern can be
viewed as the cost of misclassification of the pattern.
Fuzzy if-then rules were generated by considering the

weights as well as the compatibility of training pat-
terns.

In many cases it is difficult to specify an exact value
of the cost for misclassification. Contrary to this, the
order of importance is easily available for a problem
domain. For example, in the medical diagnosis of can-
cer it is reasonable to consider that the misclassfication
of malignant tumors as benign incurs higher cost than
the other misclassification even if we do not know how
high the cost is for both types of misclassification (i.e.,
misclassifying malignant tumors as benign and benign
ones as malignant).

In this paper we propose a method for constructing
a fuzzy classification system that considers the order
of class importance. The assumption here is that a
set of training patterns and the order of class impor-
tance is given a priori. We compare the performance of
the proposed fuzzy classification systems and the con-
ventional ones for a real-world pattern classification
problem.

2 Classification Problem

Without loss of generality, we assume that
given training patterns are distributed over an n-
dimensional pattern space [0, 1]n. We also assume
that m training patterns xp = (xp1, xp2, . . . , xpn),
p = 1, 2, . . . ,m, from C classes are given a priori.

In many real-world problems, the misclassification
cost is different for different patterns. It is often the
case that misclassification cost is different class by
class. As an example let us consider the medical diag-
nosis of cancer where the task is to diagnose a tumor as
benign (not cancerous) or malignant (cancerous). Al-
though any misclassification should be avoided, more
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attention should be put into the correct diagnosis of
malignant than that of benign tumors because the mis-
diagnosis of the cancer patient as not having the dis-
ease leads to much higher costs than the other mis-
classification. In this paper, we handle this situation
by specifying different misclassification costs for dif-
ferent classes and put more emphasis on minimizing
the misclassification costs rather than minimizing the
number of misclassified input patterns.

3 Fuzzy Rule-Based Classification

The proposed method is based on a fuzzy rule-based
classification system that was proposed by Ishibuchi et
al.[6]. A fuzzy rule-based classification system is com-
posed of a set of fuzzy if-then rules. The antecedent
part of a fuzzy if-then rule specifies a fuzzy subarea in
the pattern space while the consequent part describes
the class and the degree of certainty for the specified
fuzzy subarea. A fuzzy if-then rule is automatically
generated from numerical data that are given as a set
of training patterns. This section explains the genera-
tion of fuzzy if-then rules from given training patterns.

The following type of fuzzy if-then rules is used
in the fuzzy rule-based classification system for an n-
dimensional C-class pattern classification problem:

Rule Rj : If x1 is Aj1 and . . . and xn is Ajn

then Class Cj with CFj , j = 1, 2, . . . , N,
(1)

where Rj is the label of the j-th fuzzy if-then rule,
Aj1, . . . , Ajn are antecedent fuzzy sets on the unit in-
terval [0, 1], Cj is a consequent class (i.e. one of the
C given classes), CFj is the grade of certainty of rule
Rj , and N is the total number of fuzzy rules. We use
triangular-type membership functions in Fig. 1 for an-
tecedent fuzzy sets Aj1, . . . , Ajn. Figure 1 shows four
fuzzy partitions. We denote the number of fuzzy sets
in the unit interval as L. The total number of gener-
ated fuzzy if-then rules N depends on the dimensional-
ity of a pattern classification problem n and the num-
ber of fuzzy partitions L. For a ten-dimensional pat-
tern classification problem for instance, the total num-
ber of generated fuzzy if-then rules is N = 210 = 1024
when the number of fuzzy sets for each attribute is
specified as L = 2. While we use a homogeneous fuzzy
partition as in Fig. 1, it is also possible to use a hetero-
geneous fuzzy partition that reflects the distribution
of training patterns. In this paper only homogeneous
fuzzy partition is used because of the interpretability
of the fuzzy rule-based classification systems.

 

 

 

 

 

Membership 

Input value 
0.0 1.0 

1.0 

Membership 

Input value 
0.0 1.0 

1.0 

(a) L = 2 (b) L = 3 

Membership 

Input value 
0.0 1.0 

1.0 

(c) L = 4 

Membership 

Input value 
0.0 1.0 

1.0 

(c) L = 5 

Figure 1: Triangular-type membership function used
for antecedent fuzzy sets.

The generation procedure of fuzzy if-then rules con-
sists of three steps: specification of the antecedent
part, determination of the consequent class, and the
calculation of the grade of certainty. Once the number
of fuzzy sets L for each attribute is specified by an ex-
pert with the domain knowledge, the pattern space is
divided into Ln fuzzy subareas where n is the dimen-
sionality of a pattern classification problem at hand.
Thus the specification of the antecedent part of a fuzzy
if-then rule is already performed once a fuzzy subarea
to generate a fuzzy if-then rule is fixed. The conse-
quent part (i.e., the consequent class and the grade of
certainty) is determined from the given training pat-
terns [6]. In [15] it is shown that the use of the grade
of certainty in fuzzy if-then rules allows us to generate
comprehensible fuzzy rule-based classification systems
with high classification performance. In the following
we describe the remaining two steps in detail.

3.1 Determination of Consequent Class

The consequent class Cj for the fuzzy if-then rule
Rj is determined from a set of the given training pat-
terns xp, p = 1, 2, . . . , m. In [13] first the sum of the
compatibility is calculated for each class. Then the
class with the largest value is taken as the consequent
class of the fuzzy if-then rule. The procedure of deter-
mining the consequent class in the conventional fuzzy
rule-based classification systems is summarized as fol-
lows:

[Conventional determination of Cj]

Step 1: Calculate βClass h(j) for Class h as

βClass h(j) =
∑

xp∈Class h

µj(xp), (2)
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where

µj(xp) = µj1(xp1) · . . . · µjn(xpn), (3)

µj1(·), µj2(·), . . . , µj(·) are the membership
function of the fuzzy sets Aj1, Aj2, . . . , Ajn,
respectively.

Step 2: Find Class ĥ that has the maximum value of
βClass h(j):

βClass ĥ(j) = max
1≤k≤C

{βClass k(j)}. (4)

Since the above procedure does not consider mis-
classification costs nor class importance, we propose
a cost-based determination method. In this approach
the consequent class of a fuzzy if-then rule is deter-
mined from its compatible training patterns. Let us
define the number of compatible training patterns for
Class k with the fuzzy if-then rule Rj as nk

j . A pat-
tern x = (x1, x2, . . . , xn) is compatible with the fuzzy
if-then rule Rj if the following condition holds:

µj1(x1) · µj2(x2) · . . . · µjn(xn) > 0, (5)

where µj1(·), µj2(·), . . . , µjn(·) are the membership
functions of antecedent fuzzy sets Aj1, Aj2, . . . , Ajn of
Rj . The consequent class of Rj is determined as the
class with the maximum misclassification cost among
the nk

j training patterns. We use a multiplication oper-
ator to calculate the compatibility of an n-dimensional
pattern with a fuzzy if-then rule in this paper.

The cost-based class determination procedure is
performed as follows:

[Proposed determination of Cj]

Step 1: Calculate nk
j for Class k, k = 1, 2, . . . , C.

Step 2: Find Class ĥ that is the most important (i.e.,
has the highest misclassification cost) among
those classes with nk

j as follows:

Costĥj = max
1≤k≤C

nk
j

>0

Costkj . (6)

3.2 Calculation of the Grade of Certainty

The procedure of calculating the grade of certainty
in this paper is different from that in [13]. In [13]
the grade of certainty CFj of rule Rj is determined as
follows:

CFj =
βClass ĥ(j)− β̄∑

h

βClass h(j)
, (7)

where

β̄ =

∑

h6=ĥ

βClass h(j)

C − 1
. (8)

On the other hand, the proportion of βClass ĥ(j)
over the sum of βClass ĥ(j), 1 ≤ h ≤ C, is used in this
paper. This is because the grade of certainty some-
times becomes an invalid value (e.g., negative) with
the conventional determination.

3.3 Fuzzy Inference for Classification

Using the rule generation procedure outlined above
we can generate N fuzzy if-then rules as in Equa-
tion (1). After both the consequent class Cj and the
grade of certainty CFj are determined for all N rules,
a new pattern x = (x1, . . . , xn) is classified by the fol-
lowing procedure:

Step 1: Calculate αClass h(x) for Class h, j =
1, . . . , C, as

αClass h(x) = max{µj(x) · CFj |Cj = h}. (9)

Step 2: Find Class h′ that has the maximum value of
αClass h(x):

αClass h′(x) = max
1≤k≤C

{αClass k(x)}. (10)

If two or more classes take the maximal value, then
the classification of x is rejected (i.e. x is left as an
unclassifiable pattern), otherwise x is assigned to Class
h′.

4 Computational Experiments

In the computational experiments performed to
evaluate our proposed classifier we use Appendix data
set. The appendix represents a seven-dimensional two-
class pattern classification problem. There are 106
patterns in the data set, 21 patterns from Class 1 and
85 from Class 2. We assume in the computational ex-
periments in this paper that Class 1 is more important
than Class 2.

We apply both the cost-based fuzzy classification
system and the conventional to the three data sets.
First we examine the performance of both fuzzy clas-
sification systems on the training data. That is, the
performance is measured on the whole data set that
is used to generate fuzzy classification systems. We
specified the number of fuzzy partitions L = 3 for
each axis. We show the experimental results in Fig. 2.
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Figure 2: Results for training data.

Figure 3: Results for test data.

5 Conclusions

In this paper we have proposed a cost-based fuzzy
classification systems for pattern classification prob-
lems with an order of class importance. The task is
to minimize the total misclassification cost. Experi-
mental results demonstrated the effectiveness of the
proposed method compared to a conventional fuzzy-
rule classification system.
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Abstract − cDNA microarray analysis has enabled the 
measurement of  thousands of gene expressions at the 
same time. The gene expression levels are monitored 
using log ratios between green and red fluorescent 
intensities. However, imbalances can be caused by 
different incorporations of dyes, amounts of mRNA, 
and scanning parameters and these biases result in 
incorrect conclusions. Normalization makes gene 
expression data more accurate by removing these 
systematic variations. Therefore, the study of 
normalization is important for clustering and also 
profitable by making groups that show similar 
expression patterns. We tried to certify the results of 
normalization by comparing the operation time of k-
means and fuzzy c-means clustering methods. When it 
takes less time for k-means clustering and more time 
for fuzzy c-means clustering relatively, we can say the 
result of the normalization is good. In addition, we 
analyzed characteristics of standard normalization 
using two clustering methods. These two methods will 
be used as the verification methods of any 
normalization in cDNA microarray. 
 

Keywords: fuzzy clustering, fuzzy c-means algorithm, 
k-means clustering, microarray, normalization 

 
1. Introduction 

The latest advancements in genetics has made many 
things possible [1]. They ascertain the facts how the 
gene expressed in body and what to do. cDNA 
microarray maps and sequences all the genes on a 
small chip. It looks over gene expression patterns. For 
example, a disease happens because of an interaction 
between genes and not simply because of one gene.  

cDNA microarray is useful to observe the whole 
expression pattern in this case[2]. The cDNA 
microarray data needs normalization steps before 
classification steps are possible [3]. Because there are 
more noise than any experimentation. The difference 
the physical properties of two dyes accounts for that 
noise. This noise is the exact intensity of temperature 
or fluorescence, sometimes the green dye seems to 
have high fluorescence intensity. It doesn`t have the 

same dye intensity for this reason [4]. There are other 
problems which the efficiency of dye incorporation, data 
collection, the data scanning process, the difference 
between pin-groups and slide heterogeneity. All of these 
problems generate noise. The quality of data is poorer as 
the noise adds up. The noise differs in degree due to an 
experimenter`s skill or chemical materials used. The 
purpose of normalization is to correct errors in the 
patterns among the kinds of noise. cDNA microarray 
normalization means the  revision of fluorescence 
intensity and the comparison of gene expression level 
through experiments or slides.  cDNA microarray 
normalization is divided into three divisions of selection 
methods. In the first method, let us suppose that a small 
ratio is expressed in all genes. This normalization applies 
to almost all of the genes. The second method, genes are 
normalized based on constant expression. This method 
applies to a subset of genes instead of all genes. In the 
third method, genes are either arranged by spiked control 
or the titration series of control sequence is used. This 
paper uses the first method in which all genes in the 
cDNA microarray are used. 

This paper verifies the normalization results of the 
cDNA microarray data. It uses the eigen feature of k-
means clustering and the fuzzy c-means clustering 
algorithm [5-8]. The eigen feature makes rules according 
to experiment data. It influences operation time of the 
termination tolerance. The notion of cDNA microarray 
analysis decreased the average operation time of k-
means clustering and increased the time of fuzzy c-
means clustering. The cause of the operation time is an 
appraised method of cluster position selection. Section 2 
explains the difference and features of the two clustering 
algorithms. Section 3 explains the structure of the 
experiment data. Section 4 explains the noise reduction 
method and normalization to be used. Section 5 shows 
the result based on the proposal theory, and shows the 
proper objective. The last section presents conclusions 
and suggests future study. 

 
2. The Clustering Characteristic Analysis 

Clustering analysis uses general Euclidean distance 
between an independent entity. The calculated distance 
indicates similarity and non-similarity. For k-means 
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clustering, it makes using (1) and (2). 
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When it satisfies (3), it stops the operation. 
 

( ) ( )1     l lIf U U then ENDδ−− ≤                 (3) 

 
This means the change of U , the cluster 

membership set, is confined to the limits of the 
termination tolerance. Fuzzy c-means clustering uses 
Euclidean distance to estimate similarity, too. It uses 
U , which is a real number [ ]0,1 , but not { }0,1 . 
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The membership matrix changes can be explained 

by Figure 1. 

C1 C2 Cl

d1

d2

……

dn

…
Clusters

                                   

samples

⎧
⎪
⎪
⎨
⎪
⎪⎩  

 
Fig. 1 Membership matrix. 

Sample { }1,iD d i N= = ⋅⋅⋅  belongs to each 

cluster with membership values. This means that each 
sample has an overlap, so it gives the problem careful 
consideration. For the last section, the normalization 
corrects fluorescent intensity imbalances and gene 
expression levels between slides. When it corrects two 
factors, the cDNA microarray data removes absolute 
fluorescence intensity and only the variation between 
samples remains. So it is difficult to divide clusters. 
We may be thought that it is more convergent than k-
means clustering, because fuzzy c-means clustering 
fully considers cluster membership. However, fuzzy c-

means clustering time is shortened after normalization. 
This result can be explained by the cluster membership 
error effects decreased. If there are more samples, it 
becomes a remarkable large difference. Unlike fuzzy c-
means clustering, k-means clustering takes longer and 
the variance becomes larger after normalization. 

 
3. Experiment Data Structure Analysis 

cDNA microarray data is generally represented in 
matrix form. The matrix expresses the genes in rows, 
and the cDNA chips or samples in columns. This paper 
uses the cDNA microarray data from 17,000 genes and 7 
chips. The microarray data matrix form is as follows.  

 

Table. 1 DNA microarray matrix 

Gene Chip 1 Chip 2 … Chip 7 

1 1,1x  1,2x  … 1,7x  

2 2,1x  2,2x  … 2,7x  

…  …  …  …  …  
17,000 17000,1x 17000,2x  … 17000,7x

…  …  …  …  …  
 
For example, 1,1x  is the expression value of sample 1 

and gene 1, and 3,2x  is the expression value of sample 2 
and gene 3. Each expression is a log-ratio value. The 
microarray software uses this matrix form in the majority 
of cases. 
 
4. Noise Removal and Normalization 
4.1 Noise Removal 

When the flag which means reliability level is -50 or -
100, it is cut out. In addition, when the sum of gene 
change rate doesn`t rise above the threshold, it is also cut 
out. The threshold this paper used is 2. It was able to 
remove 300 genes. 

( )
,1 ,2 , 2

     ,: [ ]
i i i nIF x x x

X i
END

+ + ⋅⋅⋅+ <

=  

 
4.2. 1 Generalization of Normalization 

The normalization method is illustrated in figure 2. 
 

Normalization
Method

Single-slide

Within-slide

Paired-slide

Multiple slide

Location  

Scale 

Global

Intensity dependent

Within-print-tip-group

 
 

Fig. 2 Normalization Method. 
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Common normalization methods correct errors 
using means and variances of the slide by matching the 
red and green intensities. That is to say, the gene 
expression level corrects as many errors as α . 

 

log        Normalization methodR
G

α α⎛ ⎞ − =⎜ ⎟
⎝ ⎠

 

 
α  can build up to several normalization. If a 

special α  is made, there will be need to verify. 
 

4.2.2 The Normalization Equation to be used 
This paper uses the standardization method[3]. The 

sample is updated to calculate a mean and standard 
variation. (5) is the mean of each sample, (6) is the 
standard variation of sample. 
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x x x
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=                                    (5) 
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    (6) 

 
The value of each normalized is updated on the 

cDNA microarray data matrix. 
 

,1 ,2 ,, , ,i i i i i n i

i i i

x x x x x x
s s s
− − −

⋅⋅⋅                          (7) 

 
5. The Experimentation Result 

The result of experimentation is drawn in box-plot, 
changing the sample size and the cluster number. A 
box-plot can reasonably show the feature affected by 
the first random centers. 
5.1. The Result of k-means Clustering 

If the normalization of the cDNA microarray goes 
well, a operation time of k-means clustering takes 
longer. The interquartile range of the box-plot has 50 
percent of the observered data. When the value of the 
median is similar, the large rate of interquartile takers 
longer, as in figure 3 and figure 4. After the 
normalization, k-means clustering takes longer. That is 
to say, the rate of change is more emphatic than the 
absolute fluorescent intensity, because k-means 
clustering has a sensibility for uclidean distance. This 
feature of normalization also occurs in fuzzy c-means 
clustering 

 
5.2.1 The Result of Fuzzy c-means Clustering 

The features of k-means clustering are certainly 
observed in fuzzy c-means clustering. When the value 
of the median is similar, the rate of interquartile takes 
longer, as in figure 5 and figure 6. Figure 5 is 
ambiguous, but figure 6 shows that the operation does 
not take long, because fuzzy c-means clustering has a 
sensibility of cluster membership. 
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Fig. 3 The result of k-means clustering (size:2000). 
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Fig. 4 The result of k-means clustering (size:8000). 
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Fig. 5 The result of fuzzy c-means clustering (size:2000) 
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Fig. 6 The result of fuzzy c-means clustering 

(size:8000). 

 
5.2.2 A High Spot 

A high spot is found in figure 6. Figure 7 zooms 
cluster:30 and cluster:60 in figure 6. It is difficult to 
show the change of time before and after. Although the 
normalization emphasizes sample expression, it is 
difficult to classify to the number of clusters, so it can 
be assumed that the 8000 samples have 15~30 clusters. 
When the interquartile rate of fuzzy c-mean clustering 
keeps their distance, the cluster of gene expression is 
determined. 
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Fig. 7 Zoom in Fig. 6 (cluster:30 and 60). 

 
6. Conclusion 

This paper proposes an appraised method of 
normalization in the cDNA microarray. The proposed 
model uses the difference of cluster membership 
update method. However, in this model, it is difficult 
to determine optimized data-size and cluster number in 
the microarray. Therefore, in subsequent rearch, the 
cluster number of gene expression by the interquartile 
rate is expected to be determined. 
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Abstract  
 

In this paper, it introduced simulated annealing (SA) 
as a method of halftoning in the color image. 3 methods 
called Type1, Type2 and Type3 are research in the paper. 
Type1 is using the SA with resolving of color image into 
three primary colors ingredient of Red (R), Green (G) and 
Blue (B). Those applied the halftoning by SA respectively, 
and composed process result. In the Type2, a color regards 
as the 3 dimensions vector of R, G and B. Not only size of 
error vector but also angle error added to cost. In the Type3, 
the basis of above two results, it made not to consider the 
cost of angle error at Type2. The appropriation pixel 
becomes R=G at the process image when R=G of original 
image was formed. Similarly, in case of becoming R=B 
and B=G, it were assumed to a restriction.  

In case of SA is adapted to the halftoning in color 
image. we could get result the superior image quality using 
Type3. Therefore, availability to the halftoning to the color 
image of SA became clear. 
 
1.Introduction 
 

Halftoning  has an important role in the hard copy 
of a printer and facsimile communication system. The 
digital halftoning of the gray scale images has dither 
method , error diffusion method , application of the 
solution of combinatorial optimization proble  and 
various methods.  

)3~)1

)1 )2

)6),3

In case halftoning is thought as combinatorial optimization 
problem, ideal image to visual sensation is searched. It has 
been proposed that genetic algorithms (GA) on the process 
to the gray scale image. String size is not taken greatly, 
there is influence by the non-continuity in the boundary . 
For this reason, we introduce makes to hasten calculation 
speed substantially clear at using SA . In this paper, it 
introduces Simulated Annealing (SA) at the halftoning in 
the color image. We can get result that halftoning of color 
image is good visual sensation and when input image 
became a gray scale image, gray scale image can be 
obtained in process image.   

)3

)6~)4

  

 
Fig. 1 Procedure of the halftoning with deviding the three primary colors 

2. Extension to color image of halftoning used 
SA in gray scale image 

 
It is mentioned procedure for halftoning of color 

image based on halftoning  for gray scale image as 
mentioned using SA. At the color image the case of 
Windows Bit Map, the three primary colors of R, G and B 
has density information of 0-255 respectively. These 3 
plains would be piled with regarding R, G and B as three 
gray scale images. It stands for the flow of this process to 
Fig. 1, and states the process to the following. This method 
is called Type1. 

)6

1) The color image is resolved into 3 planes on three 
primary colors of R, G and B. 

2) It uses Cost function that is the same as the case of the 
gray scale image and carries out SA on each     
planes. 

3) Process image can be obtained by each solution. 
 
Cost function used in the SA is assumed to stand by linear 
combination with cost mE  on present of gray level and 
cost c  on contrast of edge, those showed by following 
equation. 

E

ccmm EEE αα +=                                 (1) 
Here, mα  and cα  are each weight.  The relation is filled 

1=+ cm αα .  
Cost m on present of gray level showed by following 
equation. 

E

∑
∈

−=
blockyx

F
p

m yxqyxF
N

E
),(

),(),(1                   (2) 
 

 Here, gray level density of original image regards 
 and gray level density of process image regards 
in coordinates (x,y). Then  is gray 

level density of binary pattern in Gaussian filter convolute, 
p  is pixel number in block . In case of changing color 

of a pixel, block  in this equation is domain where effect 
cost function. It indicates the pixel and 24 neighborhood 
pixels here. Cost  about the contrast shown by 
following equation.  

),( yxF
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yxfyxFyxF s                                (4) 

 
Here,  is local average of  in ),( yxfs ),( yxF 55×  
pixels. M  is gray level number in original image.  
The process image could be got by the method that is 
shown a Fig. 2. 
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(a) Original image                         (b) 0.0=mα  

   
(c) 2.0=mα                               (d) 5.0=mα  

      
(e) 8.0=mα                               (f) 0.1=mα  

Fig. 2 Halftone Images using the Procedure Type1 (Original images is 
full color image) 
 
These images are )(256)(256 VH ×  pixels, 24bit 
images. Therefore, mα  shows cost on weight about the 
gray level density, cα shows cost on weight about the 
contrast, )1( mc αα −= . In SA, initial temperature 0T  is 
equal to 100, decreasing coefficient α  is equal to 0.995. 
The chapter is explained again about Compromise type of 
the initial temperature and the temperature fall coefficient. 
The gray scale image is well known  for getting the best 
result at 

)6)3

2.0=mα . Also at the result of Fig. 2(b)-(f), the 
outline is clear and also the reappearance of color is good 
when the color image is used in case of 2.0=mα . 
Therefore, halftoning in the color image also consider ratio 
of weight about gray level density mα and weight about 
contrast cα  is the same. 

The same process is applied to the gray scale image 
(It is RGB24bit but calculates brightness information, and 
R=G=B is consisted). This is shown a Fig. 3. The color 
other than white and black is breaking out. The reason, it is 
because same solution can't get necessarily in R plane, G 
plane and B plane by multimodal of a solution in SA. And 
the result that convoluted them appeared the color other 
than white and black. Inherence the gray scale image is 
desirable that the color other than white and black is not to 
break out. Therefore, the color image could get good result. 
However, the gray scale image could get bad result.  
 
3. Primary color process when it doesn't 

resolve into 3 primary colors ingredient  
 

The color image is resolved into each ingredient of R, 
G, B, after did halftoning on SA, it was adapted to reset  

      
(a) Original image                        (b) 0.0=mα  

      
(c) 2.0=mα                              (d) 5.0=mα  

      
(e) 8.0=mα                               (f) 0.1=mα  

Fig. 3 Halftone Images using the Procedure Type1 (Original images is 
gray scale image 
 
method in previous chapter. Original image is case of full  
color image, it became comparatively good result. 
However, Original image is case of gray scale image, the 
result is necessary to improve that the color other than 
white and black break out. Because in this chapter uses 
method that it is not resolved into three primary colors of R, 
G, B. This method is called Type2.  
 
3.1 Process procedure 
 

Fig. 4 is shown flow diagram in the quantization of 
color images on SA . It is not resolved into 3 planes on R, 
G, B, it process same procedure that halftoning used SA in 
the gray scale image. The procedure is shown a following. 

)6

 
1) Random pattern of 8 colors is selected as initial 

process image. 
 
2) The element in each pixel of color is changed. It 

changes color by using random number of 0 form 7.  
 
3) Cost oldE  conducts before step 2 and cost newE  

conducts after step 2 calculate. Change volume of cost 
function gets . dE

oldnew EEdE −=                                   (5) 
 
4) The turning over can accept at probability p . 
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Fig. 4 Flow diagram     Fig. 5 Treatment of the 

vector for color 
 
Here,  is temperature in the calculation, k  is 
Boltzmann constant. 

)(nT

 
5) Trial of the above step2-4 does as order of raster 

operation against all pixels. After trial in all pixels 
finished, temperature is let to fall, shown by 
following equation. 

)(nT

)1()( −= nTnT α                                   (7) 
       Here, α  is constant how many 0 and over less than 1. 
 
6) Step2-5 is repeated by change value of cost function 

becomes small. 
 
3.2 Treating of cost function like the vector  
 

The process method is shown in previous section 
needs to think about the cost function newly. Because it is 
not divided into the plane of 3 primary color. Treatment of 
the vector for color shows Fig. 5. Color vector  shows by 
following equation. 

c

                                                             (8) bkgjric ++=
Here,  are unit vector to each R, G, B direction. And 

 are shown size of vector to each R, G, B direction. 
Therefore, cost function 

kji ,,
bgr ,,

E  is considered as follow. 
 
1) s  is replaced in a 

foregoing chapter with each  
),(),,(),,(),,( yxqyxQyxfyxF F

),(),,(),,(),,( yxqyxQyxfyxF Fs . And 
calculation of cost E  that related to expression of gray 
level is shown follow equation. 
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2) Similarly, cost c  about the contrast shown by 

following equation. 
E
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3) An angle error θ  with color vector of original image 

and process image is considered because only using the 
above (1), (2) can be the result that is same as the one 

obtained in a foregoing chapter. It considers that length 
of vector becomes 0 in seven colors of other either if 
color of process image is black (R=G=B=0), an angle 
error θ  is taken 0 too. 

 
4) Cost function is shown by following equation from 

above result. 
  

))(0.1( ccmm EEE ααβθ ++=                        (12) 
 

In this expression, there is a constant 1.0 to prevent that 
the cost become 0 used an angle error θ , β  is an angle 
error. 

 
5) Calculation of cost in equation (19) is used 2.0=mα  

and 8.0=cα . 
 

Process image using SA above procedure is shown by 
Fig. 6 and Fig. 7. Fig. 6 is process image using color image 
as original image. Here, It follows that it is similar to the 
Fig. 2(c) that is process image in a foregoing chapter in the 
case of 0=β . However, it is become color reappearance 
such as achromatic color when β  value is much. This is 
considered a ratio of angle error θ  grows big and error of 
gray level density of color of each is made light of one. 
The above, 0=β  is considered that color image is 
effective and introduction of an angle error is meaningless. 

Fig. 7 is process image by use of gray scale image (It 
is RGB24bit, but BGR == is taken advantage of only 
intensity information) as original image. Here, in case of 

0=β  follows that it is similar to Fig. 3(f) that it is 
process image a foregoing chapter. The reason is 
considered to make neighboring color vector average and it 
should become same color. However, there is not outbreak 
except for white color and black color when weight of an 
angle error θ  is heavy. In this way the color except white 
and black does not appear in gray scale image when the 
angle error into the cost function introduced, but it become 
color reproduction such as achromatic color in the color 
image. Therefore, even this method is the method that is 
poor in versatility for color image and gray scale image. 
 
4. Introduction of a limitation condition in 

choice of a color 
 

Type1 is suitable to halftoning of color image, but it is 
a problem to occur that the color except white and black 
when gray scale image is extended. Type2 dose not occur 
that the color except white and black in gray scale image, it 
is a problem of color reproduction such as achromatic color 
in the color image. Among both of a trade-off is connected 
with each other. Therefore, it must be think about a method 
to satisfy the following conditions at the same time. 
1) Color image should be natural color reproduction 

visually.  
2) Gray scale image should appear the color that except 

white and black. 
To satisfy this condition, the method use the versatility to 
gray scale image of Type2 with good point of Type1. 
Therefore, there is following method. 
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(a) 0.0=β                                 (b) 03.0=β  

      
(c) 1.0=β                                   (d) 3.0=β  

Fig. 6 Halftone Images using the Procedure Type2 (Original images is 
full color image) 
 
1) Weight 0=β  for angle error θ  as cost function is 

following equation in Type2.  
ccmm                                            (13) EEE αα +=

Here, it is assumed 2.0=mα , 8.0=cα  from an 
argument to a foregoing chapter. 

2) If there is a relationship of R=G in original image, the 
choice of color in process image should be restricted 
within the relationship of R=G. 

3) If there is a relationship of G=B in original image, the 
choice of color in process image should be restricted 
within the relationship of G=B. 

4) If there is a relationship of R=B in original image, the 
choice of color in process image should be restricted 
within the relationship of R=B. 

 
The above method is called Type3. Process image obtained 
by this Type3 is shown as Fig. 8. This result is same as 
result of process image of Type1 with 0=mα  in color 
image. Only white and black appear in gray scale image 
and it is well result. 
 
5. Conclusions 
 

Type1 was the same as the knowledge in the gray 
scale image of SA, and when the weight of cost mE  on 
present of gray level, contrast c  on contrast decides each 
0.2, 0.8, the image understood to have become the 
expression were prominent subjectively by this method. 

E

In case of using this method, It is adapted to the gray scale 
image that consist of R=G=B. Then the color other than 
black and white is breaking out by multimodal of a 
solution, as a result, process image does not become the 
gray scale image. Type2 could prevent the occurrence of 
others color in gray scale image. However, it became the 
process image of little saturation in color image. Follow, 
Type3 made the basis of above two results. When it made 
not to consider the angle error at Type2, the same process 
image could get by color image. And in case of gray scale 
image, the color other than black and white doesn't appear 
by process image. 

      
(a) 0.0=β                              (b) 03.0=β  

      
(c) 1.0=β                                (d) 3.0=β  

Fig. 7 Halftone Images using the Procedure Type1 (Original images is 
gray scale image) 
 

      
(a) Original image              (d) gray scale image 

Fig. 8 Halftone Images using (Type3) 
 
Therefore, in case of SA is adapted to the halftoning in 
color image, we could get result good as the visual 
sensation at using Type3. Therefore, availability to the 
halftoning to the color image of SA became clear. Method 
of SA is calculated 15 minutes degree at CPU is 2GHz of 
Pentium4, Memory capacity is 1.5GB and OS is 
WindowsXP. Mention as assignment, the cutting of 
calculation cost and the shortening of process time. 
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Abstract
In this paper, we propose a method for optimizing

common cycle length and offsets among signal control
parameters in area traffic control of a grid street net-
work using a genetic algorithm. The gene of each offset
is expressed by three bits, and that of a common cycle
length by six bits. Each individual (a candidate of so-
lution) is evaluated based on the weighted sum of delay
time and stop percentage using CORSIM simulator in
TSIS traffic integration software. The results of simu-
lation experiments for regular and irregular grid street
networks show that the optimal solutions obtained by
the proposed method are better than theoretical ones
based on a linear model in traffic signal control.

1 Introduction

Increasing number of vehicles in use generates seri-
ous problems such as traffic accidents and congestion.
It is deeply desired that automobile traffic safety and
smooth traffic flow are realized by appropriate traf-
fic light control. There are three types of traffic light
control: independent control handling a single signal,
coordinated control in which two or more signals on a
arterial road work in association with each other, and
area traffic control which is a two dimensional version
of coordinated control. Especially, large effects can be
expected in coordinated control and area traffic con-
trol if they are optimized.

The object of this study is to improve the perfor-
mance in area traffic control. Among the parameters
of area traffic control, common cycle length, splits,
and offsets, we focus attention on the common cy-
cle length and offsets. The decision of common cy-
cle length and offsets is considered as a combinatorial
problem. If the number of intersections increases, the
number of combinations becomes huge, and it is dif-
ficult to find an optimal solution. Hisai and Sakai [1]
proposed analytical method for optimizing the offsets

of signals on a grid street network. The time cost of
the method is small but it is difficult to optimize them
globally. Therefore, we have to solve the problem by
some heuristic method. Abu-Levdeh and Benekohal
[2] examined several genetic algorithms (GAs) applied
to the optimization of traffic control parameters. GA
is metaheuristics applied in versatile as a methodolo-
gy for optimization, adaptation, and learning. Their
target system in experiments was a signalized arterial
road. In this paper, we propose a method for optimiz-
ing common cycle length and offsets among signal con-
trol parameters in area traffic control of a grid street
network using a GA.

2 Area traffic control

Coordinated control is an approach to manipulat-
ing two or more signals on an arterial road in asso-
ciation with each other. Area traffic control (ATC)
is a method by which a traffic signal group placed on
a street network spreading two-dimensionally is con-
trolled concentratedly. It can be considered as a two-
dimensional version of coordinated control. Common
cycle length and offsets are particular parameters of
area traffic control. Common cycle length is a total
time to complete one cycle in common with all signal-
s. Offset is the delay from the start of the green phase
of a reference signal to that of the signal concerned.
According to the manual of JSTE [3], if round trip
time T of a link in overall speed V is multiple integer
of cycle length C, that is,

T =
2D

V
= nC, (1)

vehicle delay time can be minimal. In the equation
of (1), D is the link length. In the method adopted
by present Japan, a region to be controlled by ATC
is manually divided into several blocks based on the
amount of traffic flow for every traffic situation con-
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sidered. The control parameters are decided in every
block and they are integreted. For a traffic situation,
a set of control parameters corresponding with the sit-
uation is chosen from among the several sets of them
obtained in advance and applied. However, because
the frequent renewal of the several sets of them is d-
ifficult in this system, the system can not deal with
unexpected traffic situations immediately. And, it is
difficult to automate such work. So, we aim at opti-
mizing ATC parameters of all signals in the region of
interest by a heuristic method. In this study, we limit
street networks to grid ones as the simplest case, and
propose an optimization method of the control param-
eters.

3 Applying a GA to ATC

In this study, a combinatorial optimization prob-
lem of the set of control parameters, the common cy-
cle length and offsets, is considered for a grid street
network which consists of the streets of L rows and R
columns and the intersections of L×R. Each inter-
section points is called a ’signal’ and each connecting
street between two adjacent intersections is called a
’link’. Using the traffic micro simulator CORSIM, we
simulate the street network with the sets of control
parameters represented by viable solutions generated
by a GA. Evaluating the results of the simulations,
we use the output data of CORSIM; Vt (Vehicle Trip-
s :the number of vehicles that have been discharged
from the link), Tt (Total Time : total time on the link
for all vehicles), Dt (Delay Time : the time that vehi-
cles are delayed if they cannot travel at the free flow
speed), Sp (StopPercentage : the ratio of the number
of vehicles that have stopped at least once on the link
to the total link trips) where the link means unidirec-
tional one. We calculate a performance index (PI) as
follow:

PI =
N∑

n=1

{
Dtn

Ttn
× Vtn

Td
+ K × Spn × Vtn

Td

}
(2)

where K is the weight coefficient of Sp, Td is the
simulation time, and N is the number of unidirectional
links, N = 2L(R − 1) + 2(L − 1)R. The PI is the
weighted sum of delay and stop. So, the smaller the
PI the better the evaluation.

This optimization is carried out by a GA. GA is a
metaheuristics applied in versatile as a methodology
for optimization, adaptation and learning. The cod-
ing method of the GA is as follows. A chromosome for
the GA consists of 30 bits as shown in Figure 1, where

3-bit binary number 6-bit binary number

② ③ ④ Common cycle length IN⑨

individual

② ③ ④

⑤ ① ⑥

⑦ ⑧ ⑨

reference intersection
（offset=0）

Main streets

Minor streets

1     0     0     0     1     0     0    1     1 0    0     1     0     1     0    1     1     0・・・

Intersection 
number

link

Figure 1: Coding method of cycle length and offsets

an offset is represented by a 3-bit binary number, and
common cycle length is represented by a 6-bit bina-
ry number. Each intersection is numbered as shown
in Figure 1. Actual offset values represented by 3-bit
binary numbers Ik are taken as center values of equal-
ly divided 8 intervals between 0 and a common cycle
length C, as shown in Figure 2. Actual common cycle
length C(MIN ≤ C ≤ MAX) represented by a 6-bit
binary number IN is ranging from 40 to 150 seconds,
and obtained as

C = MIN +
MAX − MIN

26 − 1
IN . (3)

…11930…37…440… …11930…37…440…

individual 1     0     0     0     1     0     0    1     1 0    0     1     0     1     0    1     1     0・・・

2
0 1 2 3 4 5 6 7Ik

② ③ ④ IN⑨
Intersection 

number

Figure 2: Calculating method of offsets

The fundamental algorithm of the GA is expressed
in the following. First, M individuals (the initial pop-
ulation) are generated using uniform random numbers.
All individuals of the current generation are evaluated
by the fitness F defined by the inverse number of PI
as

F =
1

PI
. (4)

Secondly, the operations based on genetic rules are ap-
plied to them for the construction of the next genera-
tion. As the genetic rules, we adopt elitism, and apply
crossover and mutation to the individuals selected by
roulette. Elitism is a mechanism that protects the
chromosomes of most-highly-fit population from the
genetic operations. In experiments, the top of the in-
dividuals becomes elite. Crossover is the main mecha-
nism of the GA which expects the more-highly-fit chil-
dren than their parents. For crossover, M/2 pairs of
parents with permitted duplication are chosen from
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M individuals based on the roulette selection at the
probability proportional to the F value. From M/2
pairs of parents, their copies are made as M children,
and one-point crossover is applied for the children in
the probability of 1.0, and the last child is exchanged
for elite. The mutation inverts a randomly chosen bit
among 30 bits in each chromosome according to the
probability of 0.1. The set of offsets with most highly
fitness at the last (T th) generation is made to be the
best solution. Considering the calculation efficiency,
the GA optimizes the offset of each intersection in the
resolution of 3 bits. Then, we apply a coarse-to-fine
approach to raise the resolution of the offset. In the
first stage, the interval between 0 and C is coarsely
divided into 8 segments, each offset is represented by
the segment number 0 to 7 which corresponds to the
3-bit binary number, and the offset of all signals are
optimized by the GA.　 In the second stage, for each
offset the interval is diminished by one quarter, its
center is set to the center of the segment obtained in
first stage, and the same procedure as the first stage is
carried out. After the third stage performed as same
as the second one, each offset can be obtained at the
accuracy of 1/4×1/4×1/8 = 0.78% in the interval be-
tween 0 and C. Whereas, the common cycle length C
is optimized in the first stage, and it is fixed in the
second and third ones.

4 Results of simulation experiments

4.1 Regular grid network

First, we compare the solution of a linear model
with that of the proposed method under the situation
where the actual traffic condition is simplified. That
is, the street network is made to be the regular grid
one with 3 columns of main streets and 3 lines of mi-
nor ones and having 9 intersections and 24 unidirec-
tional links (12 bidirectional links) of equal length D
= 1000[ft]. In the GA, the size of population is made
to be 50 individuals and the number of generations to
be 30. Traffic and signal conditions of the simulator
CORSIM is set as follows.

• Free flow speed : 27[ml/h]
• traffic flow : (main street) 0.35[vehicles/s]

(minor street) 0.20[vehicles/s]
• phase probability : 0.50
• right and left turn : no turn
• yellow time : 3[s]
• all red time : 2[s]

The reference signal of the grid network is made
to be the center one and its offset to be 0. In the
linear model, the offset of each signal connected to the
reference one by the link is calculated by D/V , where
V is the free flow speed. The offset of each of the
rest of 4 signals are calculated by adding D/V for the
vertical link to the offset of the signal connected by the
link. And the common cycle length in the linear model
is equal to the round trip time T of a link according
to the equation (1).
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Figure 3: Distribution of the common cycle length as
a function of generation in the first stage of the GA
(regular grid network)
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Figure 4: Distribution of the fitness value of each in-
dividual as a function of generation (regular grid net-
work)

Table 1: The best solution of the GA and the linear
model (regular grid network)

cycle length offsets of ©1 to ©9 fitness
GA 57[s] 0 2 31 1 28 28 1 31 1 0.0754

linear model 50[s] 0 0 25 0 25 25 0 25 0 0.0279

As experimental results, Figure 3 shows the distri-
bution of the common cycle length as a function of
generation in the first stage of the GA. Figure 4 shows
the distribution of the fitness value of each individual
as a function of generation. Table 1 shows the best
solution of the GA and the linear model.

4.2 Irregular grid network

Next, we examine the linear model and the pro-
posed method under more actual situation than the
above. That is, the street network is made to be the
irregular grid one with 3 columns of main roads and 3
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lines of minor ones and having 9 intersections and 24
unidirectional links (12 bidirectional links) of unequal
length as shown in Figure 5.

Main streets

M
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1374[ft] 600[ft]
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M
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⑦ ⑧ ⑨

Figure 5: The setting of the link lengths

The parameters of the GA and the traffic and signal
conditions of CORSIM are same as the above exper-
iments. The reference signal and its offset are set as
same as the above. In the linear model, the offset of
each signal is also calculated as same manner as the
above. And the common cycle length in the linear
model is equal to the average of the round trip times
of all links.
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Figure 6: Distribution of the common cycle length as
a function of generation in the first stage of the GA
(irregular grid network)
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Figure 7: Distribution of the fitness value of each indi-
vidual as a function of generation (irregular grid net-
work)

As experimental results, Figure 6 shows the distri-
bution of the common cycle length as a function of
generation in the first stage of the GA. Figure 7 shows
the distribution of the fitness value of each individual
as a function of generation. Table 2 shows the best
solution of the GA and the linear model.

Table 2: The best solution of the GA and the linear
model (irregular grid network)

cycle length offsets of ©1 to ©9 fitness
GA 70[s] 0 15 43 12 35 45 69 30 10 0.0279

linear model 61[s] 0 51 33 0 33 30 0 39 60 0.0196

5 Discussion

In Tables 1 and 2, the fitness values of the optimal
parameters obtained by the GA are higher than those
by the linear model on the regular and irregular grid
street networks. Figures 3 and 6 show the convergence
to constant values of the common cycle length in the
course of generation. In Figures 4 and 7, we can see
that the fitness values become high and converge, in
the course of generation. And, the effect of the coarse
to fine approach of the 3 stage GA can be seen. After
all, on both of the regular and irregular grid street
networks the availability of the proposed method is
confirmed.

6 Conclusion

In this paper, we propose an optimization method
for common cycle length and offsets among signal con-
trol parameters in area traffic control of a grid street
network using a GA. As future work, we intend to
investigate the goodness of the proposed method by
comparing it with the other methods, and to apply
other metaheuristics such as ant colony optimization
in order to raise the efficiency of the proposed method.
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Abstract 
 

In this study, we propose a method of 
3-dimentional medical image recognition of the lungs, 
pulmonary vessels and bronchial trees by using an 
artificial neural network. Two neural networks trained 
using the back propagation algorithm are applied to 
medical image recognition. First, the neural network 
recognizes the outline of the lungs and outputs the lung 
regions and 3-dimensional images of the lungs are 
displayed. Then, second neural network recognizes 
outline of the pulmonary vessels and bronchial trees and 
outputs the regions of them and 3-dimensional images 
are displayed accurately. These image processing 
proposed in this study can be easily applied to another 
medical image such as MRI image. 
 
Keywords: Neural network, lungs, 3-dimensional image 
 
1  Introduction 
 

Neural network used in this study has a three 
layered neural network architecture that is constructed 
with the input layer, the hidden layer and the output layer. 
Weights of the neural network are estimated using the 
back propagation algorithm. Two neural networks are 
applied to 3-dimentional medical image recognition of 
the lungs, pulmonary vessels and bronchial trees. First, 
the neural network is organized in order to recognize the 
outline of the lungs and extract the lung regions. Then, 
the subtraction images of the lungs are extracted and are 
used to organize the second neural network. Second 
neural network is recognized and extracts the pulmonary 
vessels and bronchial trees regions. These image 
processing are carried out for all slices of multi detector 
row computed tomography (MDCT) images and 3- 
dimensional images of pulmonary vessels and bronchial 
trees are displayed with the volume rendering software. 
 
2  Artificial neural network architecture 
 
     The neural network, which has 3-layered 
architecture with the input layer, the hidden layer and the 
output layer, is trained using back propagation algorithm. 
Architecture of the neural network is shown as follows:  
(1) Input layer 

ii xu =     (i=1, 2,…, p)                (1) 
Here, xj is input variables and p is the number of the 
input variables. 
(2) Hidden layer 

θ−= ∑ i

P

i
ij uwy , ( )gj ,,2,1 L=       (2) 

( )j
j y

u
−+

=
exp1

1
，    (3) ( )gj ,,2,1 L=

Here, wi (i=1,2,…, p) is the weights between the input 
and the hidden layer and g is the number of neurons in 
the hidden layer. 
(3) Output layer 

θ−= ∑ j

g

j
jk uwy ， ( )       (4) rk L,2,1=

( )k
k y

u
−+

=
exp1

1
， ( )      (5) rk L,2,1=

Here, wi (i=1,2,…, g) is the weights between the hidden 
and the output layer and r is the number of neurons in the 
output layer. 
 
3  Application to medical image recognition 
of the lungs 
 

The neural network trained using the back 
propagation algorithm was applied to the medical image 
recognition of the lungs. MDCT images of the lungs 
were used in this study.  
 
3.1 Image recognition of the lung regions 
 

An original image shown in Fig.1 was used for 
learning weights of the artificial neural network. The 
statistics of the image densities in the neighboring region, 
the N×N pixel regions, were used as the image features. 
Three parameters namely, mean, standard deviation and 
variance were used as the useful input variables [1]. The 
output value of the neural network was zero or one. 
When N×N pixel region was contained in the region of 
the lungs, the neural network set the pixel value at the 
center of the N×N pixel region to one and this pixel was 
shown as the white point. In this study, we set the value 
of N to 4. Figure 2 shows the output image of the neural 
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network after the post-processing. In the post-processing, 
small isolated regions were eliminated by the image 
processing such as the dilatation and the erosion. Then, 
outlines of lung regions were expanded by N/2 pixels 
and outline of the lungs were extracted. In order to check  
matching between original and output image of the 
neural network. The output image was overlapped on 
original image after the post-processing. Overlapped 
image is shown in Fig.3. Gray scale image (Fig.4) of the 
lungs was subtracted from the original image (Fig.1) 
using the output image (Fig.2) of the neural network. 
These image processing were carried out for all slices of 
MDCT images and 3- dimensional images of the lungs 
are displayed with volume rendering software as shown 
in Fig.5. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.1 Original image       Fig.2 Output image(1) 
 
  

 
 
 
 
 
 
 
 
 
Fig. 3 Overlapped image    Fig.4 Subtraction image(1) 
 
 
 
 
 
 
 
 
 
 
 
 
      Fig.5  3-dimensional image of the lungs 
 
3.2  Image recognition of the pulmonary vessel 
and bronchial tree regions 
 
     Gray scale image shown in Fig.4 was used as a 
new original image to organize second neural network. 
The organized neural network recognizes the outlines of 

pulmonary vessels and bronchial trees and outputs the 
regions of them. Figure 6 shows the output image of 
second neural network. Then, the gray scale images 
(Fig.7) of the pulmonary vessels and bronchial trees are 
extracted from the new original image (Fig.4) using the 
output image (Fig.6) of the neural network. These image 
processing were carry out again to all slice images of the 
MDCT. Then, 3-dimensional images were displayed by 
the volume rendering software using these gray scale 
images of the pulmonary vessels and bronchial trees. By 
these procedures, the regions of pulmonary vessels and 
bronchial trees were recognized and extracted accurately 
by the neural network.  
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Output image(2)    Fig.7 Subtraction image(2) 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig.8  3-dimensional image of the pulmonary vessels  

and bronchial trees 
 
4  Conclusion 
 

In this study, the neural networks trained using the 
back propagation algorithm were applied to the 
3-dimensional medical image recognition of the lungs, 
the pulmonary vessels and bronchial trees and 
3-dimensional images were displayed accurately. These 
image recognition procedures using the artificial neural 
networks can be applied easily to another medical image 
such as the MRI. 
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Abstract
This paper propose a basic design for rough set proces-

sor for knowledge discovery. In this paper, the architecture
and the algorithm, the simulation, the experiment of the
dedicated processor are shown.

1 Introduction

Rough set theory is widely paid to attention in recent
years. This theory is very effective to the database includ-
ing rough expressions and contradictions [1]. The process-
ing of rough set is simple, but it is difficult to obtain the
quick response. The design of the hardware based on the
rough set theory have been reported, but the dedicated pro-
cessor for the large-scale data mining has not been reported
yet. The proposed design can be applied in the field of
robotics, medical science, industry, and so on.

2 Architecture and Design

In the case of the huge database, it is necessary to
treat the logical function that consists of almost two thou-
sand variables. In order to process huge logical func-
tions, three units named “Core-Selector”, “Covering-Unit”,
and “Reconstruction-Unit” were designed [2]. “Core-
Selector” and “Covering-Unit” reduce the data in the pre-
processing, and “Reconstruction-Unit” extracts the rules
in the post-processing. “Core-Selector” selects some core
data and transfers the selected core data to reduct the log-
ical function data. On the other hand, “Covering-Unit”
deletes the data that can be deleted by using the selected
core data. Figure 1 shows the core-data selection and
the function-data reduction. The post-processing time of
“Reconstruction-Unit” is reduced by the pre-processing by
“Core-Selector” and “Covering-Unit”. “Reconstruction-
Unit” discovers the important rules from the reduced log-
ical function. In the post-processing, ”Reconstruction-
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Figure 1: Core-Data Selection and Data Reduction

Unit” repeats the processing of the matrix data that is the
reduced function data. Figure 2 shows the discovery of the
impormant rules in the post-processing. “Reconstruction-
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Unit” consists of “Reconstruct-Controller”, “Parallel-
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Counter”, and “Sorter”. Figure 3 shows the block di-
agram of “Reconstruction-Unit”. It is necessary for

Rough Set Processor

Reconstruct-Controller

Parallel-Counter
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Register 4

Internal-Memory

D
ata

 B
u
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Figure 3: Block Diagram of “Reconstruction-Unit”

“Reconstruction-Unit” to repeat three steps to discover the
important rules. The step 1 is the parallel count process to
find the number of each variable in the logical function.
The step 2 is the sort process to select the variable that
has the largest counts. The step 3 is the delete process to
delete the row that has the selected variable. The discovery
of the most important rules is realized by repeating these
three steps until all rows are deleted. Fugure 4 shows the
schematic of “Reconstruction-Unit”.
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Figure 4: Schematic of “Reconstruction-Unit”

3 Experiments

The authors performed the design and the simulation us-
ing the logic synthesis tool (Xilinx ISE WebPACK 8.2i)
and HDL simulator (Mentor Graphics ModelSim XE 6.1e).
The experiment of the designed processor is performed on

Table 1: Gate Count for Design and Processing Time

unit name gate count (gates) time (µs)
Core-Selector (16 core-data) 9,400 82.5
Covering-Unit (16 core-data) 2,100 263.1
Reconstruction-Unit (4 rules) 36,200 4,152.7

the FPGA evaluation board (Xilinx Spartan-3E Starter Kit,
500 thousand gates). Table 1 shows the number of gates
and the processing time of the proposed processor. Fig-
ure 5 shows the experiment of ”Reconstruction-Unit” in the
post-processing.

Processing Time

Result

Figure 5: Experiment of “Reconstruction-Unit”

4 Conclusion

In this paper, the design and the experiment of rough set
processor is described. The future works are the experi-
ment with the actual database and the improvement of the
processing speed.

This research is patically supported by Research Insti-
tute for Science and Technology of Tokyo Denki Univer-
sity under Grant Q03-04.
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Abstract 

 
This study aims at building an autonomous robot 

that is capable of comprehending complicated image 
processing algorithms rapidly and concurrently via a 
wireless communication network. The entire system 
includes a mobile robot, a network camera mounted on 
the mobile robot, a wireless LAN, and a distributed 
image processing system. Images captured by the 
network camera are first transmitted to one of the 
clustered computers through the wireless LAN. The 
computer receiving the images then distributes the 
images to the other computers in the cluster. The image 
processing results will be collected and reported back to 
the robot through the wireless LAN also by the same 
computer. With the clustered computers, multiple 
image-processing algorithms could be applied to a single 
image in a concurrent fashion. As an experiment, the 
mobile robot has been put on a street. In order for the 
mobile robot to move autonomously on the street, three 
targets including white lines on the road, static and 
moving obstacles, have been identified necessary for the 
distributed image processing system to detect. The 
experimental results indicate that the distributed image 
processing system successfully meet the needs for the 
autonomous movement of the mobile robot. 

 
Keywords: Network, Distributed Image Processing, 
Autonomously Moving Robot 

 

1 Introduction 
 
This study aims at the research and development of 

an autonomously moving robot so that the quality of our 
daily living could be further improved. The potential 
applications include the automated car driving, ITS 
(Intelligent Transport System), environmental and safety 
issues, and social welfare improvements such as the 
replacement of the guide dogs. 

The fundamental problem with an autonomously 
moving robot is the computational intensiveness. While 
moving autonomously, the robot needs to process all 
kinds of information such as the dynamically changing 
scene, sensor data, path finding, control of the movement, 
and so on. Recognition of the dynamically changing 

scene requires running a lot of complicated image 
processing algorithms, which consumes a lot of 
resources in terms of memory and CPU usages. The 
computer carried by the robot is overwhelmed by data 
processing needs. 

Over the past few years, network based 
communication technologies have made remarkable 
progress. Sharing the computational resources such as 
memory and CPU power and load balancing could easily 
be achieved through the network. This makes us think 
the possibility for the mobile robot to have its 
computational burden shared with others through the 
network, as well. With the computational burden shared, 
real-time processing of all the data could be possible and 
thus an autonomously moving robot could be expected. 

Based on the above-mentioned idea, we mounted a 
network camera on the mobile robot so that the robot 
could have the image processing load shared by a couple 
of high performance computers through a wireless LAN. 
The feasibility has been verified and the experimental 
results will be reported in this article. 
 

2 System Organization 
 
As shown in Figure 1, the entire system could be 

divided into the following three subsystems. 
・  Mobile robot 
・  Network communication 
・  Data processing for the autonomous movement 

 
   Figure 1: System organization of the autonomously 

moving robot. 
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2.1 Mobile Robot 
The mobile robot used in this research is 90 cm long 

and 60 cm wide. A network camera is mounted on the 
front of the mobile robot. The network camera keeps 
transmitting images through the wireless LAN to a 
high-performance server machine. The network camera 
has its own IP address, with which the communication 
with the remote server machine will not consume any of 
the computational resources on the computer carried by 
the robot. Images are transmitted through an IEEE 
802.11a wireless router that is mounted on the robot as 
well. 

In addition to the network camera, the mobile robot 
is equipped with photoelectric sensor, GPS (Global 
Positioning System) sensor, and 3D motion sensor. The 
computer carried by the robot processes the data from all 
these sensors. The same computer will also control the 
servomotor of the robot. Since the remote 
high-performance computers have shared the heavy-load 
data-processing tasks such as image processing and path 
finding, the computer on the robot could have more 
computational resources for the overall control of the 
movement. Visual Studio.NET from Microsoft has been 
used for the software development. The image 
processing tasks are executed with HALCON, an image 
processing software package from MVTec, a German 
company. 

 

2.2 Network Communication 

 
Fig. 2.  Architecture of the network organization.  

 
The needs for the network communication could be 

divided into two major areas. One is the area where the 
mobile robot is moving around. The other is the server 
machine and the other high performance computers. 
Considering the limited transmission performance of 
wireless LAN, the usage of wireless LAN is minimized 
by using the VPN (Virtual Private Network) so that the 
existing wired LAN could be used as much as possible. 
It could be a challenge to discover the existing wired 
LAN when the robot is put into operation in the real 
world. The benefit of using wireless LAN, however, 
includes the possibility of extending the area that the 

mobile robot could move around by the relay of the 
wireless LAN. 

The network communication on the server side, on 
the other hand, involves large amount of data processing. 
It requires high-speed and high throughput 
communication network. SCRAMNet, an optical 
network is used to reduce the communication delay. 

With the above optimization of the network 
resources, real-time processing could be expected. 

 

2.3 Distributed Image Processing 

 
Fig. 3.  Distributed Image Processing System 
 
Figure 3 shows the organization of the distributed 

image processing subsystem. The server machine that is 
receiving images from the network camera will write the 
image data into the shared memory. The same server will 
read the results processed by the other computers and 
report the results back to the robot.  

All the computers involved in the image processing 
basically share the shared memory. The synchronization 
is achieved through the SCRAMNet. The server machine 
is receiving images at the speed of 10 images per second. 
It will write the image data to the shared memory at the 
same speed. The other computers will read the image 
data from the shared memory and start processing. Since 
the robot is put on a street, at the very least three targets, 
white lines, static and moving obstacles, need to be 
detected through the image processing algorithms. Three 
high-performance computers accomplish the detection of 
the three targets independently and concurrently. The 
benefits of this system architecture include the 
scalability and the maintainability. 

 

3 Image Processing 
 
The following three image processing tasks are 

assigned to the distributed image processing system. 
・ White line recognition 
・ Static obstacle identification 
・ Moving obstacle identification 
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Based on the feature analysis of each of the target 
objects, a corresponding image processing algorithm has 
been developed. The outdoor scene is unstable due to the 
sunlight, shadow, and the vibration caused by the 
movement of the robot. This requires high robustness to 
the image processing algorithms. 

 

3.1 White Line Recognition 
Basically, two approaches have been taken toward 

the extraction of white lines. One is color-based. The 
other is edge element based. The white lines are finally 
identified by integrating the information from the two 
approaches. With the information integration, the 
lighting effects could be reduced to the minimum level. 
Furthermore, real-time straight line approximation 
algorithm is introduced to improve the robustness of 
white line recognition even if when the white lines are 
shaded by other objects. Figure 4 shows the entire 
process of extracting white lines. 

 

Present Image       Edge Processing     Color Information 

 
White line extraction 

 
Approximate deriving 

Fig. 4.  Results of white line extraction 

3.2 White Line Recognition 
Figure 5 shows the entire process of extracting a 

moving obstacle. 

 
Edge Processing      Making Up 

 
The person's movement forecast 

Fig. 5.  Extraction of moving obstacles 
 
Similar to the extraction of white lines, both color 

information and edge elements are used for the 
extraction of the static and moving obstacles. With a 
properly selected threshold, the boundary of obstacles 
could be extracted. If the area of the enclosed region is 
larger than a preset threshold, the enclosed region is 
considered as the existence of an obstacle. The 
coordinates of the center of the obstacle are persisted to 
the memory on the computer that is processing the image. 
As soon as the center of an obstacle extracted from the 
subsequent image is measured, the results will be 
compared to the previously persisted data. Whether the 
obstacle is a static one or a moving one is decided by the 
difference. The difference could also tell the moving 
direction and speed of a moving obstacle. The 
information regarding the moving obstacle is useful for 
the robot to decide the next movement. 

 

4 Experiments 
 
The experiments are focused on the distributed 

image processing subsystem and the overall network 
communication. The main purpose is to verify the 
response time from the distributed image processing 
system to the robot. The experimental results have 
successfully verify the feasibility of the robot system 
proposed in this study. 

4.1 Methodology 
1. Capture images with the network camera. 
2. Transmit the images to the server machine through the 

wireless LAN. 
3. Distribute the images to the computers dedicated to 

image processing through the shared memory. 
4. Process the images with the algorithms described in 

Section 3. 
5. Suggest the next movement of the robot based on the 

image processing results by turning on or off the flags 
in the shared memory. 
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6. Server machine will check the flags and decide 
whether and what to report back to the robot. 

7. Measure the time from the transmission of image data 
to the server machine and the response from the server 
machine. 

8. Measure the response time through steps 1 to 7. Also 
measure the time spent for processing an image by a 
single computer. Do the comparison between the two. 

4.2 Experimental Results 
TABLE I 

Experimental Result ( Time of image processing ) 

TABLEⅡ 

EXPERIMENTAL RESULT ( RESPONSE TIME ) 

 
In order to measure the response time, one image 

processing computer is used for the experiment. The 
experimental results in table 1 and 2 are all collected 
from the same computer. In the case that more than one 
computer are used for more image processing algorithms, 
the response time will increase. Considering the possible 
number of images transmitted per second, approximately 
8 computers will be possibly used for the image 
processing. The response time will increase to 0.95 
seconds at most. The time needed for processing one 
image will not exceed 0.2 second. The data in Tables 1 
and 2, however, are collected from the indoor scene. To 
measure the outdoor scene, we have to extend the 
coverage of the wireless LAN, the response time will for 
sure increase. 

 

5 Discussion 
 
The experimental results indicate that the proposed 

system architecture for supporting autonomously moving 
robot provides fast enough image processing capability. 

Assume that the robot is moving at the speed of 1 m 
per second. It will be considered necessary to do the 
image processing 10 times per second. The network 
camera mounted on the robot is capable of transmitting 
10 images per second to the server machine. The 
response time measured from the experiments is 0.2 
second. Therefore, doing image processing 5 times per 
second is possible. In order to further improve the 

response time, we are investigating the possible of 
converting image format during the transmission. With 
the improvement, more complicated image processing 
algorithms requiring image processing 10 times per 
second could be achieved. 

Furthermore, edge detection, shape features could 
be further improved so that the entire response time 
could be substantially shortened. However, in order to 
deal with the outdoor scene, a lot more different type of 
obstacles needs to be taken into account. Accordingly, 
the image processing algorithms need to be 
sophisticating enough to handle the complicated scene. 
Algorithms such as obstacle identification based on 
pattern matching, accurate distance measurement based 
on stereo matching, and the processing high-resolution 
images are being considered. With all the availability of 
all these algorithms, the truly autonomously moving 
robot could be expected. 

 

6 Future Work 
 
In the current distributed image processing system, 

one computer is dedicated to process an entire image. It 
is possible that the lack of responsiveness is due to the 
completion of a complicated image-processing algorithm. 
If it is possible to divide the image into 3 portions and 
have three computers to apply the same image 
processing algorithm only to one third of the image data. 
The entire processing time will be reduced by one third. 
It is also possible that the movement of the robot at the 
next moment has been decided already while finishing 
processing only one third of an image. In that case, the 
image processing algorithms should be applied to the 
subsequent incoming images. This divide-and-conquer 
approach is promising and still has a lot of uncertainties 
that need to be resolved in the near future. 
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100 seconds frequency 

Time necessary for reception 

once(reactive speed) 

Robot reaction time 480 times 0.208 sec 
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Abstract 
 
This paper describes the development of the H∞  

lateral control system for an autonomous ground vehicle 
in a limited area using the RTK-DGPS (Real Time 
Kinematic - Differential Global Positioning System). 
Before engaging in autonomous driving, map data are 
acquired by using the RTK-DGPS. The data are the 
reference trajectory for autonomous vehicles. The 
navigation system with the map data computes the 
reference yaw angle of the vehicle using its present 
position and next position. Also, the yaw angle of the 
vehicle is controlled by the H∞  controller. A prototype 
of the autonomous vehicle by the navigation method is 
developed. In addition, the performance of the vehicle is 
evaluated by experiment. The experimental results show 
that the H∞  controller and the RTK-DGPS based 
navigation system can sufficiently track the map at low 
speed. We expect that this navigation system can be 
made more accurate by augmenting other sensors. 
 
1  Introduction 
 

Research centered on ITS (Intelligent Transportation 
System) and PATH (Partners for Advanced Transit and 
Highways) has led to the development of the 
autonomous vehicle. Generally, it has been realized using 
MR sensors and vision sensors, among other 
technologies. Though the autonomous vehicle was 
created in part by using them, it is difficult to operate 
autonomous vehicles in all conditions [1]. For example, 
if we use MR sensors, we must mark magnet points on 
the road and stochastic error occur. With vision sensors, 
the problem is that they are sensitive to weather 
conditions or light [2]. Now, concerning about the 
navigation systems by using the absolute coordinate 
system has progressed [3]. So, we realized an 
autonomous vehicle using the absolute coordinate system 
with an RTK-DGPS (Real Time Kinematic-DGPS) 

Generally, a differential GPS has been used for 
improving the accuracy of GPS. All the DGPS reference 
stations have transmitters to forward the error factors to 
DGPS receivers by radio or other methods, which gives 

the information to the GPS receiver so it can use the data 
to correct its own measurements and calculations. This 
differential correction technique applies to GPS receivers 
performing code-phase navigation. 

When a receiver navigates in carrier-phase mode, it is 
measuring a different GPS observable, namely the GPS 
carrier wave. In order to obtain high accuracy with 
carrier-phase measurements, it is necessary to compute 
the number of GPS wavelengths between the roving GPS 
receiver's antenna and the satellites using the information 
(i.e., carrier-phase measurements) from a base receiver. 
This technique yields accuracy to the cm-level in 
dynamic environments called RTK-DGPS. So, the 
method is used to make a digital road map and computes 
vectors for navigation. 

In this paper, the H∞  control by the feedback of the 
yaw angle error was used to design a robust lateral 
control against modeling uncertainty [4]. Furthermore, 
its property is compared that of the PID controller. 
 
2  Lateral Control 
 
2.1  Lateral Vehicle Model 
 

This section considers a classic linearized bicycle 
model with two degrees of freedom for the lateral and 
yaw dynamics of a vehicle. We used the PATH car model 
(Fig. 1) in order to design controller. Because our main 
interest is with steering control, we ignored the roll, pitch, 
and vertical movement of the vehicle. And if we suppose 
that the vehicle runs on a flat road, we can regard the 
lateral slip angle and the yaw angle as small [5]. Also, if 
the speed of the vehicle is constant, the complex car 
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model equation can be simplified. The curvature of the 
road was not considered in this study for simplifying the 
model, since the effect of the curvature on vehicle 
control at the low speed and in the large curvature is less 
than that of other uncertainties and external disturbances. 

The linearized dynamic equation can be simple, as 
follows: 
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where 1A , 2A , 3A , 4A , 1B , and 2B  are defined as 

 

1
f rC C

A
m
+

= − ,      2

( )f f r rC L C L
A

m
−

= − , 

3

( )f f r rC L C L
A

J
− +

= , 
2 2

4

( )f f r rC L C L
A

J
+

= − , 

1
fC

B
m

=    and   2
f fC L

B
J

= . 

 
The front wheel steering actuator is assumed to be 

dominated by the first order delay. 
 

1
1m f

m

u
T s

θ =
+

,                                (2) 

 
where, mT  is the time constant of the motor and fu  is 

the control input and mθ  is the motor (or steering wheel) 
angle. 

The steering system from the motor (or steering 
wheel) angle mθ  to the wheel angle fδ  is modeled as a 

gear with the gear ratio of n . So, fδ  is given by 
 

f mnδ θ= .                                       (3) 
 
Combining the dynamics of the actuator and the 

vehicle dynamics, a 5th order state space model with 

states 
T

r r r r mX y y θ⎡ ⎤= Ψ Ψ⎣ ⎦  is obtained as 

follows: 
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2.2  Lateral Control of an Autonomous Vehicle 
 

Fig. 2 is general a block diagram of H∞  control. 
The components of w  are all the exogenous inputs to 
the system [6]. Typically, these consist of disturbances, 
sensor noise reference commands and fictitious signals 
that drive frequency weights and models of the 
uncertainty in the dynamics of the system. The 
components of z  are all the variables we wish to 
control like the tracking errors and the actuator signals. 
The inputs generated by the controller are denoted u . 
The sensor measurements that are used by the feedback 
controller are denoted y . 

The generalized plant P ,  which is assumed to be 
linear and time-invariant, contains all the information a 
designer would like to incorporate into the synthesis of 
the controller, K . System dynamics, models of the 
uncertainty in the system’s dynamics, frequency weights 
to influence the controller synthesis, actuator dynamics, 
sensor dynamics, and implementation hardware 
dynamics are all included in P . 

The relation of the variable z  and the exogenous 
input is zwz T w= . So, the H∞  control is represented as  

 
zwT γ

∞
≤ .                                     (5) 

 
The H∞  control is represented as (6) with the 

method of Glever and Doyle [7]. 
 

1

3

W S
W T

γ
∞

≤ .                                     (6) 

 
Regarding the mixed-sensitivity problem, 1W  and 

3W  are weighting functions for improving performance 
of the system. In addition, S  and T  are the sensitivity 
function and the loop transfer function of the system, 
respectively. Based on the time domain performance 
specifications, the corresponding requirements in a 
frequency domain in terms of the bandwidth bω  and the 
peak sensitivity sM  can be determined. This assumes 
that the steady state error of the step response ε  has to 

P

K

z w

y u

 
Fig. 2  The basic block diagram of H∞  controller 
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satisfy 1(0) 1/W ε≥ . A possible choice of 1W  can be 
obtained by modifying the weighting function as follows: 

 

1
/ S b

b

s MW
s

ω
ω ε
+

=
+

.                                 (7) 

 
Additionally, the magnitude of KS  in the low-

frequency range is essentially limited by the allowable 
cost of control effort and saturation limit of the actuators; 
hence, in general, the maximum gain TM  of KS  can 
be fairly large, while the high-frequency gain is 
essentially limited by the controller bandwidth ( bcω ) and 
the sensor noise frequencies. A candidate weight 3W  
would be  

 

3
1

/bc T

bc

s MW
s
ω

ε ω
+

=
+

                                 (8) 

 
for a small 1 0ε > . 

Fig. 3 is the bode plot of each weighting function. 
  

3  Navigation Algorithm 
  

Fig. 4 shows the target points are determined using 
map data. When the unmanned vehicle navigates the 
road, it compares current position with map data. 
However, the navigation system cannot compare all data 
for searching target points. So, it calculates maximum 
moving distance r  of the vehicle by using velocity of 
the vehicle until acquiring the next set of RTK-DGPS 
data. It compares the current position with maximum 
distance position 2nM +  within the circle that has a 

radius r . It calculates the yaw reference refψ   by the 

dot product of vectors. It uses the prior position 1tP− , the 
current position tP  and the target position 2nM + , which 
is shown in equation (9) as follows: 

 

1 1 2

1 2

cos t t t t
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t t t t

P P PM
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ψ − − +

− +

⋅
=

⋅
.                      (9) 

 
Also, the sign of direction is solved by using the sign 

of the cross product of vectors. So, we can acquire refψ  
as follows: 

 
1 2 1 2( ( )

x y y xref t t t t t t t t refsign k P P PM P P PMψ ψ− + − += × − × × . (10) 

 
For determining the target point, r  is calculated by 

using velocity V  of the vehicle, sampling time (t) of the 
RTK-DGPS and α , the coefficient considered curvature 
of the road. α  is used for determining the proper target 
point. If target points are calculated at 1 second intervals, 
the variation of yaw severely increases. So, angle data 
λ  of the vectors are added to the path data by post-
processing. The data are calculated using 1n − th, n th 
and 1n + th data in the path data. The coefficient α  is 
acquired by using equation (11). It is optimized by 
simulation and experiments as follows: 

 

2

0.1 , 1
0.1 , 180 37 3.

radian
radian

λ α
λ α λ λ
> =⎧

⎨ < = − +⎩
            (11) 

  
4  Experiment 
 
4.1  Experimental System 
  

The experiment vehicle is SPORTAGE of KIA 
motors. The RTK-DGPS system is from the Z-family of 
Ashtech. The accuracy of the synchronized RTK mode is 
0.5cm+1ppm. In addition, the maximum position output 
rate at the remote receiver is 1Hz. The communication 
between the base station and the remote station in the 
vehicle was accomplished by using a PDL (Positioning 
Data Link) system that uses an RF connection. Also, we 
used the digital compass of Robot electronics. Its 
absolute error is 3˚, with a resolution of 0.1˚. The 
navigation computer was PXI-1002 from National 
Instrument. Finally, the navigation software was coded 

 
Fig. 3  Selected weighting functions 
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Fig. 4  Navigation concept 
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by using LabVIEW 6.1. 
 

4.2  Experiment Results  
 
The width of the test road was a minimum 3.6 m  and 

the vehicle width was 1.735 m . Before the test, the path 
data were acquired by using the RTK-DGPS. Fig. 8 is the 
path data. The full lap of it was 160 m . 

The velocity of the vehicle is about 2.778 /m s  
(about 10 /km h ). Fig. 6 shows the test results when the 
parameter is similar to that used in designing the 
controller. In Fig. 7, the velocity and mass of the vehicle 
are changed in the test driving condition. This was done 
in order to compare performance of each controller 
considering modeling uncertainty. The performance of 
the H∞  controller is more robust than a PID controller 
for a change of system parameters. Table 1 presents the 
maximum and mean of the errors of each experiment. 
  
5  Conclusion 
 

In this paper, the real vehicle was implemented to 
verify the performance of a proposed lateral control and 

a simple navigation algorithm. To control the yaw of the 
vehicle, an H∞  control algorithm was introduced. To 
cope with the sensor noise and the modeling uncertainty, 
a robust lateral controller was designed by the feedback 
of the yaw angle error of the vehicle. 

The position and attitude of the vehicle was 
calculated by using the RTK-DGPS and a digital 
compass. The vehicle was steered by DC motors which 
were controlled by a real time module. The 
experimentation for the real scale vehicle showed that 
the proposed lateral controller improved the tracking 
performance. 

We also considered current related work concerned 
with improving the precision of dead reckoning by 
correction of the diameters of tires. In such cases, the 
vehicle navigates for a longer time by dead reckoning in 
an urban canyon environment. We expect such 
applications will be useful in the future to create a wheel 
chair system for blind. 
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(a) PID Controller     (b) H∞  Controller 

Fig. 5  Trajectories for each controller 

  
(a) PID Controller     (b) H∞  Controller 

Fig. 6  Trajectories for each controller(+2m/s,+100kg) 

Table 1. Results of driving test 
 

Test result Maximum 
error[m] 

Mean 
error[m]

PID 0.447 0.276 

H∞  0.521 0.220 

PID(+2m/s,+100kg) 0.914 0.483 

H∞ (+2m/s,+100kg) 0.732 0.310 
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Abstract 

This study developed a self-localization system that 

uses landmarks and movement to pursue a moving object. 

Specifically, an omni-directional camera was adopted as 

a visual sensor and was installed on a robot. 

The image from the omni-directional camera was 

processed to detect a landmark (an object), and the 

robot’s distance from that landmark was then measured. 

These functions allowed the mobile robot to pursue a 

moving object. The measurement of distance based on 

the omni-directional image depends on the precise 

inclination of the camera. Consideration of this factor 

enabled the measurement of distance of relatively close 

objects with a high degree of precision. 

In this study, the effectiveness of this system was 

investigated by various experiments evaluating the 

measurement of distance, the movement to pursuit a 

moving object, and self-localization. The robot 

demonstrated its ability to recognize a moving object and 

to measure its distance and its angle in relation to the 

object. Based on these abilities, the robot could 

successfully follow a moving object. The robot’s ability 

to recognize its location was seen to be based on its 

ability to recognize certain landmarks, the functions of 

which are mentioned above. 

 

 

1. Introduction 
 With the increase of the elderly population comes an 

increase in individuals who need attendant care. These 

increases will also bring about an increase in the burden 

of caregivers.  

This study aimed to develop technology for a personal 

care robot that will reduce the burden of the caregiver. 

Specifically, an omni-directional camera was adopted as 

a visual sensor and was installed on a robot. 

 The image of the omni-directional camera was 

processed to detect a landmark (an object), and the 

robot’s distance to that landmark was then measured. 

 Thus, a self-localization system that uses landmarks and 

movement to pursue a moving object were developed. 

 

 

2. Omni-directional camera 
2.1 Background of an Omni-directional camera 
 Fig. 1 shows the omni-directional camera. It can shoot a 

circumference of 360 degrees. Fig. 2 is an image that 

was shot by the omni-directional camera. 

 

 

 

 

 

 

 Fig. 1 The omni-directional camera  Fig. 2 Omni-directional image 

 

 

2.2 Principle of the omni-directional camera 
An omni-directional camera consists of a 

hyperboloidal mirror and an upward camera. It shoots the 

circumjacent environment that is reflected in the mirror. 

Thus, it acquires an omni-directional image (Fig. 3). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3 Structure of visual system 

  

The arbitrary point P(X,Y,Z) in 3-dimensional space 

corresponds with point p(x,y) on the omni-directional 

image. 

 

 

Navigation system for a mobile robot  

using an omni-directional camera 

 

Tatsuya Mochizuki 
 

Graduate School of Computer Science 

and System Engineering 

Kyushu Institute of Technology 

680-4, Iizuka City, Fukuoka, Japan, 820-8502 

hiki@mmcs.mse.kyutech.ac.jp 

 

Eiji Hayashi 
 

Department of Mechanical Information  

Science and Technology 

Kyushu Institute of Technology 

680-4, Iizuka City, Fukuoka, Japan, 820-8502 

haya@mse.kyutech.ac.jp 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 450



22222

22

22222

22

2)(

)(

2)(

)(

ZYXbcZcb

cb
fYy

ZYXbcZcb

cb
fXx

++−+

−
××=

++−+

−
××=

 

The relation can be expressed by expression (1). 

 

 

  

(1) 

 

 

 

 

3. Detecting a landmark 
 The image processing applied to the image from the 

omni-directional camera (Fig. 4) used color 

information. 

 When detecting a landmark by use of color 

information, an RGB color model has to discriminate a 

color based on three values (R, G, and B). This makes 

detection challenging. However, a HSV color model is 

able to discriminate a color by one value. Accordingly, 

the RGB color model was converted to a HSV color 

model, and thereby detected the landmark by HSV 

values. 

When detecting a landmark using HSV values, some 

noise is present. In such cases, the image processing 

removes the noise. Also, it discriminates an object 

using labeling. 

Fig. 4 shows an omni-directional image and Fig. 5 

shows how it was processed by means of image 

processing. 

 

 

 

 

 

 

 

 

 

 

 

4. Measuring the distance to the landmark 
The distance between the omni-directional camera 

and a landmark was measured by means of the 

omni-directional image. This study derived relations 

between the distance on the omni-directional image 

and the real distance. And it directly calculated the 

distance from the image.  

Concretely speaking, we experimentally derived 

relations between the distances on an omni-directional 

image and real distances. From this experiment result, 

we were able to derive relations between the distance 

of an image in the directions of 0, 45, 90, 135, 180, 

225, 270, and 315 degrees and the real distance. But 

the system could not measure distances in between 

these directions because it only derived relations of 45 

degree intervals. Therefore, it interpolated the distance 

using an interpolating spline, and was able to derive a 

relation expression that calculated real distances. Fig. 

6 shows a graph of the relation expression. 

The omni-directional camera was strapped into a 

tripod stand, and measured real distances. As a result, 

the value of the average error was 13[mm]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 6 The spline surface 

 

 

5. Installing on a mobile robot 
5.1 Mobile robot KITASAP2 

In this study, we used a mobile robot that was 

fabricated in this laboratory. Fig. 7 shows a picture of 

the mobile robot. The robot we adopted has three wheels. 

The two front wheels have independent drives while the 

rear wheel is free.  

 The following devices were adopted in the mobile 

robot. 

・PC 

・H8 microcomputer 

・Sensor 

 ① Omni-directional camera 

 ② Encoders 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 7 The mobile robot 

Fig. 4 The picture before the 

image data processing 

Fig. 5 The picture after the 

image data processing 
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5.2 Compensation of slippage by an incline 

The omni-directional camera was installed in the 

mobile robot, and it measured distance as before. 

While the error in the case described above was 

13[mm], the error in this case was 53.52[mm]. 

It is thought that cause of this greater error was the 

slippage on the incline that occurred when we installed 

the camera. Therefore, we revised the slippage.  

In Fig. 8, the dashed line indicates the direction in 

which the omni-directional camera inclines, and the 

continuous line is the horizontal. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8 Inclinations of the omni-directional camera 

 

Assuming the height of the camera is given, we can 

express the incline (the angle between arrows) in the 

following expression. 

  

 

 

(2) 

 

We calculated the inclines of each direction from this 

expression (2), and revised the data using calculated 

inclines and expression (1). 

The average error before revising was 53.32[mm], 

while that after revising was 9.72[mm]  

 

 

6. Following a mobile object 
Applying the above-described detection of a 

landmark and measurement of the distance to the 

landmark, we attempted to have the mobile robot 

follow a mobile object. Mobile robots calculate the 

movement course by measuring distance and angle 

information. Here, we explain the calculation method 

of the movement course of the robot. The mobile robot 

calculates a circle such that the direction of the robot’s 

progress is a tangent line and the circle passes through 

the position of the object (Fig. 9) 

This circle is unique. Therefore, the mobile robot 

assumes this circle as its movement course. The radius 

of this circle can be calculated with expression (3). By 

performing these calculations and movements 

repeatedly, we succeeded in having the robot follow a 

mobile object. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9 Course of movement 

 

 

(3) 

 

 

7. Self-localization 
We applied the above-described detection of a 

landmark and measurement of the distance to the 

landmark in creating a self-localization system. 

Here, I explain the method of self-localization. The 

mobile robot calculates circles using the distance to 

the landmark (Fig.10). The point where three circles 

cross becomes its self-position. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.10 Self-localization 
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In addition, we tested self-localization in an 

environment such as that shown in Fig.11. We moved 

the robot from the A spot (-500,-500) to the B spot 

(500,-500) and moved it again afterwards to the A spot 

(-500,-500). During movement, we tested the robot’s 

self-localization. The result is shown in Fig. 12． 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 11 Result of experiment 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12 Result of experiment 

 

 

8. Conclusion 
In this paper, as elements of a navigation system for a 

mobile robot using an omni-directional camera, we 

developed systems for following a mobile object and 

for self-localization using a landmark. The robot 

demonstrated its ability to recognize a moving object and 

to measure its distance and its angle in relation to the 

object. Based on these abilities, the robot could 

successfully follow a moving object. However, the 

precision decreased sharply when the distance of the 

landmark became remote. 

Therefore in the future, we will aim at improving 

self-localization. Concretely, in considering the shape 

of landmarks, the robot will be able to detect its 

position more precisely. 
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Abstract

In this paper we investigate the influence of an
agent’s morphology on its neural controller. Our
model consists of a number of identical modules, each
of which comprises of two half-wheels for movement
and a Central Pattern Generator (CPG) as its own
neural control. Based on a series of simulation exper-
iments, we conclude that one single type of CPG can
adapt well to different types of morphologies, and that
there seems to be a suitable or optimal morphology
depending on the environmental givens.

Keywords: Morphology, Central Pattern
Generator, evolutionary algorithm

1 Introduction

It is a widely accepted fact that the neural con-
troller of an agent has to match the complexity of its
body as well as the complexity of its task environment
(“Principle of Ecological Balance”, [1]). Normally,
controller and morphology evolve in parallel, mutu-
ally influencing each another, and taking into account
the interaction with the environment. In this paper,
we investigate the influence of an agent’s morphology
on the evolution of its neural control – inspired by the
centipede, where locomotion is achieved by “synchro-
nizing” a number of two-legged body segments.

In the present research, a series of simulation ex-
periments are carried out with modular robots, where
each module consists of a body and a Central Pattern
Generator (CPG).

J. C. Bongard and R. Pfeifer tested hypotheses
about the behavioral effect of specific morphologi-
cal features by keeping the neural controller constant
across different body sizes, masses, and morphologies
[2]. The essential issues of how to develop a cellular
robotic system were described by Y. Kawauchi et al.
Their project “CEBOT” included optimization meth-

ods for the structure of both hardware and software
[3]. S. Murata et al designed a modular robotic system
in hardware, which could metamorphose into desired
configurations, and showed results of changes in mor-
phology [4]. In the “Conro” project by A. Castano, A.
Behar, and P. M. Will, each module was self-contained
(it included its own processor, power supply, commu-
nication system, sensors, and actuators). These mod-
ules were designed to work in groups as part of a large
configuration [5]. A similar project is presented by
M. W. Jørgensen et al with “ATRON”, which con-
sists of several fully self-contained robot modules [6].
Using nonlinear coupled oscillators for the CPG was
described by A. Ijspeert and J.-M. Cabelguen. Their
experiments on salamander movement show how con-
figurations could combine global couplings from the
segment oscillators in order to achieve “realistic” lo-
comotion data [7].

2 Model

2.1 Single Module

In this first set of experiments, the agents are sim-
ulated in the physics engine ODE. In its base form, a
module consists only of a motor, rigid joints to stick
several modules together, one set of half-wheels, and
a neural control mechanism (Fig. 1).

The half-wheels of one module are connected by a
fixed axis (i.e. they always turn in parallel) and are
constrained in movement from −π

2 to +π
2 . This re-

striction is introduced to exploit the interaction with
the environment: by taking into account the static
and dynamic friction on the ground, the back-and-
forth movement of the half-wheels causes the whole
configuration to move.
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B
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Figure 1: A single module. A: connector to neighbor
module; B: CPG; C: input from neighbor module; D:
forward/backward command; E: stopper (to restrict
movement from −π

2 to +π
2 ); F: half-wheel angle input.

2.1.1 CPG

The CPGs are modeled as nonlinear oscillators in x,
v space, taking the angles of the corresponding half-
wheels as inputs and returning a “forward” or “back-
ward” command depending on a threshold θ.

The controller inside every module is connected not
only to its own half-wheels, but also to the immedi-
ately neighboring modules. Thus, every CPG has a
limited knowledge about the state of its neighborhood,
but not about the entire configuration:

τ v̇i = −x2
i + v2

i − Ei

Ei
vi − xi +

∑
j

wjsj (1)

τ ẋi = vi (2)

where i is the number of the current module, j is the
number of the neighbor module, wj are the weights for
the connection to the neighbors s, and τ and Ei are
constants. This CPG is an oscillator with amplitude√

Ei and period 2πτ .{
x + v > θhigh “backward”
x + v < θlow “forward” (3)

2.2 Configurations

Like building blocks, these modules are attached
to each another to form various morphologies. In or-
der to understand the influence of morphology on the

controlling mechanism, we implement the same type
of neural control in two different configurations and
compare the CPGs as well as the traveled distances.

module mass 1.4kg τ 0.2
module L×W×H 1×0.5×0.5m θlow −0.3
half-wheel radius 0.2m θhigh 0.3

Table 1: Simulation properties

This model is deliberately kept simple and easily
extensible for future experiments. In addition, it al-
lows a relatively straightforward way of implementing
it in hardware in order to test the outcome of the sim-
ulation in the real world.

3 Simulation

We implement two configurations with 8 modules
each, which differ only in the distribution of the four
top modules, so that the center of gravity is shifted to
one end of the robot (Fig. 2).

(a) “Hat-shaped” (b) “Slanted hat”

Figure 2: Two configurations simulated in ODE.

In order to understand the influence of morphology
on the controlling mechanism, we let the two config-
urations evolve the Ei parameters of their CPGs over
1000 generations and then compare their performance.
Minimal Generation Gap [8] evolution is applied to
adapt this controller to the respective morphology (i.e.
configuration of the modules). The fitness function
is defined as the distance a configuration can cover
within a limited time frame. In addition, we analyzed
the trajectories of the CPG parameters from the first,
the 500th, and the 1000th generation.

For each generation, the simulation runs for 2000
time steps. In every 50th step, the positions of the
half-wheels are recorded, and the CPG values (x, v)
are calculated for 1000 iterations (∆t steps), taking
into account the half-wheel positions. The resulting
CPG values define whether a “forward” or “backward”
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command is issued to the corresponding half-wheel.
Once the movement command has been executed, the
configuration “slides” on the ground for a few (less
than 50) timesteps, and the next CPG calculation cy-
cle takes place.

4 Results and discussion

As can be seen from the distance plots (Fig. 3),
the asymmetrical configuration clearly “makes use” of
the shifted center of gravity with an average distance
of 0.8387m, compared to 0.4482m in the symmetri-
cal configuration. The different morphology is also
reflected in the CPG trajectories (Fig. 4, 5).

(a) “Hat-shaped” (b) “Slanted hat”

Figure 3: Performance (traveled distance) of both con-
figurations.

The experiments show that a slight change in mor-
phology results in different performances. The average
distance covered by the asymmetrical configuration is
about 6 times as large as that of the symmetrical one;
furthermore, the symmetrical morphology takes much
longer to evolve its CPG parameters into a set of val-
ues that performs well.

By comparing the CPG’s x, v trajectories of one
morphology over time we find that the further the
configuration moves, the more distinct the trajecto-
ries become (Fig. 4(b), 5(b)). In contrast to the sym-
metrical “hat-shaped” morphology, the CPG adapts
to the asymmetrical morphology of the “slanted hat”
configuration more quickly, and the CPG trajectories
are more distinct.

A comparison of the two morphologies suggests
that evolution apparently exploits the friction on the
ground, taking into account the asymmetrical weight
distribution of the “slanted hat” morphology where
the weight on the left side is higher than on the right.

(a) “Hat-shaped” morphology

(b) Magnified trajectories from the bottom-left module of gener-
ation 1 (left) and 1000 (right)

Figure 4: CPG trajectories of the symmetrical config-
uration.

(a) “Slanted hat” morphology

(b) Magnified trajectories from the bottom-left module of gener-
ation 1 (left) and 1000 (right)

Figure 5: CPG trajectories of the asymmetrical con-
figuration.

These results imply two things: On the one hand,
one single CPG can adapt well to different types of
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morphologies; on the other hand, there seem to be
suitable or optimal morphologies depending on the en-
vironmental givens (in this case, friction).

C

B

A

Figure 6: Mean values of all CPGs in the 1000th gen-
eration of the symmetrical configuration. The four
modules which touch the ground are marked with A
and C, the four upper modules are marked with B.

Furthermore, we observe in the symmetrical config-
uration that the four modules which touch the ground
shift their CPG’s center (mean value) away from the
zero point in an asymmetric way (Fig. 6). This en-
ables the “hat shaped” morphology to move at all,
rather than staying at the same position (as could be
expected from its symmetrical shape). The top four
modules, where the half-wheels do not directly influ-
ence the movement of the configuration, keep their
CPG centers very close to the zero point. The “slanted
hat” morphology does not exhibit such a behavior, as
it is already asymmetric by design.
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Abstract

In the research area of visual tracking as well
as recognition, there have been numerous attempts
to use appearance-based object representation which
does not require explicit knowledge or precise geomet-
ric representation of the object. In particular, the
eigenspace representation has been widely used for vi-
sual tracking of a target, because of its rich representa-
tional power based on clear mathematical properties.
There is, however, a big problem that the appearance
of a target object may vary in time due to various fac-
tors such as changes in the lighting condition, and in
location, pose, scale, and shape of the object. On-
line algorithms that incrementally update eigenvec-
tors (basis images) can be an answer to this problem.
In this study, we propose an adaptive visual tracking
method by combining an on-line variational Bayesian
version of principal component analysis (PCA) and
particle filtering. Computer simulations demonstrate
our method enables robust visual tracking of a target
whose appearance varies in noisy environments.

1 Introduction

In the research area of visual tracking as well
as recognition, there have been numerous attempts
to use appearance-based object representation which
does not require explicit knowledge or precise geomet-
ric representation of the object. In particular, the
eigenspace representation has been widely used (e.g.,
[6, 5]) because of its computational efficiency based on
clear and established mathematical properties. There
is, however, a serious problem that the conventional
eigenspace method is not robust against changes in
the appearance of a target, such as lighting condition,
pose, scale, shape, and so on. This problem can be
mediated if every appearance variation of the target
object is prepared as basis images, but this is quite

impractical. An algorithm which updates eigenvec-
tors (basis images) on-line can be an answer to this
problem. Lim et al. (2004) proposed such a visual
tracking algorithm [2] that employed a sequential al-
gorithm based on singular value decomposition (SVD),
called R-SVD method, and demonstrated robust face
tracking of a person walking in cluttered backgrounds.

In this article, we propose an adaptive visual
tracking method by combining an on-line variational
Bayesian version of principal component analysis
(PCA) and particle filtering [4]. Computer simula-
tions demonstrate our method enables robust visual
tracking of a target whose appearance varies in noisy
environments.

2 Algorithm

2.1 Overview

Our visual tracking algorithm is basically combi-
nation of on-line variational PCA and particle fil-
ter. Particle Filter (PF) [7] is an approach to mak-
ing Bayesian estimation of intractable posterior distri-
butions from time-series observation signals disturbed
by non-Gaussian noises. The effectiveness of PFs has
been reported in various research area, such as real-
time visual tracking in Computer Vision (e.g., [4]).
Under an assumption that the target dynamics form
temporal Markov chains and observations are indepen-
dent, incremental Bayesian estimation of the hidden
target state Xt at time t is computed by

p(Xt|It) ∝ p(It|Xt)
∫

p(Xt|Xt−1)p(Xt−1|It−1)dXt−1

(1)
where It = {I1, . . . , It} is a set of observed images.

In this study, smoothness is assumed for target mo-
tions: Xt−Xt−1 = Xt−1−Xt−2+ξt, where ξ denotes a
process noise. In the next subsection, we describe the
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likelihood term p(It|Xt), based on on-line variational
PCA.

2.2 On-line Variational PCA

Principal component analysis (PCA) is a well-
established method of multivariate analysis to perform
feature extraction from a data point or a set of data.
A data space is reduced by a projection to a com-
paratively low-dimensional subspace, a feature space.
In PCA, this projection is linear. PCA can be re-
formulated into a probabilistic model including latent
variables, which is called Probabilistic Principal Com-
ponent Analysis (PPCA).

Our proposed method is an on-line updating
method whose generative model is given by PPCA, to
construct the basis images. This method assumes ob-
served data include noise, thereby robust basis images
can be obtained in a real-world environment which in-
cludes various distracters or occlusion.

An observed image vector It is given by

It =µ + W st + nt

=W̃ s̃t + nt, nt ∼ NNd(nt|0, Σt), (2)

where µ ∈ RNd is the mean of observed images,
W ∈ RNd×Nb is the basis images (the eigen-images),
W̃ = (W,µ), st ∈ RNb is basis score, s̃ = (sT

t , 1)T , Nd
is the number of pixels, and Nb is the number of bases.
ND(I|µ, Σ) denotes a D-dimensional Gaussian distri-
bution with the mean µ and the variance Σ. Then, we
obtain the following formulation:

p(It|W̃ , st) =NNd(It|W̃ s̃t, Σt). (3)

We also assume the prior distribution of st is given by

p(st) =NNb(st|0, ENb), (4)

where ENb is a Nb×Nb unit matrix. Using the Bayes
theorem, we have

p(It,St|W̃ ) =
t∏

τ=1

p(sτ )p(Iτ |sτ , W̃ ). (5)

For the prior distribution of the eigen-vectors, we as-
sume natural conjugate:

p(W̃ ) =
D∏

d=1

NNb
(θd|ed, Σθ), (6)

where θd = (w(1)

d , ..., w
(Ñb)
d )T ∈ RÑb, ed =

(δ1,d, ..., δÑb,d)
T ∈ RÑb, Σθ = γ−1EÑb ∈ RÑb×Ñb,

Ñb = Nb + 1, and then (θ1, ...,θD)T = W̃ . δi,j is the
Kronecker delta:

δi,j =

{
1 (i = j)
0 (i 6= j).

(7)

Then, the posterior distribution of the basis scores and
the parameter (basis images) is given by

q(W̃ ,St) =q(St)q(W̃ ), q(St) =
t∏

τ=1

q(sτ ), (8)

where St = {s1, ..., st}.
In the variational Bayes, the free energy is defined

and maximized. The following is an on-line version
of the free energy in which a forgetting factor is in-
troduced in order to be insensitive to inaccurate past
data, and to cope with sudden changes of a target ap-
pearance or changes in the environment.

In our on-line variational PCA, the forgetting fac-
tor λs(0 5 λs 5 1) is introduced in order to forget
(discount) gradually the influence of the past incorrect

estimation. ηt =
(∑t

τ=1
Λ(τ, t)

)−1

is a normalization

coefficient, Λ(τ, t) =
∏t

s=τ+1
λs, and then the on-line

free energy is given by

Fλ
t [q] =ηt

t∑
τ=1

Λ(τ, t){log p(Iτ ) (9)

− KL(q(W̃ ,Sτ )||p(Sτ , W̃ |Iτ ))}.

The maximization of the free energy is equivalent
to the minimization of the discounted KL divergence
between q(St, W̃ ) and p(St, W̃ |It).

On variational Bayes estimation, q(St) and q(W̃ )
that maximize the free energy are computed by repeat-
ing a VB-E step and a VB-M step. After convergence,
we obtain approximated solutions of factor score ma-
trix S and eigen-vector matrix W̃ . Then, eigen-vector
matrix W̃ can be used as basis images.

The tracking is achieved by particle filter governed
by the observation model p(It|Xt), which is the likeli-
hood of Xt given It, and the dynamics model between
two states p(Xt|Xt−1). The observation model is given
by using the estimated basis W̃ as

p(It|Xt) ∝ exp
(
− 1

2σ2
‖It(Xt) − W̃ s̃t‖2

)
, (10)

where It(Xt) is an observed image at the target state
(position) Xt, and σ2 denotes the measurement noise
variance assumed to be a constant for simplify. In
this study, the motion of the target object between
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Figure 1: Simulation environment

two consecutive frames is assumed to be linear. The
target state is defined as Xt = (xt, yt), where xt and
yt denote the two-dimensional position on the image
plane at time t.

3 Experiments

3.1 Setup

We conducted tracking experiments through com-
puter simulations to examine the effectiveness of our
proposed method, that is, adaptive basis image up-
dates and robust visual tracking.

Figure 1 illustrates the simulation environment. A
target, a coffee cup, moved from the left side of the
image toward the right side with a velocity of 2 [pix-
els/frame], and turned back to the right side, as de-
picted by an allow. During this course, the appearance
of the target was reversed twice with specific intervals
indicated by gray lines. There were four experimen-
tal conditions; normal condition, noise condition in
which pixel-wise Gaussian noise was added, occlusion
condition in which a stationary occluder depicted as
a shade was added, and noise-occlusion condition in
which both noise and the occluder were added (cf. Fig-
ure 2). In each condition, 10 times of simulations were
conducted to estimate statistically the performance of
our method.

200 particles were used. The image stream was 110
frames of 120×160 gray scale images. The image of
the target coffee cup was of 20×20 pixels. The width
of occlusion was 15 pixels. The pixel-wise Gaussian

target object

occlusion

target object

occlusion

noisy data

Figure 2: Sample images in simulation

ti
m

e
 s

te
p

Figure 3: Time course of basis images when the target
object was reversed (for the normal condition).

noise was zero-mean with variance 302. The maximum
number of basis images was set to 10.

3.2 Results

Figure 3 demonstrates how the basis images were
updated. This figure shows the time course of five ba-
sis images of the tracked object every three flames just
after the object was reversed. Each basis was quickly
and successfully adapted to the reversed images, in
which the handgrip of the cup was a salient feature in
the appearance of the cup. This result suggests three
or four bases would be enough to represent this specific
target object.

Figure 4 presents an example time course of the on-
line free energy. Shaded areas and unshaded areas cor-
respond to the two different appearances of the coffee
cup (see Figure 1). The free energy sharply dropped
down just after the target appearance was reversed,
followed by quick recoveries. Because the free energy
strongly correlates with the reliability of the estima-
tion of basis images, this result indicates our successful
implementation of the on-line variational PPCA. The
time course shown in Figure 4 was for the normal con-
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Figure 4: Example time course of on-line free energy

Table 1: Average tracking error over 10 trials

Task error(MSE)
normal 4.29±2.68
noisy 4.42±2.63

occlusion 4.39±2.67
noisy and occlusion 4.52±2.62

dition, but we confirmed that profiles in other cases
were almost consistent to this time course.

The tracking performance in the four conditions is
summarized in Table 1. The tracking errors are simi-
lar. Increasing the number of particles from 200 should
decrease the errors.

4 Conclusion and Future Work

In this study, we proposed an adaptive visual
tracking method by combining the on-line variational
Bayesian PCA and particle filtering. Simulation ex-
periments demonstrated that the algorithm realized
accurate and robust visual tracking of a target whose
appearance was suddenly reversed, even in the case
where Gaussian noise was artificially added and an
occluder was placed in the pathway of the target.

There are many issues opened for future work. First
of all, the performance comparison with existing meth-
ods like R-SVD [2] is necessary. Our preliminary ex-
periments using the same simulation environment sug-
gests that the tracking performance of R-SVD is as
high as our method. Further exploration is required

for the performance comparison, and for making the
difference salient.

One of the most interesting and useful extensions
would be on-line control of the forgetting factor. Hi-
rayama et al. proposed a method in which the forget-
ting factor was controlled by the free energy calculated
based on their probabilistic model, and demonstrated
the effective detection of abrupt changes in face im-
ages [1]. As shown in their study, probabilistic models
different from the conventional PCA model can be con-
sidered to improve the tracking performance in real-
world environments.

References

[1] J. Hirayama and J. Yoshimoto and S. Ishii,
“Bayesian representation learning in the cor-
tex regulated by acetylcholine”, Neural Netw,
Vol.17(10), pp.1391-1400, 2004.

[2] J. Lim and D. Ross and R.-S. Lin and M.-H. Yang,
“Incremental Learning for Visual Tracking”, Ad-
vances in Neural Information Processing Systems,
2004.

[3] Z. Khan and T. Balch and F. Dellaert, “A Rao-
Blackwellized Particle Filter for EigenTracking”,
Proc Comput Vis Pattern Recogn, Vol.2, pp.980-
986, 2004.

[4] M. Isard and A. Blake, “CONDENSATION-
Conditional Density Propagation for Visual Track-
ing”, Int J Comput Vis, Vol.29(1), pp.5-28, 1998.

[5] M.J. Black and A.D. Jepson, “EigenTracking: Ro-
bust Matching and Tracking of Articulated Ob-
jects Using a View-Based Representation”, Int J
Comput Vis, Vol.26(1), pp.63-84, 1998.

[6] H. Murase and S. Nayar, “Visual Learning and
Recognition of 3-D Objects from Appearance”, Int
J Comput Vis, Vol.14, pp.5-24, 1995.

[7] N.J. Gordon and D.J. Salmond and A.F.M
Smith, “Novel approach to nonlinear non-Gaussian
Bayesian state estimation”, IEEE Proc Radar Sig-
nal Processing, Vol.140, pp.107-113, 1993.

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 461



 The Development of an Indoor Positioning System
Using Incident Angle Detection of Infrared Emitters

Seong Taek Hwang 
and Jea Heon Ryu

Department of Mechanical and 
Intelligent System Engineering

Pusan National University,
Busan, 609-735, KOREA

Chun Han Lee
Department of Electric Control

Volvo Construction 
Equipment-KOREA, Ltd.,

Changwon, 641-430, KOREA

 Man Hyung Lee
School of Mechanical 

Engineering,
Pusan National University, 
Busan, 609-735, KOREA

( , )R x y

Fig. 1  Concept of new positioning system

Abstract

  In this paper, a new indoor positioning system 
based on incident angle measurement of infrared 
lights has been suggested. Though there have been 
various researches on indoor positioning methods 
using vision sensor or ultrasonic sensor, they have 
not only advantages, but also disadvantages. To 
minimize the disadvantages they have, this new 
method using incident angle of infrared light has 
been invented. In a new positioning system, there 
are three infrared emitters on fixed known positions. 
An incident angle sensor measures the angle 
differences between each two emitters. Measured 
angle differences determine a position. This method 
is available only inside the triangle which is 
composed of three emitters. Mathematical problems 
to determine the position with angle differences and 
position information of emitters has been solved. To 
solve the non-linear equations without prior position 
information, iterative linearization process has been 
used. Simulations and experiments have been 
implemented to show the performance of this new 
positioning system. 

1  Introduction

  Positioning is a major problem for mobile robots 
and autonomous vehicles. So, various positioning 
systems and algorithms have been researched to 
develop a navigation algorithm. GPS (Global 
Positioning System) is a precise absolute positioning 
system for the outdoors [1]. But, several indoor 
absolute positioning systems have been researched. 
The ultrasonic positioning system is very similar to 
GPS [2]. It measures distances from emitters to a 
measuring point. Then it solves the equations to 
determine its position. Since ultrasonic waves are 
much slower than electromagnetic waves, it is easier 
to count the spent time that diffused waves need to 
reach the measuring points than it does for GPS. 
However, waves radiated from other emitters 
interfere with each other. Thus, only one emitter 
can radiate ultrasonic waves at a time. Since all the 

transmitters radiate their waves by turns, it takes 
more time to measure all the distances from 
different transmitters.
  An absolute position measurement system based 
on incident angle detection of infrared light is 
proposed [3]. Infrared light sources are mounted on 
a robot as markers. Then an observation agent 
mounted on a ceiling detects incident angles of 
infrared light emitted from markers. Though much 
infrared light is also contained in sunlight, it is 
rejected using filters. Emitters and a receiver use 
the same carrier frequency. And all the other 
frequencies are filtered out while passing the 
bandwidth filter.
  In this paper, an absolute position measurement 
system based on incident angle detection of infrared 
light is proposed. Three infrared light sources are 
mounted in fixed positions as emitters. And three 
infrared incident angle sensors measure the incident 
angles of the infrared light from each of the three 
emitters. Then anyone who tries to measure their 
position can estimate their absolute position without 
external assistance.

2  Mathematical Problems of the System

  Consider three points. A  point is the origin, 
B  point is on the x-axis, and the C   
point is a point on the upper part of the right-half 
plane. Assume that all the coordinates of the three 
points are given as shown in Fig. 1. The relative 
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Fig. 2 The iterative linearization process

position R  to the origin can be determined.
  First, we can obtain the following equations to 
determine the position with given angle differences, 
  and  .   is calculated by using an inner 
product of   and  . And also,   is solved 
by using it for   and  .

 ∙ ∙                 (1)
 ∙ ∙                  (2)

 To solve the equations (1), (2) about   and  :
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  Equations (3), (4) are linearized by using Fourier 
Transformation.
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  Where    is the point of linearization, 
′  represents the higher-order terms in the 
expansion, and   and   are the functions as 
follows:
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  Finally the equation (9) is obtained in 
representation of vectors as follows:

 



   


′                     (9)

where 

   is the initial value of 
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  Assuming that the rows of   are linearly 
independent, equation (9) can be solved by 
inversion of the   matrix:



   


 ,                              (10) 

with error   ′ .
  When measurements from more than 3 emitters 
are available, the least-squares solution is
 


    


 .                       (11)

  With knowledge of the position error 

 , the 

actual position is determined as




   


                                (12)

  Assuming no prior position information, the 
iterative linearization process will be initialized at a 
fixed point in the triangle consisting of the given 
three points.

3  Simulations

  In order to examine the performance of the 
positioning algorithm, Matlab 6.1 is used.
  Consider the process shown in Fig. 3. The three 
points are  ,  , and    respectively 
so that they compose a regular triangle. The fixed 
initial point to determine the position without prior 
position information is   . So, that is the 
centroid of the given regular triangle shown in Fig. 
2.
  First, test the algorithm without the prior position 
information. To determine the exact position without 
it, iterative calculations are necessary. Using the 
iterative linearization process based on equation 
(12), position values are converged very fast, as 
shown in Fig. 2. The angle differences used in this 
simulation are 80 and 130 degrees. The position 
values are converged within 4 steps with very small 
errors.
  Secondly, test the algorithm along the path, not a 
point. The test path is a horizontal straight line 
passing through the centroid in the range of 
 ≤ ≤  . In order to simulate the algorithm, 
angle differences   and   of the test path are 
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Fig. 4 Simulation result in a curve path

Fig. 5  Incident angle sensors

Fig. 3 Simulation result in a straight path

Sensor
Transmitter

Transmitter
Transmitter

Receiver
Stepping

Motor

Fig. 7  System configuration for test

Fig. 6 Circuit to convert the currents to voltage

Fig. 8 Emitter and receiver

needed. Fig. 3 hows the result of the simulation 
  Fig. 4 is the result of the curvature test. 

4  Experimental and Result

  To determine the incident angle, current passing 
through the sensor has to be measured. The incident 
angle sensor is composed of two photodiodes. And 
the incident angle is determined by two current 
values from each photodiodes as follows:

ANGLE 
 

×               (13)

where  and   are output currents from the two 
photodiodes.
  The picture of the incident angle sensor 
(HI-M600H3-2) and its characteristic is shown in 
Fig. 5. It detects tuned signals at 32kHz. In the 
range of ± , the value of the incident angle 
from the sensor is absolutely linear.
  Figure 6 shows the circuit to convert the current 
value to voltage value. The following relation is 
satisfied in the circuit:

  ×                              (14)

where   is the output voltage, and  is current 
from photodiode.
  To measure the incident angles of the infrared 
lights, it is very important to reject the interferences 
and to amplify the signal. Bandwidth filter rejects 
all the frequencies except the carrier frequency. 
Op-Amps amplify the signal to a suitable voltage 
level for an A/D converter.
  Experiments have been implemented inside the 
regular triangle of 2.36m for each side length, since 

the intensity of the emitters and infrared LED has 
been limited and we have had difficulties in signal 
conditioning. Figure 7 is the system configuration 
for the test. The system consists of 3 emitters and 
1 receiver. Each receiver has a slit. It forbids the 
surrounding signals to interfere. The receiver is 
rotated by using a 400 pulse stepping motor. Its 
angular rate is 360deg/sec. Therefore the proposed 
system can get position data with 1Hz resolution. If 
the angular rate of the motor and signal processing 
time is faster, we can get higher resolution data. 
Figure 8 shows the emitter and receiver systems.
  For each test, 11 points and 9 points are selected 
on the straight and curved path and the mean data 
are calculated using data every 10sec.
  As shown in Fig. 9, the experimental result is 
very similar to the simulation result in Fig. 3 
except for the limitation of ranges. The ranges of x 
and y in the experiment has been limited is because 
of the emitting shape of the infrared LED. Most of 
all, the infrared LED is produced for remote 
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Fig. 9  Test results in a straight path

Fig. 10  Test results in a curved path

controllers or wireless communications. Therefore, 
the infrared light radiated from the LED is acutely 
focused on the center region.
  Figure 10 shows the test result in a curved path. 

5  Conclusions

  In this paper, the new indoor positioning method 
using infrared lights has been suggested. Users are 
independent of the emitting devices so there is no 
limitation of the number of users provided in this 
positioning service. Since this method has no 
interactive process between emitters and receivers, 
the measuring time is less than any other 
positioning system. Mathematical problems necessary 
for the determination of the position havebeen 
derived. To solve these non-linear problems, an 
iterative linearization process has been used.
  The algorithm to determine the position has been 
simulated and experimented. Results of the 
simulations were reasonable. Experiments have had 
many problems, such as the limitation of intensity 
of emitters and signal conditioning problems. Thus, 
the experiments have been implemented in a very 
bounded area, inside the regular triangle with 2.36m 
side length. However, the experimental result was 
acceptable.
  This new positioning method can be applied to 
any indoor system that needs absolute position 
information. To apply this method to mobile robots 
or for industrial purposes, emitters should be 
improved to a more suitable form and signals from 
the sensors should be well-conditioned. More 
emitters can achieve more accurate positions using 
the Least Mean Square method.
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Abstract  
This paper proposes an efficient localization algorithm in 

the RFID sensor space for the precise localization of a mobile 
robot. The RFID sensor space consists of embedded sensors 
and a mobile robot. The embedded sensors, that is, tags are 
holding the absolute it is called as antenna usually, gets 
several tag data at the as position data and provide them to the 
robot which carries a reader and requests the absolute 
position for localization. The reader, me time within its 
readable range. It takes time to read all the tags and to process 
the data to estimate the position, which is a major factor to 
deteriorate the localization accuracy. In this paper, an 
efficient algorithm to estimate the position and orientation of 
the mobile robot as quickly as possible has been proposed. 
Along with the algorithm, a new allocation of the tags in the 
RFID sensor space is also proposed to improve the 
localization accuracy. The proposed algorithms are 
demonstrated and verified through the real experiments. 

Keyword: RFID, Tag allocation, Localization, Mobile robot, 
Estimation error. 
 
 
1. Introduction 

 
 An RFID (Radio Frequency IDentification) technology is a 
non-touching recognition system that transmits and processes 
the information on events and environments using a wireless 
frequency and small chips [1]. The RFID system can read the 
tags at high-speed and send data within various distances. 
Therefore, the application of the RFID technology has 
recently been increased and an RFID has been applied for the 
robot technology [2]. With the development of the personal 
robot and advanced ubiquitous network robots, it is essential 
for the robots to recognize their own location and 
environment and to keep high security in a common space 
with people. If an RFID technology is properly applied to the 
robot, the services for the users can be provided by the service 
robot at anytime at any place. 

The passive RFID technology has been utilized for the 
researchers to recognize the position of the service robot [3]. 
The method is that RFID passive tags are arranged on the 
floor to provide the absolute position data, which are free 

from the problems of conventional systems [4]. Note that 
dead reckoning sensors suffer from accumulating errors, laser 
and ultra-sonic sensor from line-of-sight errors, and CCD 
from the illumination. The absolute location of the robot can 
be obtained robustly, with the RFID tag and reader in sensor 
network space [5] where sensors are properly embedded 
several places to provide the absolute position information to 
the service robot. However some shortcomings are found in 
the localization systems using the RFID [6].  The antenna 
detects several tags within its detecting range and the 
numbers of detected tags are not constant at all times, which 
causes the position estimation error.  

 
 

On account of this, the precise localization is not feasible 
using the RFID tags unless it is located many tags in a very 
short interval ignoring economics. Also, in the posture 
estimation of the mobile robot, two antennas are necessary to 
recognize the orientation of the robot since the orientation 
cannot be detected by using only one antenna. 

In this paper, the problem of acquiring position 
information, including the orientation of the robot, is 
introduced in the robot localization using the RFID system. 
Also, the algorithms to reduce estimation error of the robot 
and to achieve more efficient localization are newly 
proposed. 
 
 
2. Position Estimation of a Mobile Robot 
 

In order to estimate the location of the robot using RFID 
system, RFID tags are arranged in a fixed pattern on the floor. 
Absolute coordinates of the location have been stored in each 
tag to provide the position data to the mobile robot. An RFID 
reader (antenna) has been installed to read the tag data on the 
bottom of the mobile robot.  If the robot moves and stays on 
any tag, the RF field is formed by RFID reader antenna. All 
the tags within the circle of radius, r , which are under the 
effective area of RFID antenna,  are activated. 

When the localization process starts, the RFID reader 
gathers the position data of the tags under the effective area of 
antenna. The RFID reader repeatedly gathers the tag 
information sequentially when there are more than one tag in 
the RF field, since it can recognize only one tag signal at a 
time. In order to receive other tag data within the effective 
area of the RF reader, the tag data previously read are stored 
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to the PC. Then, the reader gathers the next tag information, 
and 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
     Fig. 1. Configuration of the Experimental System.. 
 

repeats this procedure until there is no unread tag left within 
the RF field. The configuration of the experimental system is 
shown in Fig. 1. 

The orientation of the robot can be estimated using the 
multiple sets of the tag position data. The initial orientation 
can be estimated using the sets of position readings. And the 
traveling orientation can be estimated by the two sets of 
position data, the previous and current position data, 
assuming that the mobile robot is moving forward all the 
times. 

 
 
3. Uncertainty of Position Estimation 
 
In the passive RFID localization system, the utilization of 

tag information is dependent on the system characteristics. In 
other words, even though the RFID reader detects RFID tags 
within the recognition area, it cannot obtain a precise location 
value from the tags since there is no position information 
between tags. The distance between RFID reader and tag is 
also a variable to be considered in the localization process. 
Therefore the classical localization system based on the 
triangulation technique with three distance data has too big 
error to be used for the mobile robot navigation. 

The estimation error is unavoidable when the robot 
location is estimated by the coordinates of tags within the 
recognition area of the reader. The estimation error is 
modeled in this research to minimize this estimation error. 
When the tags are arranged in a square pattern and the 
distance between them does not exceed the range of reader, 
the recognition area of the reader for the tags can be 
represented as a circle as shown in Fig. 2.  

The position of the mobile robot  that carries a 
reader antenna on the bottom, can be obtained through the 
position data of the tags that are located within the 
recognition area of the reader as 

),( estest yx

2
},,min{},,max{ 11 NN

est
xxxx

x
LL +

=       (1) 

2
},,min{},,max{ 11 NN

est
yyyyy LL +

=        (2) 

where N represents the number of tags detected by the reader 
and  represents the coordinates 
information of the tags. 

L,,,,, 21321 yyxxx

The position of antenna --coordinates of the mobile robot-- 
is estimated by Eqs. (1) and (2) using the absolute coordinates 
in the tags. However, the real position of mobile robot has the 
estimation error because of the gap between the tags. 
Therefore the estimation error is proportional to the gap 
between the RFID tags. Figure 2 illustrates the relationship 
between the estimation error and the gap between the RFID 
tags where only X-dimensional tags are considered. Each tag 
from left to right has coordinates, and 

1

1 2 3 1, , , , , ,n na a a a a−L

na +
, and the gap between the tags is . 

tagd
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Fig. 2. Estimation error and the gap of tags. 

 
The left boundary of the reader recognition area is denoted 

as  and the right as . That is, the RFID reader can detect 
tags located between   and . The estimated coordinates, 

, and the real center position of the reader ,  are 

represented as follows:   
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The estimation error, , is defined as este
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where the ranges of  and  can be described as 
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From (5) and (6), now the range of estimation error can be 
represented as 
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Equation (7) shows that the estimation error is proportional 
to the gap between the tags and the maximum value is half of 
the gap. Therefore, the maximum estimation error in the X-Y 
Cartesian coordinates is represented as 

2 2
_ max (1 / 4) (1 / 4)

0.707 .
est tag tag

tag

e d

d

= +

≅

d
         (8) 

 
 
4. Algorithm for Reduction and Compensation 

of the Error 
 
For the localization process of the mobile robot in the 

RFID sensor space, two schemes are introduced to reduce the 
error in this paper.  

When the gap between the tags is reduced, the accuracy of 
the estimation is improved as described in the previous 
section. But, this solution increases costs because it increases 
the number of tags. The optimal allocation of the RFID tags in 
the sensor space proposed in this paper aims at improving the 
accuracy of the position estimation without increasing the 
number of tags. Traditionally tags have been allocated in a 
square pattern (Fig. 3), but in this paper a triangular pattern 
(Fig. 4) is proposed to decrease the estimation error without 
increasing the number of tags. 

Figure 5 illustrates the decrease of the estimation error in 
the triangular pattern space. 

X
1a 2a 3a

2/tagd
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Fig. 3. Estimation error decrease in triangular pattern. 

 
The coordinates of  and  are represented as follows: 
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When the RFID tags are arranged in the triangular pattern,  
the estimation error in x-direction can be decreased as 
follows: 
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Therefore, the maximum estimation error in X-Y Cartesian 
coordinates can be represented as 
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 5. Experiments and Results 
 
For the localization of a mobile robot, it is assumed that the 

mobile robot moves along the designated path.  
 
5.1 Experimental environment 
The main frequency of the RFID is 13.56 MHz, The 

positions of the tags are pre-stored, and the tags are regularly 
allocated following a designed pattern. To show the 
superiority of the triangular pattern, the tags are allocated at 
every 0.05m in a row for both patterns. The size of the RFID 
reader antenna is 0.1m*0.1m and that of epoxy tags is 
3cm*3cm. The mobile robot moves in the 1m*1m space 
along the designed path. The velocities of right and left 
wheels are sent in radio frequency from the main computer to 
the differential-driving mobile robot. The reader antenna is at 
the bottom of the robot, and is connected to the reader. The 
reader and main computer are linked through the RS-232 
serial communication channel. 

 
5.2 Experimental results 

The first experiment aims at the comparison of robot 
localization accuracies in triangular and rectangular patterns 
of tag allocation. The mobile robot follows the path-1 and 
path-2 in Fig. 4 with the velocity of  0.25 m/s and the 
sampling time of 0.04 sec. 

The estimation errors are illustrated in Fig. 5 for path-1. As 
it can be seen by comparing the errors, the estimation errors 
for the triangular pattern are a lot smaller than the square 
pattern. For the Path-2, the same results are obtained. 

To express correct values, the average position error and 
orientation error is represented in Table 1. The fact that the 
triangular pattern of RFID tag allocation reduces the 
estimation error is described in section 4 by using the error 
model and it is demonstrated by the experiment. 
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Fig. 4. Two different paths (Path-1 and Path-2). 

 
 

   
(a) Position estimation error. 

   
(b) Orientation estimation error. 

                  Fig. 5. Estimation errors of Path-1. 
 

Table1. Average of the position and orientation error 
 Path-1 Path-2 

 Position 
Error(m) 

Orientation 
Error(deg) 

Position 
Error(m) 

Orientation 
Error(deg)

Square 
Pattern 0.02 1.72 0.02 1.42 

Triangle 
Pattern 0.016 1.12 0.015 0.89 

 
 
 6. Conclusions 

 
This paper proposes a new localization scheme in an RFID 

based sensor space, which is derived from the new ideas on 
the tag allocation and on the accurate and efficient 
estimations. This scheme overcomes the shortcomings of the 
conventional absolute position estimations and improves the 
localization efficiency and accuracy. The main ideas are 
demonstrated by the experiments of a mobile robot 
navigating over the RFID based sensor space. To illustrate 
the improved accuracy and efficiency of the position 
estimation scheme, the square and triangular tag patterns have 
been compared. The triangular pattern has shown better 
performance than the square pattern for position estimation of 
a mobile robot. When the robot moves in the RFID sensor 
space, the velocity and position of the robot are estimated and 
compensated to reduce the estimation error according to the 
localization scheme developed in this paper. Therefore, this 
scheme is very effective for the position estimation of any 
object in the sensor space and it could be a good tool to form a 
ubiquitous environment for a mobile robot. 
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Abstr act 
We are attempting to develop an autonomous mobile 

robot that has the ability to perform practical tasks in a 
human living environment by using information derived 
from sensors and a knowledge database. When a robot is 
made to adjust to a human environment, robots require 
systems that can recognize the external world and 
perform correct driving control. We have developed a 
self-localization method for an autonomous robot. 

Odometori offers a self-localization method that is of 
the greatest use, providing a method of calculating and 
determining the tracks of a robot. However, there is a 
limit to the accuracy of this self-localization because a 
cumulative error occurs regarding the self-position 
determined by Odometori. To solve this problem, this 
paper describes the development of a self-localization 
method based on a fusion of Odometori and LRS (Laser 
Range Sensor) data.  
Key words: autonomous mobile robot, LRS (Laser Range 
Sensor), Odometori, ICP (Iterative Closest Point) algorithm, 
Self localization, mapping.  
 
 
1. Introduction 
 

In our country now, the population is aging, and the 
number of people who receive nursing in hospitals and 
welfare facilities is increasing. At the same time, the 
proportion of the working population continues to 
decrease. Robots are expected to make a contribution in 
helping to solve the problem of the labor shortage this is 
creating. Indoor robots intended for use in a general life 
environment include, among others, cleaning robots, 
house-sitting robots, and guard robots. Indoor mobile 
robots that have movement functions like these robots 
are expected to evolve.  

Environmental recognition is required so that the 
robot may coexist among humans. An autonomous 
mobile robot requires map information regarding its 
range of action. This includes a grasp of the position 
where the robot is located on the map. By recognizing 

this environmental information, the robot can search for 
a route to its destination and can accurately reach the 
destination. Therefore, the robot’s knowledge of its 
position on the map is one of the important 
environmental recognitions that is required. 

Odometori is the self-localization method that has 
been of the greatest use; it can calculate distances and 
determine the tracks of the robot. However, there is a 
limit to the accuracy of this self-localization because a 
cumulative error occurs regarding the calculated tracks 
by encoder data [1][2]. To solve this problem, we 
developed a self-localization method based on a fusion 
of Odometori and LRS (Laser Range Sensor) data.  

In our research up to last year, in which the data 
obtained from the LRS made a straight line, self-position 
was determined by matching the robot with an 
already-known obstacle. However, the inability to 
establish a correspondence to obstacles other than by a 
straight line (because in this technique the LRS data 
required a straight line) meant that the robustness was 
low. In addition, there was the problem that it was 
necessary to give information about the obstacle to the 
database before the position of the robot could be 
determined. Therefore, in our new system the LRS data 
does not require a straight line. The earlier problems 
were solved using an ICP algorithm to match LRS data 
with the database. Moreover, by using this method, the 
robot becomes able to construct a map without being 
supplied with a map beforehand. We mounted this 
system on the robot in an indoor environment and 
conducted an experiment involving self-localization and 
mapping. 
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2. System Architecture 
 

In this research, we used a mobile robot, Kitasap2, 
developed in our laboratory. Figure 1 shows the externals 
of Kitasap2. It is composed of three wheels; the two front 
wheels are independent drives, and the rear wheel uses a 
ball. An encoder is installed on the front wheel, and a 
LRS is installed in front of the bottom of the robot. The 
robot is equipped with a computer that controls all 
devices; lithium-ion batteries supply the electric power.  
 
 
 
 
 
 
 
 
 
 

Fig. 1 Mobile robot 
 
3. Self-Localization and Mapping 
 
3.1 ICP algor ithm 
 

The ICP algorithm is a technique of the optimization 
of overlapping point sets [3]. For each point of point sets, 
the nearest point is looked for and related mutually. The 
least square method concerning the distance is calculated 
based on them (expression 1). And points are updated 
using a homogeneous transformation (expression 2). It 
then optimizes matching by repeating these procedures. 
The ICP algorithm has the following advantages. It is 
strong in suppressing noise; it need not be given 
correspondence points; it can be matched even if two sets 
of points are off to some degree; it does not require 
location information; and it can deal with overlapping of 
complex shapes. In this research, by applying this 
algorithm to match the LRS data with map information, 
the position of the robot is presumed. 
 
                                    (1) 
 
                                       (2) 
 
 
 
 
 
 
 
 

3.2 Self-localization method 
 

The procedure for self-localization is shown below 
(See Figure 2). 

 
Ⅰ.  The rotation angle of the tire is acquired from the 

encoder. Tracks of the robot are calculated, and the 
position of the robot is presumed. 

Ⅱ. Acquired data from LRS is transformed into a 
global coordinate system based on the self-position 
presumed from encoder. 

Ⅲ. The map information (database) and the LRS data 
that transformed into a global coordinate system are 
compared. The nearest points are related mutually. 

Ⅳ .  The related point data is substituted for the 
evaluation function of the ICP algorithm 
(expression 1). 

Ⅴ. If the value of the evaluation function is less than 
the threshold, it is considered to match. The value 
of the transformation matrix at that time is the 
position of the robot. (End)  

 If the value of the evaluation function is greater 
than the threshold, the transformation matrix is 
calculated. 

Ⅵ. A geometric transformation is performed using the 
homogeneous transformation (expression 2).  
(Return to Ⅲ) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2 Procedure for self-localization 
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3.3 Mapping method 
 

The mapping procedure is shown below  
(See Figure 3). 
 
Ⅰ.~ Ⅳ.  See the corresponding steps in the procedure 

of self-localization. 
Ⅴ.  If the value of the evaluation function is less than 

the threshold, the transformation matrix at that 
time is the position of the robot. (Go to Ⅶ) 
If the value of the evaluation function is greater 
than the threshold, the transformation matrix is 
calculated. 

Ⅵ. A geometric transformation is performed using the 
homogeneous transformation (expression 2). 
(Return to Ⅲ) 

Ⅶ. If the value of the evaluation function is less than 
the threshold and converges, the map is 
constructed, and the database is updated based on 
this map. 

Ⅷ. (Return to Ⅰ) 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Mapping procedure 
 
 
4. Experiment 
 
4.1 Exper iment of self-localization 
 

We performed experiments to verify the 
self-localization method proposed in this research. In 
experiment 1, the robot (Kitasap2) is arranged on ① in 
the environment of Figure 4, and robot presumes its 
self-position. 

In experiment 2, to verify the robustness, the robot is 
lifted and is moved to position ②  of Figure 4 
compulsorily. Again, the robot presumes its self-position. 
The amount at this time of the movement is -1m to the 
direction of Y coordinates, and the robot orientation is 
rotated by 90 degrees.  

We conducted each experiment 100 times. The error 

margins of self-localization are shown in Figures 5 and 6, 
respectively. The average error, the maximum error, and 
the standard deviations of the results are shown in  
Tables 1 and 2. 

From Figure 5 and Table 1, it can be confirmed that 
the error of X coordinates and the error of Y coordinates 
are within ±3.0cm. Moreover, we confirmed that the 
orientation of the robot was able to be presumed within 
an error of ±0.01rad. Therefore it is proven that accuracy 
of this self-localization method is high.  

From Figure 6 and Table 2, in the case where the 
robot is compulsorily moved, it can be confirmed that the 
estimated position converges in the correct vicinity of 
coordinates. And, it can be confirmed that the accuracy 
of self-localization is high. Therefore, it is proven that 
robustness improves with the accuracy maintained.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 4 Environment of the self-localization experiment 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 5 Localization result of experiment 1 
 

Table 1 Results of experiment 1 
 X Y 

Average [cm] 1.4 -1.0 

Maximum [cm] 2.7 -1.9 

Standard deviation 0.4 0.3 
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Fig. 5 Localization results of experiment 2 
 

Table 2 Results of experiment 2 
 X Y 

Average [cm] 0.1 -1.2 

Maximum [cm] 0.7 -3.1 

Standard deviation 0.3 0.4 

 
4.2 Mapping exper iment 
 

We also performed an experiment to verify the 
mapping method proposed in this research. In this 
experiment, no map information is given to the robot 
beforehand, and the robot is arranged in an unknown 
environment (Figure 6). Figure 7 (a) is a map of the 
environment of Figure 6. The robot moves on the tracks 
shown by the arrow in Figure 7 (a), and constructs the 
map. The movement speed of the robot is about 
20cm/sec. The map the robot generated is shown in 
Figure 7 (b). 

From the experimental results, it can be confirmed 
that even if no map information is given to the robot 
beforehand, the robot is able to construct a map. 
However, the constructed map includes an error. And this 
experiment occasionally failed in mapping. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Environment of the mapping experiment 

 
 
    
 
 
 
 
 
 
 
 
 
 

Fig. 7 Map of the mapping experiment and 
experimental results 

 
 
5. Conclusion 
 

Our research has developed a self-localization 
method based on a fusion of Odometori and LRS (Laser 
Range Sensor) data. To solve the problems in our 
research up to last year, we used the ICP algorithm to 
match the LRS data with the database.  

By using this method, the robot has improved 
robustness, and becomes able to construct a map without 
being supplied with a map beforehand.  

The next problem is to improve the accuracy and the 
success probability of the mapping. 
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Abstract 
 

Real time monitoring is necessary for the dynamic 
obstacle avoidance and trajectory tracking of mobile 
robots. However there are several problems in 
implementing a real time operating system: 1. It is 
expensive to develop since a high license fee is required 
and 2. Standards for the real-time systems are not well-
established yet. For an educational system under these 
difficulties, a Linux-based real time system is possible to 
receive the display data with the minimum time delay by 
the kernel compiling to fit to the user system. Notice that 
Windows OS is suffering from code bloating phenomena, 
which may result in a long operation time. An i-BOT is 
developed for a demonstration system to show the 
localization schemes using the RFID and ultrasonic 
sensors, named as iGS (indoor GPS). An RFID is 
designated to synchronize the transmitter and receiver of 
the ultrasonic signal, and the traveling time of the 
ultrasonic signal has been used to calculate the distance 
from the iGS to a mobile robot. 
 
Keywords: real-time, Linux, localization, RFID 
 
 
1. introduction 

  
In the near future, various new services come to our 

daily lives through the ubiquitous computing and 
network environment. Especially for a mobile service 
robot, it is very important to estimate the position and to 
recognize human beings and obstacles at any instance. 
The localization and recognition techniques are very 
important to provide various services to human beings in 
various environments [1].  

Since the mobile robot is able to move in the working 
area, it can be used for various tasks unless it causes 
collisions to the obstacles in the environment. On 
account of its mobility, the mobile robot can replace 
human beings for the hard and dangerous tasks. To 
execute the given tasks successfully, the mobile robot 
needs to identify its own position for a certain task 
including sensing the environment and controlling the 
motors. Unexpected disasters may happen through the 
malfunction of the mobile robot in synchronizing to the 
environment. Therefore the mobile robot is a real time 
system to move to the goal as well as to avoid obstacles 
concurrently,     

Most of the robot control systems are being developed 
using Windows O/S. Windows has many advantages of 
easy developing environment, such as, supporting 
abundant device drivers and multitasking. However it 
cannot support hard real time capabilities since the 
Windows is not designed for the real-time system 
originally, which emphasizes the graphic display. 
Moreover it is difficult and takes a lot of time to develop 
the device drivers [2] in Windows O/S.  

 Basically a real time O/S is suitable to implement a 
real time control system. The commercial QNX and 
VxWorks have the hard real time capabilities. However, 
the price is too high to be used for education and 
research purposes. Their support of device drivers for 
custom designed controllers is so weak that the 
expendability is very low [3].  

 In this paper, for the autonomous navigation of the 
intelligent robot, i-BOT, a real time control software is 
developed and evaluated. To keep the hard real time 
capabilities, Linux with RTAI has been used.  

In section 2, the development environments of real 
time Linux and Windows O/S are analyzed to show the 
differences. Section 3 illustrates the hardware platform 
of i-BOT and the constitution of iGS (indoor GPS), and 
section 4 describes the operating platform for the 
autonomous navigation and the position estimation 
algorithm of iGS, and the simulation and experimental 
results follow in section 5. The ideas and contributions 
of this paper are summarized in section 6.  
 
 
2. Comparison of Real Time Linux and 
Windows  

 
2.1 Stability of Linux control system 
 
 Linux is a next generation O/S which can replace the 
Windows O/S which has code bloat caused by the 
continuous addition of functions when they are required. 
That is, the unnecessary code increase (Actually 
Windows has about 35 to 40 million unnecessary lines.) 
degrades the operating performance in the real time 
control system. On the contrary, the real time Linux can 
be ported on the small memory such as a floppy disk 
since it can be reconfigured by the complier to fit to the 
user system. On this reason, the Linux has been widely 
utilized for embedded systems.  

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 474

mailto:Sungho123@pusan.ac.kr
mailto:jmlee@pusan.ac.kr


2.2 Flexibility of development environment 
  

There are several reasons that the Windows platform 
has been dominant so far. It provides a user friendly 
interface and various services, and the educational cost is 
very low. Now the Linux also has almost all the 
advantages of Windows by the continuous development. 
Figure 1 is a screen shot of Visual Studio which is the 
Windows development environment, and Fig. 2 is a 
screen shot of QT which is the Linux development 
environment. Since both of these two environments 
support C and C++ as a basic programming language, the 
developing environments are almost the same. 
 

 
 

Fig. 1. Visual Studio Screen shot. 
 

 
 

Fig 2. QT screen shot.  
 
 Linux also enables to form the tele-debugging 

environment by a terminal, which is very rare in 
Windows. Moreover the source codes of Linux are open 
to public. Therefore it is possible to modify the source 
codes according to developing objects and application 
environments promptly and easily. However the 
performance of the real time system in the Windows 
degrades on account of the additional codes for the 
various functions.   
Therefore in this paper a mobile robot controller is 

developed based on a real time Linux, and the 
performance is compared to the Window based system. 
The modularity and real time performance of the Linux 
based system are emphasized to show the superiority of 
Linux to Windows.  
 
 
3. i-BOT Platform and iGS 
 
3.1 i-BOT Platform  
 

The mobile robot used in this research, i-BOT, is 
made by Ninety Corp., which is shown in Fig. 3. For the 
power supply, 12 V rechargeable batteries are used. Two 
active wheels and one auxiliary wheel are driving the 
mobile robot. For the simplicity of driving mechanism, 

two stepping motors are used. The mobile robot can be 
controlled wirelessly from a PC through Bluetooth.  
 

 
 Fig. 3. i-BOT system.  

 
3.2 Structure of the iGS system 
 

The proposed localization scheme can be applied for 
any of moving objects, such as, home robot, service 
robot, humanoid robot, etc. The indoor environment 
consists of columns, corners, and two dimensional flat 
walls which can include desks, tables, and computers 
depending on the size of the objects.   
There are four beacons in the workspace of i-BOT. 

Each beacon is located at a specific corner with a 
specific coordinates and it transmits the ultrasonic 
signal when it is requested. Notice that most of cases, it 
is convenient to install the beacon at the corner of 
ceiling. On the mobile robot, there is a receiver which 
detects the arrival time of the ultrasonic signal from the 
beacon. The receiver has a RF transmitter in the same 
body, which sends out an ID for a specific beacon 
assigned to the ID to request the ultrasonic transmission. 
To identify the orientation of the mobile robot, there are 
two receivers on the robot. The beacon receives an 
RFID from the receiver, and checks whether the ID 
matches to itself or not. When the matching succeeds, it 
sends out the ultrasonic signal to the receiver on the 
mobile robot. 

 
 
4. O/S platform for autonomous navigation 
 
4.1 Real-Time System 
 

To incorporate various functions to i-BOT, not only 
improvement of the mechanical structure but also design 
and implementation of real-time software structures are 
important [4]. The real-time software governs the 
efficient flow of resources and defines data-flows among 
the elements, for the real-time control system. The real-
time position estimation and object recognition are 
necessary for higher level functions, such as, the 
autonomous navigation and recharge. For the precise 
estimation and recognition, the data which have different 
physical dimensions from various sensors need to be 
processed and fused efficiently. The autonomous mobile 
robot may confront with unwanted collisions to obstacles 
when one of these elements does not keep the time 
constraint.  

 For the autonomous navigation of i-BOT, many tasks, 
such as, motor control, sensing, position estimation 
commands, need to be processed in real time. Each task 
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has its own control period, priority, execution time, and 
computational complexity. Since the hard real-time 
properties are required in the control of motors using 
sensor data in these tasks, a real-time operating system 
which manages the resources efficiently is essential to 
implement the real-time control system.  

 The most important feature for the controller is real-
time capability. Notice that the real time operating 
system is a higher level program to make the tasks being 
executed in real time. The operating system does not 
solely aim at the high speed operation. Within the 
allowed time slot, it provides the desired output utilizing 
the predictable system functions.  Both of Windows 
and Linux are not possible to execute hard real time 
tasks, by themselves. Therefore, each operating system 
suggests real time kernels with the basic operating 
system to be used for the necessary real time system. For 
Windows, RTX is the most popularly used kernel. There 
are several on-going projects to make the Linux a real 
time operating system, such as, RTLinux and RTAI. The 
real time operating system supports the programs of 
multi-tasking structure with time tags, and also provides 
communication synchronization among tasks and 
scheduling mechanisms to implement the real time 
systems. 

Linux is a performance-oriented O/S, which has the 
round-robin scheduler. That is, each task holds the token 
in a fixed period. Therefore the real time processing 
cannot be guaranteed. Even though a preemption 
function is added in the recent kernel version 2.6x, it is 
still not suitable for the hard-real time system, such as, a 
mobile robot system. There is a Linux based real-time 
operating system, RTLinux which is commercially 
available but applicable to very limited types of 
processors. 

As a sort of interface program, RTAI is developed and 
it is free of charge. The RTAI provides most of the hard 
real-time properties, such as, task pre-emption and 
priority setup/inheritance. Therefore it is suitable for the 
real-time systems under Linux operation system. 
 Figure 4 shows the basic structure of RTAI. The Linux 
kernel is treated as a task. RTAI and Linux kernel can be 
interfaced to the hardware by HAL (Hardware Abstract 
Layer). HAL manages to execute the real time tasks 
preferentially, while it leaves Linux kernel and the 
processes working in the kernel as the lower priority 
tasks in RTAI [5]. 
 

 
   Fig. 4. Structure of RTAI. 

 

4.2 Hierarchical control architecture  
 

There are three levels in the architecture depending on 
the execution period and characteristics: 1. The highest 
level is the task goal which sets up the goal of the 
navigation, 2. The second level is the path planner which 
generates a path to the goal, and 3. The lowest level is 
the trajectory generator which specifies location and 
time pairs of the mobile robot on the path.  

When the final goal for the autonomous navigation is 
determined, the highest level monitoring system plans 
the trajectory to the goal by selecting appropriate via and 
through points for the mobile robot to follow.  

The path planner decides the existence of obstacles 
and changes the path to avoid the obstacles. For the 
obstacle detection, the ultrasonic transmitter sends out 
the signal every 100 msec, and the corresponding 
receiver computes the TOF (time of flight) of the 
ultrasonic signal and detects the obstacles within the 
dangerous range. After the collision avoidance, the 
current and goal positions are newly set in the 
monitoring system to execute the trajectory planning 
again.  

In the lowest level, the stepping motors are controlled 
to follow the trajectory by the timer interrupt service 
routine in every control cycle, which provides a 
frequency output to control the motor.  

The obstacle avoidance routine is activated when there 
are some static or dynamic obstacles in the path of the 
mobile robot, i-BOT, which senses and avoids the 
possible collisions using the ultrasonic sensors and the 
two stepping motors, respectively. When it is not 
possible to avoid the collision, the routine may send out 
STOP command to the motor controllers. After the 
successful avoidance, the current mobile robot follows 
the desired trajectory to the goal.  
 
4.3 iGS position estimation algorithm 

 
The localizer starts to count when it sends out an 

RFID signal assuming that the transmission time to a 
beacon is negligible. When a beacon receives its RFID, 
it sends out the ultrasonic signal immediately. The 
counting at the localizer continues until it receives the 
ultrasonic signal. After the distance computation using 
the counter value which corresponds to the TOF of the 
ultrasonic signal, the localizer sends out another RFID to 
the next beacon. When the distances to all the expected-
nearby beacons are measured, the coordinates of the 
mobile robot is going to be calculated.  

The TOF which can be calculated by the counter is 
basis for the computation of the distance between the 
ultrasonic transmitter (beacon) and receiver (localizer) as 
follows:. 

Tv ×+= 6.05.331  [m/sec]           (1) 
dtCns −×=       [sec]             (2) 

svr ⋅=        [m]              (3) 
where T is the room temperature, C is the period of 
counter clock,  is the number of counter,  is the n dt
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time delay for ultrasonic signal detection, is the total 
freight time of the ultrasonic signal, and 

s
r  is the 

distance between the beacon and the mobile robot. 
The synchronization between the beacon and the 

receiver on the mobile robot is very important in 
measuring the TOF of the ultrasonic signal without 
interferences. To select a beacon at a time, an RFID is 
transmitted to the beacon from the mobile robot. At the 
moment of the RFID receipt, the corresponding beacon 
transmits the ultrasonic signal to the receiver. Therefore 
there is an RF receiver with a specific ID and an 
ultrasonic transmitter at each beacon; there is an RF 
transmitter and an ultrasonic receiver on the mobile 
robot.  

For the localization of the mobile robot using the 
triangulation technique, at least three beacons are 
necessary for a mobile robot in the 3D space..  
 
5. Simulations and experiments  
 

To implement and to analyze the performance of a 
mobile robot control system under Linux O/S, a test-bed 
is implemented using iGS and i-BOT as shown in Fig. 5. 
The height, length, and width of the iGS space are 3.0 m, 
3.0 m, and 2.0 m, respectively. The speed of i-BOT is 
kept below 35cm/sec considering the localization 
accuracy and safety of the mobile robot.   

 

 
Fig. 5. Experiment environment. 

 
 Monitoring program manages the display of the 

position data measured by iGS and the counter values of 
the stepping motors sent through the Bluetooth, and it 
also sends out the motor control commands. In this paper, 
the monitoring program is implemented on a PC with the 
Linux using QT program, which gathers the data through 
Serial-COM and displays on the monitor.  

To make the ultrasonic receiver free from reflected 
interference signals. An RFID is sent out every 20 ms for 
each beacon. The total data processing time of iGS to 
obtain the location coordinates is 90 ms.  
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(a) Trajectory estimation.    (b) EKF results. 
   Fig. 6. Trajectory of a moving object. 

Figure 6(a) shows experimental trajectories of the 
mobile robot: the black solid line represents the actual 
trajectory while the rectangular marks represent the 
estimated trajectory by the triangulation method. In the 
middle of the path, there are filled rectangular marks 
which represent the positions estimated by only two 
sensor data. Fig. 13 represents the trajectory obtained by 
the EKF (extended Kalman filter) using the data set from 
the triangulation method. By applying the extended 
Kalman filter, the error between the real and estimated 
trajectories has been reduced to 20 % as it is clearly 
recognized by comparing Fig. 6(a) and Fig. 6(b).  

 
 

6. Conclusion  
 
 A flexible controller is designed to satisfy the various 

requirements of customers working on the Linux 
environment. RTAI has been utilized to form a real time 
control system based on Linux, since its source codes are 
open to public and it has higher flexibility than Windows 
to satisfy the controller specifications and environment. 
Through the various experiments, RTAI is proved to be 
efficient for modular and real-time programming. A 
monitoring system is specifically designed for the 
improvement of i-BOT control precision by taking 
advantage of this Linux-based real time O/S. It is 
concluded that the i-BOT working in the Linux 
environment developed in this research, is useful and 
flexible for education and researches.  
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Abstract

In this paper, we propose an ontology-base context
model that consists of high level context as well as
primitive spatial and temporal context. Moreover rea-
soning tools are used to find out not only simple con-
textual information such as object location, movement
and distance but also hidden contextual information
such as some objects disappeared by moving behind
bigger objects. Also we use axiomatic rules for re-
solving uncertainties which might be caused by the
mismatches of 3D SIFT key points. Some practical
examples will be provided to show the validities of our
proposed ontology-based context model.

1 Introduction

The intelligent robot needs high level perceptual
tasks - context awareness[1][4][5][6], SLAM[10], ob-
ject recognition. Especially contextual information
is necessary for robot intelligence with which robots
can recognize environments and plan their behaviors
to complete missions while adapting to their environ-
ments. Such perceptual tasks are often required to be
implemented by relatively inexpensive vision sensors
of which visual data can be made very informative
by employing many data processing algorithms. We
note that vision-based context understanding system
requires not only recognition of objects in the scene,
but also contextual interpretation of the scene. Spatio-
Temporal (ST) context is the basis for high level con-
text understanding. However, visual data could be al-
most partial and occult in real environment. And such
visual data processing knowledge have been specially
designed for the domain-specific application. Thus,
there can be hardly shared knowledge such as data

structure, data processing mechanisms and rules. Us-
ing ontological representation makes it easy for in-
telligent robot to share its knowledge and common
concepts[3][4][5][7]. Therefore, ontological representa-
tion and reasoning tools will open possibility for robots
to find hidden knowledge and/or to make that knowl-
edge is growing and reusable.

In this paper, we propose an ontology-base context
model that consists of high level context as well as
primitive spatial and temporal context. Moreover rea-
soning tools are used to find not only simple contex-
tual information such as object location, movement
and distance but also hidden contextual information
such as some objects disappeared by moving behind
bigger objects. Also we use axiomatic rules for resolv-
ing uncertainties which might be caused by the mis-
matches of 3D SIFT key points. For example, objects
cannot float in the air by themselves. Instance of our
proposed ontological context model will be generated
based on 3D SIFT features. Specifically, after recogni-
tion of objects using SIFT features[2], primitive spatial
data including location of objects, distances between
objects, movement of objects are created. When the
primitive spatial data are generated, an approximated
center of an object is selected as a representative point
for fast and efficient data processing. The compen-
sated primitive spatial data are then clustered to in-
stantiate primitive ST contexts. Then, higher level
ST contexts are also instantiated by classifying these
primitive ST contexts according to ontological taxon-
omy of context model. The instance is stored with a
time-tag . Instances are then used to extract some
missing information and/or to resolve uncertain re-
lations by inference tools. Some practical examples
will be provided to show the validities of our proposed
ontology-base context model.

In the following sections, robot-centered ontology
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is described. Robot-centered ontology includes onto-
logical model of perception, model, context and ac-
tivity. Second, it will shown how context ontology
instances are generated. Third, our ontology model
will be tested on home service environment. Finally,
a conclusion and consideration for future research are
provided.

2 Robot-centered ontology

Robot-centered ontology is an ontological represen-
tation of robot knowledge that supports intelligent
robot to perceive the environment, to model the state
of the world, to plan the sequence of job, to per-
form the selected activity and to aware a given sit-
uation - context. Robot ontology is necessary for
robot to share and reuse its knowledge, because robot
perceives the environment and puts into action in a
different way as human do[3]. It requires that on-
tological representation of robot knowledge should
be suitable for its own sensors, behaviors as well as
their coordination. Fig. 1 shows the architecture of
ontology-based multi-layered robot knowledge frame-
work (OMRKF), which includes 4 dimensions; KLevel,
KLayer, OLayer and time and 4 levels of knowledge
(KLeveli); Perception(Pi), Model(Mi), Context(Ci)
and activity(Ai). And those knowledge are represen-
tated by ontology.

2.1 4 Levels of Robot ontology

Robot perceives objects with its sensors, models
world, plans some sequence of task, performs the task
with behavior and perceive again, or robot behaves
through its sensor values not with planning but with
pre-programmed behaviors[11]. But, those sensor data
are uncertain and partial information[10]. And service
robot needs context-awareness[4], [5], [6], so that they
can adapt themselves to changing situations. Context
offers a few clues of the proper action selection mech-
anism for robot. According to the advance of con-
text, it is necessary to develop formal context models
to facilitate context representation, context sharing.
Thus, OMRKF is composed of KBoards and rules, and
KBoards is composed of 4 levels of knowledge percep-
tion, modeling, activity and context. each level and
dimension are connected by association rules as in Fig.
1.

Figure 3: The Definition of Interval Relation by Allen

2.2 Context ontology

The context KLevel (KLevel4) of OMRKF has 3
knowledge layers (KLayerij); spatial context (C1 or
KLayer41), temporal context (C2 or KLayer42) and
high level context (C3 or KLayer43) as shown in
Fig.1. C1 is is generated by primitive spatial data
and includes spatial concept such as on, in, near,
far, left and right. C2 is clustered with compen-
sated primitive spatial contest and includes spatial
concepts; object-fixed, move-near, temp-moving. And
C3 is more abstracted context in specific domain with
rules such as dinner, appetizer, main dish and dessert.
And, basic ontological elements of OMRKF is 3 on-
tology layer (OLayerijk) such as meta ontology layer
(OLayerij1), ontology layer (OLayerij2) and ontology
instance layer (OLayerij3). Fig. 2 shows an example
of OMRKF.

2.3 Temporal ontology

Time information is absolute measure which is ob-
tained regardless of location and movement[9]. For
temporal ontology, we reference thirteen interval re-
lations as shown in Fig. 3 to define relations among
actions which were proposed by J. Allen to formal-
ize time[8]. Temporal ontology makes it possible to
obtain knowledge not defined in ontology by inferring
relations among locations using interval relation.

3 Instantiation of Context ontology

In this paper, vision-based objects recognition is
performed by SIFT features. After recognizing ob-
jects, some instance of spatial context ontology in-
cluding location of objects, distances between objects,
movement of objects are created. When the spatial
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Figure 1: 4 Dimentional OMRKF

Figure 2: An Example of Robot-centered ontology Schema
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contexts are instantiated (OLayer413 or C13), an ap-
proximated center of an object is selected as a repre-
sentative point with axioms such as ”Solid objects can-
not penetrate other solid objects” and ”Objects can-
not float in the air by themselves”. The compensated
spatial context are then clustered to generate tempo-
ral context instances(OLayer423 or C23). Finally, we
can get high context instances(OLayer433 or C33) by
domain specific rules. And also we can get hidden ST
contexts by inferencing pre-instantiated ST contexts.

3.1 Instantiation of Spatial Context On-
tology (OLayer413 or C13)

In order to recognize objects, we use a model-based
approach. First of all, we use a 3D OFM (Object
Feature Model) as the reference model which includes
images of object, their corresponding SIFT keypoints,
and representative point. By simply matching of 3D
keypoints between OFM and input image, we can iden-
tify objects and obtain positions of objects with re-
spect to robot. After identifying objects, primitive
spatial data which describe geometric relations of rec-
ognized objects and are composed of location, dis-
tance, and movement data are generated. Also, the
primitive spatial data are instantiated one of spatial
context ontology (OLayer413 or C13).

Location Data: Location data for an object ob is
defined as R(ob) = (t, obj, R(ob)), where t is a time
when the location data is created, obj is the name of
object ob, and R(ob) is a position vector of object ob
with respect to the robot coordinate.

Distance Data: Distance data for ob-
jects ob1 and ob2 is defined as D(ob1, ob2) =
(t, obj1, obj2, D(ob1, ob2)), where t is a time when
the distance data is created, obj1 and obj2 represent
names of object ob1 and ob2, respectively. And,
D(ob1, ob2) is a position vector from object ob1 to
object ob2 with respect to the robot coordinate.

Movement Data: Movement data for an object
ob is defined as M(ob) = (t, obj, M(ob)), where t is a
time when the movement data is created, and obj rep-
resents the name of object ob. M(ob) is the vector of
movement which can be simply obtained by the vector
difference Rt(ob) and R(t−1)(ob).
Table 1 shows definitions used in generation of
primitive-ST data.

3.2 Instantiation of Temporal Context
Ontology (OLayer423 or C23)

Temporal context ontology is instantiated by infer-
ring spatial context ontology instance such as location,

Table 1: Definition for Primitive-ST Data
Definitions Description

ts start time
te end time

td = (te − ts) time interval of interest
tfreq sampling time

ti time acquiring i-th data
Nmax = td

tfreq
maximum number of available data

eR threshold of position error
eD tolerance of distance error
T trustability

distance, and movement data.
Primitive location data of object ob(pR(ob)) shows

that the object ob stays at the same location for a
given period of time td. And pR(ob) is defined as
pR(ob) = (id, ts, te, obj, R(ob), T ).The primitive loca-
tion data can be generated as follows;

For any time ti ∈ {0 < ts ≤ ti ≤ te}
1: If abs(R(ob) − Rti(ob)) ≤ eR then count = count + 1
2: T = count / Nmax
3: Generate pR(ob)

Temporal context ontology are instantiated with one
or more spatial context ontology instance about the same
objects. Table 2 show the spatial context and temporal
context ontolgy and their FOL[7] rules.

3.3 Reasoning of context ontology

We represent OMRFK with FOL. Moreover, OMRKF
includes sub-symbolic data that are seldom utilized by con-
ventional ontology system. The data generated from robot
perception or activities are numerical data, which are par-
tial and incomplete. The probabilistic approach has domi-
nated the solution of that case [2]. However, those systems
may be application-specific, which is difficult to reuse and
requires verification of the procedures. OMRKF applies
sub-symbolic data to ontology-based knowledge represen-
tation, so that OMRKF can deduce hidden knowledge that
is generated by a partial observation or an observation er-
ror, and make it easy to reuse and verify. Moreover, OM-
RKF needs rules that associate each level of knowledge,
these rules enable robot to query not only unidirectional
reasoning but also bidirectional reasoning. Table 2 show
rules for the generation of context represented by FOL.

4 Experimental result

The ST context generation experiment was performed
for objects in a refrigerator. For sequentially changing con-
text in the refrigerator as shown in Fig.4. Mobile robot
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Table 2: Rules for spatial context and temporal con-
text ontology
Layer Context Logical representation

C1 SC1 ∀o1, o2, t

location(o1, t) ∧ location(o2, t) ∧

positive((o1.x − o2.x), t) ⇒ left

C1 SC3 ∀o1, o2, t

location(o1, t) ∧ location(o2, t) ∧

dis err((o1.x − o2.x), t, eD) ∧

dis err((o1.y − o2.y), t, eD) ∧

dis err((o1.z − o2.z), t, eD) ⇒ near

C1 SC4 ∀o1, o2, t

location(o1, t) ∧ location(o2, t) ∧

positive((o1.y − o2.y), t) ∧

near(o1, o2, t) ⇒ over

C1 SC6 ∀o1, o2, t

over(o1, o2, t) ∧ equal((o1.y −

o2.y), (o1.height + o2.height)) ∧

dis err((o1.y − o2.y), t, eD) ⇒ on

C2 TC1 ∀o, t, t1
location(o, t) ∧ location(o, t1) ∧

loc err(o, t, t1, eD) ⇒ object − fixed

C2 TC2 ∀o1, o2, t, t1
distance(o1, o2, t) ∧

distance(o1, o2, t1) ∧

dis err(o1, o2, t, t1, eD) ⇒

fixed − distance

C2 TC3 ∀o1, o2, t, t1
distance(o1, o2, t) ∧

distance(o1, o2, t1) ∧

dis near(o1, o2, t, t1) ⇒ object − near

C2 TC5 ∀o1, o2, t, t1
contain(o1, o2, t)∧contain(o1, o2, t1) ⇒
inside

C2 TC7 ∀o1, o2, t, t1, dis1, dis2

distance(o1, o2, t) ∧

distance(o1, o2, t1) ∧

positive(dis1, dis2) ⇒ move − near

(a) Context 1 (b) Context 2

(d) Context 4(c) Context 3

(a) Time 1 (b) Time 2

(c) Time 3 (d) Time 4

Figure 4: Sequentially Changing Contexts

may generate primitive spatial data and instantiate spatial
context and temporal context ontology. At t = t1, there
are two objects (obj2 and obj3) apart from each other in
a refrigerator(obj1). At t = t2 and t = t3, obj3 moves left
and forward, respectively. Finally, a large object(obj4) ap-
pears in front of obj2 and occludes it.

Fig.5 shows the display of our context generation sys-
tem. In the left upper corner, images captured by stereo
camera attached on top of the mobile robot are displayed
continuously. In the right upper corner, the location of
objects, where the location is obtained by our proposed
point-based approach and compensated by our proposed
axiomatic rules, can be also observed. In the lower part of
Fig.5, ST Context predicates generated at experiment are
displayed. And ST Context Predicates for situations inside
refrigerator are listed in Table 3. Note that the proposed
system can extract the relationship between objects which
are not directly visible by inferencing relationship among
the instance of spatial context and temporal contexts cre-
ated at previous times. In this experiment, although obj2
is occluded by obj4, contexts such as front(obj4, obj2) and
front(obj2, obj3) were generated.

5 Conclusion

We proposed ontology-based context model for the
household service robot, and the ontology is represented
by FOL. This model allow robot to find contexts in spite of
hidden and partial data. Moreover OMRKF enable robot
to query through any directional reasoning between each
layer as well as between each level of knowledge with small
number of clues.

For a future work, we would like to extend our context
model to include knowledge to handle uncertain and partial
data. We also would like to represent our knowledge model
as OWL/SWRL which is known to be decidable.
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Robot’s view

Logical expressions for created ST Context

Top view in refrigerator

obj4

obj2

obj3

obj1

Figure 5: Shapshot of Experiments: Inside a Refriger-
ator

Table 3: ST Context Predicates generated at Experi-
ment

Time ST Context Predicates for situations
inside refrigerator

t1 ∼ t2 move-near(obj2, obj3), temp-moving(obj3)

t1 ∼ t4 object-fixed(obj1), object-fixed(obj2), fixed-
distance(obj1, obj2), object-near(obj1, obj2),
object-near(obj1, obj3), object-near(obj2,
obj3), inside(obj2, obj1), inside(obj3, obj1)

t4 visible(obj1), visible(obj2), visible(obj3),
visible(obj4), left(obj2, obj3), left(obj4,
obj2), left(obj4, obj3), front(obj2, obj3),
front(obj4, obj2), front(obj4, obj3),
near(obj1), near(obj2), near(obj3), near(obj4)
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Abstract
Experiments of a magnetoencephalography (MEG) and

an functional magnetic resonance imaging (fMRI) were
conducted to reveal the cortical mechanisms related to
covert pursuit to a moving visual target. Subject was asked
to gaze a fixation point at the center of screen and to track
covertly a horizontally moving target. The MEG was mea-
sured when the subjects were tracking the target covertly.
Current sources of about 7,000 dipoles on the cortical sur-
face were estimated from the MEG data by a hierarchical
Bayesian method incorporating the fMRI data. We investi-
gated whether the target velocity can be reconstructed from
estimated current sources. One of the datasets was used for
training of the weight parameter, and validation tests were
conducted using other two datasets. The result showed that
target velocities could be reconstructed from the current
sources in the cortical areas, related to processing target
motion in eye movements, such as primary visual cortex,
lateral occipito-temporal cortex, parietal cortex, and pre-
frontal cortex. This result suggested that these areas were
responsible for tracking a moving target, in consistent with
previous studies using noninvasive recording of brain func-
tion.

1 Introduction

The purpose of smooth pursuit eye movements is suc-
cessively gazing on a smoothly moving object with the
central fovea. It has been known that the main compu-
tational goal of smooth pursuit is to minimize the retinal
slip, i.e. target velocity projected onto the retina. It has
been known that eyes were able to pursue a sinusoidal tar-
get motion (its frequency up to around 1Hz) without de-
lays in primates’ smooth pursuit (e.g., in humans [1], in
monkeys [2]), whereas there is a significant delay (60ms in
monkeys [3], more than 70ms in humans [4]) in the control
loop of smooth pursuit. Thus, the central nervous systems
of primates predict the target motion for smooth pursuit eye
movements [5].

There are many reports that reveal predictive mecha-
nisms for smooth pursuit eye movements by noninvasive
functional brain imaging methods, e.g. functional mag-
netic resonance imaging (fMRI) [6, 7, 8, 9]. But, Corti-
cal activity patterns with millisecond-order temporal reso-
lution related to predictive smooth pursuit eye movements
cannot be obtained by fMRI in principle. In contrast, mag-
netoencepharogram (MEG) can record cortical activities
with high temporal resolution. Georgopoulus et al. [10]
reported that trajectories controlled by joystick were pre-
dicted from signals recorded by 248 MEG channels. The
result suggested that MEG signals represented informa-
tion related joystick trajectories. However, it was not clear
which areas were important for predicting joystick trajec-
tory because of small number of MEG channels.

In this study, we analyzed current sources on cerebral
cortex with high spatiotemporal resolution, which was esti-
mated by hierarchical Bayesian method [11] incorporating
fMRI activities. We conducted an fMRI-based MEG exper-
iment for investigating the neural mechanisms supporting
predictive smooth pursuit eye movements and for disso-
ciating neural signals related to prediction from response
signals derived from visual inputs. In this experiment, we
performed Covert pursuit task in which subject was asked
to orient their attention to a target and to pursue the target
motion in mind because the electrooculogram (EOG) com-
ponent contaminates MEG signals when subject’s eyes are
moved actually. Note that there is agreement that Covert
pursuit is based on common mechanisms with eye move-
ments [12].

2 Methods

2.1 Subject

A healthy male human volunteer with normal vision
participated in this study. The subject gave informed con-
sent in writing and the study was approved by the Ethics
and Safety Committee of Advanced Telecommunications
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Research Institute International (ATR).

2.2 Stimuli and apparatus

MEG recorded for4096ms at 1000Hz by 201-channel
sensors of whole-head biomagnetic imaging system (Shi-
mazu). A white target (with a diameter of0.3deg and a lu-
minance of1.30cd/cm2) and a red fixation point (0.3deg
and1.68cd/cm2) were projected by DLA-G11 (Victor) at
a 60Hz refresh rate. The screen (a background luminance
of 1.30cd/cm2) was placed100cm in front of the subject’s
eyes.

Target motion patterns were generated as output signals
of a second order linear system with Gaussian noise were
input. The second order linear system was defined in the
Laplace domain as

H(s) =
ω2

s2 + ω2
, ω = 2π (1)

the pole ofH(s) was s = 0 ± ωi. Therefore the cycle
of target motion patterns was about1Hz (2π/ω). These
parameters were determined through trial and fault for that
subject can perform smooth pursuit eye movements to the
target. Three patterns were picked up randomly from the
signals generated by the second order linear system with
Gaussian noise input for our experiment.

2.3 Procedures

Subject sat in front of a projector screen. An MEG
dewar was put on the subject’s head. His head was held
on a chin supporter. Two sessions of covert pursuit task
were conducted. In each a session, each target motion pat-
tern was presented at 30-trials respectively, and additional
30 exploratory trials were performed in random order. In
each trial, the target was stationary at a center of screen for
100ms, and moved for3996ms. Then, it was extinguished
and subject was required their eyes blinked for about2s.

2.4 Current source estimation

A baseline correction, drift removal, and invalid sen-
sors/trials removal were applied to the recorded MEG data.
Surviving MEG data were collected up with respect to each
session and each target pattern, and were used for current
source estimation.

The three-dimensional cerebral cortex model was made
from the high-resolution MRI structure image by using
Brain Voyager (Brain Innovation), and used for current
source estimation and result presentation. The number of
vertices on the brain surface model was 27513 points.

Figure 1: Result of statistical analysis of fMRI data. Color
(contrasting density) bar represents magnitude of t-value.

Figure 2: Colored area shows areas in which reconstruction
error was significantly smaller than errors calculated from
pseudo data.

Cortical areas in which current sources were assumed
were decided by the statistical result of the fMRI experi-
ment in which the same task as this MEG experiment was
performed. In detail, current sources were assumed at each
vertices perpendicular to cortical surface. The areas were
significantly activated (p < 0.001, uncorrected) when sub-
ject pursued a moving target in mind with gazing a fixa-
tion point compared with when subject just gazed a fixation
point. The fMRI data were analyzed by SPM5 (The Well-
come Department of Cognitive Neurology). This process
limited the number of vertices on the surface of cerebral
cortex to 7266 points. The statistical result of fMRI exper-
iment was shown in figure-1.

The time courses of current sources were estimated by
a hierarchical Bayesian method [11]. In order to apply this
method, the leadfield was calculated by a sphere model,
a Gaussian filter of 6mm FWHM was applied to spatial
filtering, and the fMRI information (t-value) was used as a
prior.
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Figure 3: Results of reconstructing target velocities from current time course in right lateral occipito-temporal cortex. Solid
and dashed lines denote actual and reconstructed target velocity, respectively. Weight parameters were trained with training
dataset.

3 Results

We assumed that current time courses on each vertices
x and target velocitiesy were explained by the follow-
ing equation with parameteraτ , (τ = 1, 2, · · · 150), and
the parameteraτ was estimated by using training dataset.
The number of 150-parameters was determined through
our trial and error process.

yt =
150∑
τ=1

aτxt−τ + εt (2)

Target velocities were reconstructed from the current time
course of test datasets by using the estimated parameters
aτ , and reconstruction error was calculated.

ŷt =
150∑
τ=1

aτxt−τ (3)

e =
√∑

t

(ŷt − yt)
2 (4)

The errore was statistically evaluated by null hypothe-
sis that the current sources could reconstruct any patterns
of target velocity. First, fifty pseudo-datasets were pre-
pared by the same way as presented target velocity patterns.

Here, the power spectrum of the pseudo target velocities
was same as the original target velocities but the patterns
were different from the original velocities. Next, Parame-
ters of the pseudo datasets were estimated by the same way
as the original datasets. Finally, the reconstruction tests
were performed by using the estimated parameters, and re-
construction errors were calculated. We performed statisti-
cal test whether the original reconstruction error was statis-
tically smaller than the pseudo reconstruction errors. Here,
we assumed that distribution of the pseudo reconstruction
errors follows normal distribution, and the original error
was transformed into Z-score using the mean and standard
deviation of the pseudo-errors. Figure-2 shows areas in
which the original error was statistically small [Z < 3.09,
p < 0.001, one-sided, uncorrected for multiple compari-
son].

Figure-2 shows that the reconstruction errors were sig-
nificantly small in V1 of right hemisphere, lateral occipito-
temporal and intra-parietal cortex of both hemispheres,
right pre-central cortex, and left supra-marginal gyrus.

Figure-3 shows reconstructed target velocities from cur-
rent time course in the right lateral occipito-temporal cor-
tex. This result showed that target velocity was able to be
reconstructed from the estimated current in test dataset by
using weight parameters estimated in training dataset.
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4 Discussions

In this research, we recorded MEG data during covert
pursuit task and estimated current sources on cerebral cor-
tex from the MEG data by hierarchical Bayesian method
[11] incorporating fMRI data recorded during the same
task. We also reconstructed the target velocities from cur-
rent time course and to perform statistical test for the re-
construction error. The result showed that target veloci-
ties were able to be reconstructed from the current in V1
of right hemisphere, lateral occipito-temporal and intra-
parietal cortex of both hemispheres, right pre-central cor-
tex, and left supra-marginal gyrus.

Previous studies related to Brain Machine Interface
(BMI) reported that actions intended by subjects were able
to be reconstructed and predicted by the biomedical sig-
nals that were brought out from electrodes embedded in
the brain or from EEG/MEG channels. However, global
cortical activations are hard to be captured by current elec-
trophysiology. Also, signals driven by cortical neurons
are mixed and recorded by EEG/MEG channels. In con-
trast, this study employing a hierarchical Bayesian method
showed that the current signals contributing to reconstruc-
tion of the target velocities localized in the cortical areas
related to processing of target motion in eye movements.
This result suggested that these areas were responsible for
tracking a moving target, in consistent with previous stud-
ies using noninvasive of brain function.
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Abstract 
To deal with the unknown factors of nonholonomic 

mobile robot, such as model uncertainties and external 
disturbances, a robust tracking controller with bounded 
estimation based on neural network is proposed. A neural 
network is to approximate the uncertainties terms, the 
interconnection weights of the neural network can be 
tuned online. And the robust controller is designed to 
compensate for the external uncertainties and the 
approximation error. Moreover, an adaptive estimation 
algorithm is employed to estimate the bound of the 
approximation error. The stability of the proposed 
controller is proven by Lyapunov function. The proposed 
robust tracking controller based on neural network can 
overcome the uncertainties and the disturbances. The 
simulation results demonstrate that the proposed method 
has good robustness. 

Keywords: Robust Control; Neural Network; Bounded 
Estimation; Mobile Robot; Nonholonomic Constrain 

1  Introduction 

The tracking control of nonholonomic mobile robot has 
been a topic of research during recent years. The 
characteristic of the nonholonomic system is that the 
constraints, which are imposed on the motion, are not 
integratable, i.e., the constraints cannot be written as time 
derivatives of some functions of the generalized 
co-ordinates. It is a typical nonholonomic mechanical 
system with high nonlinearity and its control is very 
difficult. It is also a typical nonlinear uncertain system 
with both the parametric uncertainty in the dynamic model 
of the robot including motor dynamics and disturbances 
from the external environment or unmodelled dynamics. 

For the tracking control problem of the mobile robot, 
lots of control methods have been applied. J. M. Yang and 
J. H. Kim [1] proposed a robust tracking controller for 
nonholonomic wheeled mobile robots using sliding mode 
technique. Y. Kanayama et al. [2] developed smooth static 
time invariant state feedback for a velocity-controlled 
mobile robot with nonholonomic constraint. In [3-8], the 
backstepping technique was used to design the adaptive 
and robust controller for the nonholonomic system. M.S. 

Kim et al. [9] applied a robust adaptive dynamic controller 
for a nonholonomic mobile robot with modeling 
uncertainty and disturbances. In recent years, intelligent 
systems, such as fuzzy logic [10] and neural network [5, 
11-13], have been applied to approximate the models or to 
deal with the disturbances and dynamic uncertainties of 
dynamic systems [14, 15]. F. M. Raimondi, M. Melluso 
[10] developed a new theoretical control method based on 
the dynamic behavior of a wheeled vehicle, where a 
mechanism of fuzzy inference for designing a robust 
control system was present. In [5], a robust motion 
controller based neural network and backstepping 
technique is proposed for a two-DOF low-quality mobile 
robot. In [11-13], the neural network controllers in the 
proposed control structure were to deal with unmodeled 
bounded disturbances and unstructured unmodeled 
dynamics in the vehicle.  

In this paper, we proposed a robust tracking controller 
based on neural network for a mobile robot with 
nonholonomic constrains. The proposed controller can 
guarantee robustness to parametric and dynamics 
uncertainties and also rejects any bounded, immeasurable 
disturbances entering the system. The stability is proved 
by the Lyapunov theory. 

The rest of this paper is organized as follows. In Section 
II, a mobile robot with nonholonomic constraints is 
introduced. An robust controller based on neural network 
with bounded estimation for the mobile robot is designed 
in Section III, and the stability is proven using the 
Lyapunov method the velocity tracking error, the neural 
network weights error and the bounded estimation error 
are all bounded. Section IV gives some simulation results 
and conclusions are given in section V. 

2  Dynamic Model of a Nonholonomic 
Mobile Robot 

2.1  Preliminary definitions 

A mobile robot is shown in Fig. 1, which contains two 
driven wheels mounted on the same axis and a castor. It is 
a typical example of a nonholonomic mechanical system. 

An inertial Cartesian frame { }YXO ,,  linked to the 
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world and { }CC YXC ,,  linked to the mobile platform 
are used here. It is assumed that the centre of mass of the 
mobile robot is local in C . The pose of the mobile robot 
is completely specified by: 

[ ]Tyx θ,,=q                  (1) 
The nonholonomic constraint states that the mobile 

robot satisfies the conditions of pure rolling and 
non-slipping, i.e., the mobile robot can only move in the 
direction normal to the axis of the driving wheels: 

0sincos =−− θθθ &&& dxy           (2) 

G

θ
X

Y

O

•
•

CX

CY

C
d

b

b

r2

 
Fig. 1 A nonholonomic mobile robot 

2.2 Dynamic model of a mobile robot 

Consider a nonholonomic mobile robot system with n 
generalized coordinate q and subject to m constrains can 
be described by [12]: 

( ) ( ) ( ) d,, τqqFqqqCqqM +++ &&&&&  

( ) ( )λqAτqB T−=      (3) 

( ) 0=qqA &                  (4) 

where ( ) nn×ℜ∈qM  is a symmetric, positive definite 

inertia matrix, ( ) nn, ×ℜ∈qqC &  is the centripetal and 

coriolis matrix, ( ) n, ℜ∈qqF &  denotes the surface 

friction and the gravitational vector, n
d ℜ∈τ  denotes 

bounded unknown disturbances including unstructured 
unmodeled dynamics, ( ) rn×ℜ∈qB   is the input 

transformation matrix, rℜ∈τ  is the input vector, 
( ) nmT ×ℜ∈qA is the matrix associated with the 

constrains, mℜ∈λ  is the vector of constrain forces. 
Let ( ) ( ) ( )[ ]qsqsq mn−= ,,1 LS  be a set of smooth 

and linearly independent vector fields in N(A), the null 
space of ( )qA , i.e., 

( ) ( ) 0=qAqS TT             (5) 

It is possible to find a velocity vector ( ) mnt −ℜ∈v , 

such that 
( ) ( )tvqSq =&               (6) 

Multiplying both sides by TS  and using (5), we have 
( ) d

TTTT τSFSvCSSMSvMSS ++++ &&  

BτS T=      (7) 
ττFvCvM =+++ d&         (8) 

Where [ ]Tv ω,=v , v  is the velocity of mobile robot, 

ω is the angle velocity, MSSM T= , 
( )CSSMSC += &T , FSF T= , d

T
d τSτ = , 

BτSτ T= . 
Property 1. M is a symmetric positive definite matrix. 
Property 2.  

( ) maxmin MM ≤≤ qM , ( ) qqq,C && bC≤    (9) 

where minM , maxM , bC  are some positive constants 

that assumed to be unknown. and ⋅  denotes Euclid 
norm. 

Property 3. The matrix ( ) ( )( )qq,CqM && 2−  is 
skew-symmetric. 

Assumption 1. The friction and gravity are bounded by 

( ) qqq,F && 10 ξξ +≤ , where 0ξ and 1ξ  are some 

positive constants. 
Assumption 2. Disturbance is bounded by Dτ≤dτ , 

where Dτ  is a positive constant. 
For a two-wheeled mobile robot, the kinematic model 

can be given as [2]: 
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In order to simplify the problem formulation, it is 
assumed that 0=d . The alternative formulations can be 
readily deduced when 0≠d  [5]. 

Suppose the mobile robot is required to follow a 
reference trajectory, with position and velocity are 

[ ]
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Then the tracking error expressed with respect to a 
frame fixed on the mobile robot are given as [2] 
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The Lyapunov candidate is Chosen as  

( ) ( )
2

32
2

2
11

cos1
2
1

k
e

eeL
−

++=     (13) 

Differentiating 1L , then we obtain 

3322111 sin eeeeeeL &&&& ⋅++=  

( ) ( )rrr vek
k

e
evve 22

2

3
31

sin
cos +−++−= ωω  

(14) 
The velocity control law dv  achieves stable tracking 

of the mobile robot for the kinematic model (10) as: 









++

+
=

3322

311

sin
cos

ekvek
evek

rr

r
d ω

v       (15) 

where 0,0,0 321 >>> kkk  are the controller gains. 
Then, the equation (14) can be rewritten as 

0sin 3
2

2

32
111 ≤−−= e

k
k

ekL&       (16) 

The velocity control law (15) may achieve theoretical 
stability with respect to a reference trajectory. In practice, 
however, the velocity dv  cannot be generated directly by 
the motors. Instead, the motor provide a control torque to 
the wheels, which will result in an actual velocity v . So 
it is necessary to design the torque for the robot system. 

3 Robust Control Based on Neural Network 
with Bound Estimation 

Dynamics of mobile robotic are highly nonlinear and 
may contain uncertain elements. Many efforts have been 
made in developing control schemes to achieve the precise 
tracking control of mobile robot [8]. In order to control the 
mobile robot effectively, a neural network-based robust 
controller with bound estimation is proposed in this paper. 
The structure for the tracking control system is presented 
in Fig. 2. 

Reference 
Trajectory

Coordinate 
Transformation 

Kinematic 
Controller

Mobile 
Robot( ) 1−BS T

rv

rq

q

qe
dv

e

τ τ v

( )qS∫
q&

− − Robust 
Controller

dτ

Estimation 
Algorithm

Adaptation 
Laws

NNU

RU
v

M MM

1−M

E&̂

W&̂

k4
r

dtd

 
Fig. 2 The structure of the control system 

 
First, we define the velocity tacking error as 

dvve −=              (17) 
Then, define a filtered tracking error as 

ekr 4=                (18) 

where 4k  is a positive coefficient vector. The time 
derivative of the filtered tracking error can be written as 

( ) dd vτMτFvCMr && −+++−= −− 11   (19) 
In general, the inertia matrix is known while 

uncertainties in the centripetal and coriolis matrix are 
sometimes difficult to compute. So, a new control vector 
is defined as τMU 1−= , and  the unknown term of 
the equation (19), denoted by f , is an unknown smooth 
function, that is 

( ) ( ) dxf vFvCM &−+−= −1        (20) 
In this paper, we want to approximate this unknown 

function using a two-layer neural network, where the 

vector x  can be defined as [ ]TT
d

T
d

T vvvx &= . 
Therefore, by the universal approximation theorem, there 
exist ideal vector W  such that [11, 13] 

( ) εσ += xf TT VW           (21) 
where the neural network approximation error ε  is 
assumed to be bounded by ∆≤ε . ( )⋅σ  is a 
continuous sigmoid activation function. The first layer 
weights V are selected randomly and will not be tuned 
while the second layer weights W are tunable. The ideal 
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neural network weights in vectors W  that are needed to 
best approximate the given function f  are difficult to 
determine. All one needs to know for control purposes is 
that, for a specified value of E  some ideal 
approximating neural network weights exist. Then, an 
estimate value of f  can be given by 

( )xf TT VW σˆˆ =             (22) 

where Ŵ  is the estimated value of W . 
Choose the tracking control law as 

( ) R
TT x UVWU −−= σˆ          (23) 

where RU  is robust controller. 
Then, equation (19) can be rewritten as 

( ) dR
T x εσ +−= UVWr ~

&         (24) 

where WWW ˆ~ −=  is the estimation error, 

dd τM−= εε  is the uncertain term of the 
approximation error and the external disturbances. 

According to (21) and Assumption 2, we can know that 
the uncertain term is bounded, that is, 

EM Ddd =+∆≤+≤ τεε maxτM   (25) 

 
Theorem: Given the system (8), choose the velocity 
control law (15) the tracking control law (23), and the 
adaptation law of the neural network as 

( )xTVrWW σΓ=−= && ~ˆ        (26) 
where 0>Γ  is the learning rate of the neural network. 

The robust controller is designed as  

( )rU sgnÊR −=            (27) 

where Ê  is the estimated value of E , ( )⋅sgn  is a 
standard sign function. And the bound estimation law is 
choose as 

( )rr sgn~ˆ η=−= EE &&
        (28) 

where EEE ˆ~ −=  is the estimation error, η  is a 
positive constant. 

Then, the closed-loop system (8) and (23) is 
asymptotically stable, the filtered error r , the neural 

network weights error W~  and the bounded estimation 

error E~  are all bounded. 
 
Proof: Choose Lyapunov function candidate as 

EELL TT ~~
2
1~~

2
1

2
1 112

1
−− +Γ++= ηWWr   (29) 

Differentiating yields 

EELL TT &&&&& ~~~~ 11
1

−− +Γ++= ηWWrr      (30) 

Substituting (16), (24), and (25)-(28) into (30), we can 
obtain: 

( )( )dR
TT xLL εσ +−−+= UVWr ~

1
&&  

( )rrWW sgn~~~ 1 TT E−Γ+ − &  

( )( ) ( )rrrr sgn~sgnˆ
1

T
d EEL −−+= ε&  

( )( )WVrW &~~ 1−Γ+− xTT σ  

( ) ( ) ( )rrrrr sgnˆsgnˆ EEEd −−−≤ ε  

( )dE ε−−≤ r 0≤−= rα              (31) 

where 0>−= dE εα  is a small positive constant. 

Since 0≤L& , it can be inferred that the filtered error r , 

the neural network weights error W~  and the bounded 

estimation error E~  are all bounded. Let function 
( ) rα=−=Ξ Lt & , and integrate function ( )tΞ  with 

respect to time[14, 15] 

( ) ( ) ( )( ) ( ) ( )( )tEtLEL
t ~,~,0~,~,0d
0

WrWr −≤Ξ∫ ττ  

(32) 

Because ( ) ( )( )0~,~,0 EL Wr  is bounded, and 

( ) ( )( )tEtL ~,~,Wr  is nonincreasing and bounded, the 
following result is obtained 

( ) 0dlim
0

≤Ξ∫∞→
ττ

t

t
          (33) 

In addition, ( )tΞ&  is bounded, by Barbalat’s Lemma, it 

can be show that ( ) 0lim =Ξ
∞→

τ
t

. That is, ( ) 0→tr  as 

0→t . As a result, the closed-loop system (8) and (23) is 
asymptotically stable. 

4  Simulation Results 

In order to verify the validity of the proposed controller, 
a nonholonomic mobile robot is used for illustration in this 
paper, as shown in Fig. 1. The dynamical equations of the 
mobile robot can be expressed in (1) where [12] 

( )
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( )θθθλ &&& sincos cc yxm +−=  

where kg10=m , 2mkg5 ⋅=I , m25.0=b , 

m05.0=r , and sm5.0=rv . The external 

disturbance 0.3≤
idτ  is a random noise with the 

magnitude bounded. 
The initial values of neural network weights W are 

selected randomly in [-1, 1], and the estimations are 

( ) [ ]TE 0,00ˆ = , The controller gains are 101 =k , 

52 =k , 43 =k , and { }10,10diag4 =k . 
Defining a straight line, starting from 

( ) ( ) ( ) ( )[ ] [ ]TT
rrrr yx o45100000 == θq  

The mobile robot, however, is initially at 

( ) ( ) ( ) ( )[ ] [ ]TTyx o0010000 == θq  

where ( ) o00 =θ indicates that the robot is heading toward 
positive direction of x . 

Fig. 3 shows the simulation results for tracking a 
straight line using computed torque method. Since there 
are the uncertainties and disturbance, the mobile robot 
cannot track the trajectory and exhibit a steady state error. 

Under the same conditions, Fig. 4 shows the results for 
tracking a straight line using the proposed method. As it 
can be seen from the figure, the mobile robot can reach the 
line quickly and continues to track it. 

   
(a) Trajectory in the (x, y) plane                         (b) Position errors 

Fig. 3 Results by computed torque controller 

   
(a) Trajectory in the (x, y) plane                      (b) Position errors 
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(c) Neural network outputs                               (d) Torques 

Fig. 4 Results by the proposed method 
 

5  Conclusions 

Using the robust and neural network methods, a robust 
tracking controller with bounded estimation based on 
neural network is proposed for a nonholonomic mobile 
robot. This controller can guarantee robustness to 
parametric and dynamics uncertainties and also rejects any 
bounded, immeasurable disturbances entering the system. 
The stability is proven using the Lyapunov method. The 
velocity error, the neural network weights error and the 
bounded estimation error are all bounded. Finally, some 
simulation examples are utilized to illustrate the control 
performance. 
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Abstract

This paper presents software processes architec-
tures for implementing P systems on parallel hard-
ware architectures. In order to analysis three different
software architectures present in literature, two para-
meters are established: parallelisms degree and com-
putational overload. This parameters will allow us to
compare the three different studied software architec-
tures. Finally, this analysis determines the candidate
software architecture depending on available hardware
architecture and the P system structure.

1 Introduction

P systems are a new computational model based
on the membrane structure of living cells [1]. This
model has become, during last years, a powerful
framework for developing new ideas in theoretical
computation. P systems with simple ingredients
are Turing complete. In particular, P systems are
a class of distributed, massively parallel and non-
deterministic systems. ”As there do not exist, up to
now, implementations in laboratories (neither in vitro
or in vivo nor in any electronic medium), it seems
natural to look for software tools that can be used as
assistants that are able to simulate computations of
P systems” [2].

There are many simulators, but ”the next gen-
eration of simulators may be oriented to solve (at
least partially) the problems of storage of information
and massive parallelism by using parallel language
programming or by using multiprocessor computers”
[2]. ”Several authors have implemented the first ver-

sions of simulators based on parallel and distributed
architectures, which is close to the membrane com-
puting paradigm” [2]. From them, we emphasize the
following ones: Ciobanu presents an implementation
based on a computer cluster that ”consists of 64 dual
processor nodes. [...] The rules are implemented as
threads” [3], this implies that a one to one relationship
is established between processes and evolution rules,
we refer his parallel software architecture as evolution
rules oriented ; Syropoulos presents a simulation
that ”is characterized as distributed in the sense
that a number of objects -modeling membranes-
execute code on different machines” [4], we will refer
this as parallel software architecture as membrane
oriented ; finally, Tejedor presents in [5] a new parallel
software architecture in which only exists one process
per processor establishing a one to one relationship
between processes and processors, we refer to it as
processor oriented.

The aim of this work is to determine the appro-
priate parallel software architecture for a given P
system and a hardware architecture. So, it pretends
to determine the set of process and their relation-
ships (parallel software architecture, PSA) that are
appropriate to be executed over a set of connected
processors (hardware architecture). In order to do it,
it is necessary to establish the evaluation parameters
for the analysis of parallel software architectures
independently of software and hardware technologies.

This paper is structured as following: first, they are
established the evaluation parameters for the analy-
sis of a given parallel software architecture; the three
following points evaluate the different parallel soft-
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ware architectures in bibliography; next, it is pre-
sented a comparative of the three previous architec-
tures through the established evolution parameters;
finally, we present our conclusions.

2 Evaluation Parameters

Evaluation of parallel software architecture must
be independent of particular hardware technology in
which it is implemented on. This abstraction process
is only dependent on the number of processors avail-
able on the hardware architecture; we will refer to this
number as attribute P from now on. As first parame-
ter for evaluating a parallel software architecture, we
define the parallelism degree, PDPSA as follows:

PDPSA =
P

R
· 100 (1)

where R is the number of evolution rules. The
range of values for PDPSA belongs to (0− 100].

On the other hand, each process will be executed
sequentially on its own processor. But, in case of
there is less processors than processes, multiprogram-
ming technique gets concurrency of several processes
assigned to a same processor but it does not get real
parallelism. However ”while the general motivation
for demand-driven concurrency is laudable, the imple-
mentations [...] may not produce optimal results. To
understand why, we must consider the subtleties of
process creation and scheduling” [6]. Consequently,
in multiprogramming cases, it is required a compu-
tational overload of the operating system to manage
processes. Process management costs, ∆PM (N,P ), is
increased when the number of processes, N , increase
keeping the same number of processors, P . Hence,

∆PM (Na, P ) < ∆PM (Nb, P ) ⇔ Na < Nb (2)

Moreover, concurrent and/or parallel processes in-
terrelate between each other by two types of behav-
iour: cooperating and/or competing. These relation-
ships require synchronization and communication in-
teractions between processes. At the end, these inter-
actions become conditional and barrier synchroniza-
tions and mutual exclusions when there are shared
resources. These interactions fall into a new compu-
tational overload. In particular, costs of conditional
synchronization, ∆CS(N), and barrier synchroniza-
tion, ∆BS(N), are linear dependent on the number
of processes while costs of mutual exclusion ∆ME(N)

do not depend on the number of processes. Therefore,
we get following equations:

∆CS(Na) = k.∆CS(Nb) where Na = k.Nb (3)
∆BS(Na) = k.∆BS(Nb) where Na = k.Nb (4)

Then, our second evaluation parameter for the
parallel software architecture is defined as computa-
tional overload, ∆PSA(N,P ), being N the number of
processes and P the number of processors, this para-
meter is expressed by.

∆PSA(N,P ) = ∆PM (N,P ) + ∆CS(N) + (5)
∆ME(N) + ∆BS(N)

Let C be the sequential execution cost of a P system
on a monoprocessor hardware architecture. Then it
could be define the performance of a parallel software
architecture with N processes on a hardware architec-
ture with P processors by the following equation:

C + ∆PSA(N,P )
P

(6)

Next three sections are devoted to the analysis of
evaluation parameters over the three parallel software
architectures mentioned above.

3 PSA Evolution Rules Oriented

First architecture establish one process per evolu-
tion rule of the P system. Therefore, the number of
processes is R and each one of them is responsible
for applying one evolution rule over the multiset of
its membrane. So, parallelism is given when each
one of the R processes progresses over the membrane
multiset.

This parallel software architecture reaches a par-
allelism degree equal to 100% when P = R. But
when P < R, it does not exists a total parallelism be-
cause, necessary, it is made use of multiprogramming
techniques. Thereby, its parallelism degree decays to
P/R×100 %. Moreover, computational costs of the P
system evolution is overloaded by multiprogramming
of R processes over the P processors, that we will
refer as ∆PM (R,P ). If P << R, this overload
degrades the system because of ∆PM (R,P ) → ∞ as
these architectures ”do not bound concurrency are a
risk in an environment that presents a heavy load.
Concurrency can increase until operating system
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becomes swamped with processes” [6].

On the other hand, algorithms for evolution rules
application over a membrane multiset gathered in lit-
erature [2] always answer to the same scheme: ”Since
many rules are executing concurrently and they are
sharing resources, a mutual exclusion algorithm is
necessary to ensure integrity” [3]. So, ”when more
than one rule can be applied in the same conditions,
the simulator randomly picks one among the candi-
dates” [2]. Therefore, processes include pre-protocols
and post-protocols for critical sections of their code
that necessary must work under mutual exclusion.
We will refer to this overloaded computational cost as
∆ME(R).

At this point, it has to be highlighted one aspect
of synchronization between processes that is determi-
nant for the parallelism degree of this architecture:
granularity of critical sections referred above. Thus,
we have coarse-grained critical sections when ma-
jority of the process of evolution rule application
over its multiset is located in a critical section and
fined-grained critical sections otherwise.

For the case of coarse-grained critical sections,
concurrent execution of subsets of processes of rules of
a same membrane offers a sequential behavior. There-
fore, repercussion of coarse-grain critical sections in
processes implicates in a direct way that parallelism
degree is reduced to a M/R× 100 %, where M is the
number of membranes.

Last, we would like to highlight the following syn-
chronization between processes and the communica-
tion phases in the P system evolution:

• A barrier synchronization that ensures that every
process ends its corresponding evolution rule ap-
plication before that it begins the communication
of current evolution transfer.

• A conditional synchronization that ensures that
every process waits to apply its evolution rule un-
til it ends the communication phase of the previ-
ous evolution step ends.

So, it has to be considered a new computational
overload that ensures these synchronizations for the
R processes, that we will refer ∆CS(R) and ∆BS(R)
respectively.

Figure 1 summarizes the parallelism degrees pre-
sented in this point for parallel software architecture

evolution rule oriented. Thus, it brings in as deter-
minant parameters: number of processors and criti-
cal section of process granularity. Moreover, on every
case, it is attached the computational added costs to
the evolution of the P system.

4 PSA Membranes Oriented

In this architecture it is established one process per
membrane of the P system. Therefore, the number
of processes is M and each one of these processes is
responsible for applying sequentially every evolution
rule of a membrane over the multiset of its region.
So, parallelism is reached when each one of the
M processes progresses over the multiset and the
evolution rules of its membrane.

This architecture is bounded by a degree of
parallelism equal to M/R × 100 % when P = M .
But, when P < M , it is necessary to use multi-
programation techniques , in a similar way to the
architecture presented above. In similar manner, its
parallelism degree decay to P/R × 100 %. More-
over, computational costs of the P system evolution
are overloaded with the multiprogramming of M
processes over the P processors, that we will refer
as ∆PM (M,P ). In the case of de P << M , this
overload degrade the system due to ∆PM (M,P ) →∞.

On the other hand, sequential algorithms for the
application of evolution rules does not use concurrent
access to shared information because only one process
applies every evolution rule over the multiset sequen-
tially.

Finally, synchronizations between processes and
communication phases in the evolution of the P sys-
tem are the same than in the previous architecture:
barrier synchronization respect to the communica-
tion of the current evolution step and conditional
synchronization respect to the communication of
previous evolution step. So, it is also necessary to
consider the computational overload that ensures
these synchronizations for the M processes, that we
will refer as ∆CS(M) and ∆BS(M) respectively.

Figure 1 summarizes the parallelism degrees pre-
sented in this point of membrane oriented parallel soft-
ware architecture. So, it brings in just one parameter:
the number of processors. Moreover, on every case,
it is attached the computational added costs to the
evolution of the P system.
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Figure 1: Parallel Software Architecture Analysis

5 PSA Processors Oriented

Last proposed architecture establishes a process
per available processor in hardware architecture.
Therefore, every one of these processors is responsible
for applying sequentially every evolution rule over the
multisets of a subset of membranes. These subsets
of membranes assigned to processes define a wrapper
over the set of membranes. Hence, parallelism is
reached when each one of the P processors progresses
over the multisets and the evolution rules of the
membranes of each subset.

This architecture is bounded by a parallelism
degree equal to P/R × 100 %. On the other hand,
it has to be highlighted that it does not exist
computational overload for processes multiprogram-
ming, because it exists a one to one ratio a priori
established. ”In fact, because a single-process im-
plementation requires less switching between process
contexts, it may be able to handle a slightly higher
load than an implementation that uses multiple
processes” [6]. In an analogous manner to the
previous architecture, given the sequential character
of the processes of evolution rules application, neither
exist computational overload for the mutual exclusion.

Last, synchronizations between processes and
communication phases are the same as previous
architectures. So, it is also necessary to consider the
computational overload that ensures these synchro-
nizations for the P processes, that we will refer as
∆CS(P ) and ∆BS(P ) respectively.

Figure 1 summarizes the parallelisms degree pre-
sented in this point of processors oriented parallel soft-
ware architecture. Moreover, on every case, it is at-
tached the computational added costs to the evolution
of the P system.

6 PSA Comparative

In this point, we show a comparative of the three
parallel software architectures presented above. In or-
der to this, it is presented a detailed study of parallel
software architectures behavior respect to the differ-
ent states that a P system evolution can be found. So,
considering the relation of P with M and R as the
determinant condition, following cases are contrasted:
a) R ≤ P ; b) M ≤ P < R; c) P < M . Subsequently,
obtained general conclusions are presented:

A. R ≤ P . On evolution rules oriented architecture
it is obtained the same computational overload
in (A) and (D) of figure 1, but with a lesser
parallelism degree with coarse-grained critical
sections. This fact, lead us to avoid evolution
rules oriented architecture with coarse-grained
critical sections.

On the other hand, in membranes oriented and
processors oriented architectures, it is obtained
the same parallelism degree and computational
overload in (G) and (H) of figure 1. This is due
to, being R ≤ P and M < R, processors oriented
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architecture makes responsible for a subset of an
only one membrane to each process. Which is
an analogous situation to the membrane oriented
architecture.

From (3), (4) and (6) equations and (A) and (G)
equations of figure 1, it is obtained the necessary
condition (7) for assuring that processors oriented
architecture with fined-grained critical section has
better performance than membranes and proces-
sors oriented architectures.

C >
M

R−M
·∆ME(R) (7)

In case (7) is not fulfilled, membranes and proces-
sors oriented architectures will give a better per-
formance despite of their lesser parallelism degree.

B. M ≤ P < R. In this second case, we find same
situations than the point above: the convenience
of fined-grained critical sections over coarse-
gross granularity in evolution rules oriented
architecture. Equivalent results for membranes
and processors oriented architectures have been
obtained.

From (3), (4) and (6) equations and equations
(B) and (G) from figure 1, it is obtained the new
necessary condition (8) for assuring that proces-
sors oriented architecture with fined-grained crit-
ical sections has better performance than mem-
branes and processors oriented architectures.

C >
M

P −M
· (∆PM (R,P ) + ∆ME(R)) + (8)

R− P

P −M
· (∆CS(M) + ∆BS(M))

It occurs the same that in previous case, if (8) is
not fulfilled, parallel software architectures mem-
branes and processors oriented will give a better
performance despite of their lesser parallelism de-
gree.

C. P < M . In this third case, it can be no-
ticed that every parallel software architecture
offers the same parallelism degree. But,
considering that P < M < R and so it is
∆CS(P ) < ∆CS(M) < ∆CS(R) and that
∆BS(P ) < ∆BS(M) < ∆BS(R), lesser computa-
tional overload is always obtained with processors

oriented architecture.

Moreover, in the most restrictive case in which
P << M < R, computational overload of
∆PM (M,P ) and ∆PM (R,P ) degrade the system.

Detailed study permits us to conclude that:

• The parallel software architecture membranes ori-
ented always has a worse behavior than processors
oriented. In particular, it is observed that mem-
brane oriented is a particular case of processors
oriented architecture where the membranes sub-
set assigned to each processor is always equal to
one membrane. Therefore, flexibility of proces-
sors oriented architecture allows suiting to differ-
ent conditions always balancing or improving to
the other more restrictive architecture.

• In cases in which evolution rules oriented architec-
ture is suitable, it always need parallel algorithms
of rules application with fined-grained critical sec-
tions. Otherwise, it never raises as a parallel soft-
ware architecture candidate.

• Most appropriate parallel software architecture
for a given hardware architecture, it is not always
the one with a better parallelism degree. For cases
where P > M , it has to be fulfilled (7) or (8) con-
ditions.

• Moreover, for these cases, for a given hardware
architecture there will not be only one suitable
parallel software architecture. It also depends on
the number of evolution rules and membranes of
the P system. Therefore, combination of a hard-
ware architecture and a particular P system will
determine the parallel software architecture suit-
able for its implementation.

It is important to remarks the goodness of paral-
lelism opposite to totally sequential implementation.
”In particular, one must consider the cost of concur-
rency as well as its benefits” [6]. So, in order to guar-
antee that parallelism offers better results, it must be
ensured that computational overload costs is taken by
a bigger number of processors and that it reduces the
evolution time of the P system with respect to be taken
by just one processor. Therefore, it must be fulfilled:

C + ∆PSA(n, P )
P

< C (9)

In particular, the processors oriented parallel soft-
ware architecture must fulfill:
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C >
∆CS(P ) + ∆BS(P )

P − 1
(10)

While, the evolution rules oriented parallel software
architecture must fulfill:

C >
∆CS(R) + ∆ME(R) + ∆BS(R) + ∆PM (R,P )

R− 1
(11)

7 Conclusions

In this work, we present mechanisms for evaluating
parallel software architectures for the evolution of a
P system over a given hardware architecture. We
propose the parallelism degree and the computational
overload for processes management and synchroniza-
tion as evaluation parameters.

With these parameters and the appropriate set of
equations based on them, we have analyzed evolution
rules, membranes and processors parallel software ar-
chitectures. Each one of these architectures proposes
different number of processes depending and the P
system. But, obtained results in this study shows
that the best performance is not parallel software
architecture independent, neither always offered by
the higher parallelism degree.

In particular, we show that membranes oriented
architecture never improves the other two studied
parallel software architectures. Moreover, evolution
rules oriented architecture requires the design of
processes with fined-grained critical sections to offer
better results than processors oriented one. Finally,
we present here a set of equations establishing the
conditions for determining the appropriate parallel
software architecture, and the conditions for the
parallelism to overcome a totally sequential imple-
mentation.

Analysis of these equations permits to conclude that
the candidate parallel software architecture is depen-
dent on the number of processors of the hardware ar-
chitecture and on the P system structure.
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Universidad Politécnica de Madrid Universidad Politécnica de Madrid
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Abstract

The distributed implementation of P system on
a cluster of processors has met with the bottleneck
communications problem. When the number of
membranes grows in the system, the network gets
congested and the times to execute an evolution step
degrades.

In this paper, we suggest a sotfware architec-
ture denominated “partially parallel evolution with
partially parallel” communication where some mem-
branes are located in each processor, proxys are
used to communicate with membranes located in
different processors and a policy of access control to
the network communications is mandatory. With all
this, we get a certain parallelism in the system and
an acceptable functioning in the communications. In
addition to this, it establishes a series of equations
that allows us to determine in the architecture the
optimum number of processors needed, the required
time to execute an evolution step, the number of
membranes to be located in each processor and the
conditions to determine when it is best to use the
distributed solution or the sequential one.

keywords: architecture, bottleneck, communica-
tion, P systems

1 Introduction

The transition P systems were presented by Ghe-
orghe Păun in 1998 [1] who based his work on basic
features of biological membranes. A membrane defines
a region where a series of chemical elements (multisets)

may experience a series of chemical reactions (evolu-
tion rules) and produce other elements. Inside the
region limited by a membrane may be, at the same
time, other membranes creating a complex hierarchi-
cal structure that may be represented by a tree. The
products generated by the chemical reactions may stay
in the same region or travel to the container region or
to the regions contained by a membrane. As a re-
sult of such reaction, a membrane may dissolve itself
(its chemical elements transfer to the container mem-
brane) or inhibit itself (the membrane becomes imper-
meable and does not allow any object to pass).

The membranes systems are dynamic as the chemi-
cal reactions produce elements that cross the frontiers
of the membranes to travel to other regions in order
to produce new reactions. This dynamic behaviour
can be sequenced in a series of evolution steps be-
tween one and another configuration system that will
be determined by the membrane structure and mul-
tisets present inside membranes. In the transition P
systems formal model two phases are distinguished in
each evolution step: rules application and communica-
tion. In the rules application phase inside each mem-
brane its rules are applied to the multisets in parallel.
Once the previously described phase has concluded,
the communication phase begins and the generated
multisets travel towards the target membranes. These
systems perform a computation through transition be-
tween two consecutives configurations, transforming
into computational device with the same capacities
that Turing machines.

The power of this computation model lies in the
fact that the process is massively parallel in the rules
application phase as well as in the objects commu-
nication phase. The challenge for the researchers is
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to get hardware or software implementations of P
systems with a high parallelism degree.

A natural and intuitive implementation of P sys-
tems in electronic devices is carried out based on the
following:

1. To locate in each processor a membrane where
the evolution rules are applied parallelly on their
multiset.

2. To carry out the communication between 2 mem-
branes (2 processors) using 4 interfaces and 2
communications buses. The data travel in each
direction (father-son or son-father) using a com-
munication interface in the outgoing processor
and another one in the incoming processor that
are connected by a data bus.

The main problem of this implementation model is
that it is unfeasible. Nowadays technologies do not
allow for a processor to have as many communication
interfaces as membranes are connected to it.

The aim of this work is to establish a communica-
tions architecture that will adapt to the special fea-
tures of P systems. For this, it is structured in the
following way: in the first place, the related works
are enumerated analyzing the proposed architectures,
next a communication architecture model is intro-
duced stating its economical and computational cost
as well as its viability, to continue with a more detailed
analysis of the model, to end describing the conclu-
sions obtained.

2 Related Works

The implementation of P system in digital hard-
ware device is being carried out from the point of
view of Hardware as well as Software. Most of the
solutions have been focused, mainly, in the first phase
of the P system evolution describing digital circuits
or software architectures/designs that have allowed
the application of the defined evolution rules inside
the membranes. The phase of multisets membranes
communication has not been contemplated or it
has simply been performed by shared memory,
except Syropoulos [2] and Ciobanu [3] that in their
distributed implementations of P systems use Java
Remote Method Invocation (RMI) and the Message
Passing Interface (MPI) respectively, on a cluster of
PC connected by Ethernet. These last authors do not

carry out a detailed analysis of the importance of the
time used during communication phase in the total
time of P system evolution, although Ciobanu affirms
that “the response time of the program has been
acceptable. There are however executions that could
take a rather long time due to unexpected network
congestion” [3].

A model of impementacion of P system simplifying
and generalizing the ideas of the works of Syropoulos
and Ciobanu would be the following one:

1. In each processor a membrane is located where its
rules will be applied. A processor can be a dig-
ital circuit implemented by Field-Programmable
Gate Arrays (FPGAs), a microcontroller or a mi-
croprocessor.

2. All processors are connected to a common bus
through a communication interface governed by a
protocol.

In this model, all the membranes apply its rules in
parallel for later communicating among them. Due
to the fact that the communication line is common
to all of them, at a particular time there will only be
a membrane or processor communicating. Then, the
communication becomes sequentially. The problem is
more complex as Ciobanu advices [3], because if no
special measures are taken, there may be more than
one processor trying to communicate at a particular
time and collisions will produce that will delay the
whole communication process.

Assuming that no collisions happen in the network
and taking into consideration that the information
transfer between 2 membranes is made in both di-
rections (father-son/son-father), the total number of
communications made up during a transition step is
2(M − 1). Therefore, the total time to perform the
evolution step is:

T = Tapl + 2(M − 1)Tcom (1)

where M is the number of membranes of the
P system, Tapl is the maximum time used by the
slowest membrane in applying its rules in the whole
system and Tcom is the maximum value of all times
of communication between 2 nodes. Meaning that
the time T is linear dependent on the number of
membranes that the P system has.

The system throughput (processors and communi-
cations) can be expressed in accordance with the fol-
lowing:
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Thevo =
Tapl

Tapl + 2(M − 1)Tcom
(2)

Thcom =
2(M − 1)Tcom

Tapl + 2(M − 1)Tcom
(3)

So if the number of membranes grows, the pro-
cessors throughput will approach zero, while the
communications will practically be working 100% of
the time.

Considering the system costs, this model is expen-
sive because it needs as many processors and commu-
nication interfaces as membranes in the system:

C = MCpro + MCcom (4)

The analysis of this model makes us reach the fol-
lowing conclusions:

• The time used in a step of P system evolution
is huge and it grows lineally with the number of
membranes.

• The system cost is very high with the processors
throughput practically nil.

• Considering that Tapl is normaly smaller than
Tcom, it complies with:

MTapl < Tapl + 2(M − 1)Tcom (5)

The time used in a step of P system evolution is
worse than the one obtained using a single pro-
cessor. Consequently, it is useless to choose this
software architecture for the P systems implemen-
tation.

Therefore, it is necessary to carry out a study of the
communications problem in a processors distributed
architecture in order to determine the viability imple-
mentation of a P system.

3 Partially parallel evolution with par-
tially parallel communication Model

The communication model that is being introduced
in this section allows a certain parallelism degree in
the rules application phase, as well as in a P system
communication phase. In this way, the system cost
decreases and the acceptable time used in a P system
evolution step is obtained. In short, this new model
is denominated “partially parallel evolution with par-
tially parallel communication” and it is based on the
following:

1. Membranes Distribution: In each processor,
K membranes are located that will evolve, at
worst, sequentially. The value of K is determined
by the relation between the number of membranes
M and processors P , where K ≥ 1.

The benefit obtained is that the number of the
external communications decreases. The total
number of communications splits in two classes:
a group of internal communications for pairs of
membranes located in the same processor and an-
other group of external communications to inter-
change information among pairs of membranes lo-
cated in different processors. Therefore, the num-
ber of external communications against the previ-
ous model will always be smaller. Moreover, this
is an important fact because the run time to carry
out the internal comunications will be negligible.

For example, the 22 external communications
performed by an architecture with a membrane
located in each processor (Figure 1) have been
reduced to 10 in the architecture that has located
3 membranes in 4 processors (Figure 2).

Figure 1: P system communications

2. Proxy for processor: When a membrane wants
to communicate with another one located at a dif-
ferent processor, the first one uses a proxy (pro-
grams or device located in the processor that car-
ries out an action in representation of another),
instead of doing it directly. Therefore, the com-
munications that use the common line (external
communications to the processor) are carried out
between proxys, not between membranes. This
intermediate element located between the bus and
the membranes concentrates the information in
two stages:
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Figure 2: Communications with membranes distribu-
tion

(a) N multisets of N membranes located in a
processor that has a common father mem-
brane in another processor, becoming inte-
grated in a single multiset that is the one
that will be sent.

(b) The S communication packet of L length
necessary to communicate between S pairs
of membranes located in 2 different proces-
sors are reduced to one single packet of S.L
length.

The benefit of using proxys in the communication
among membranes against direct communication
is double:

(a) Due to the first stage previously described,
the amount of information sent is smaller.
This is produced by the fact that the N
packet necessary to communicate N mem-
branes with the same father, are transformed
into a single packet of the length of a single
multiset.

(b) Due to the second stage, the number of ex-
ternal communications is smaller although
packets are bigger. But, considering that
the communication protocols penalize the
transmission of small packets because to the
data encapsulated processes and to the time
safety intervals between future transmission,
it is better to send one packet of length equal
S.L than S packets of length equal L.

Figure 3 shows that if proxys are introduced in
the processors, then the number of external com-
munications are reduced to 8.

3. Tree topology of processors: In graph the-
ory it is established that P − 1 connections is the
minimum number required to interconnect a con-
nected graph of P processors. This restriction
imposes on the graph a tree topology. The ben-

Figure 3: Communications with a proxy for processor

efit obtained with the tree topology of processor
is that it minimizes the total number of external
communications made as the proxys interchange
information only with its direct predecessor and
its direct successors, and therefore the total num-
ber of external communications in each evolution
step is 2(P − 1).

Figure 4 shows that external communications are
reduced to 6 when a tree topology of procesors is
used to connect them.

Figure 4: Communications using a tree topology
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4. Token passing in the communication: No
proxy can start a communication until it is in-
vited to do it by means of token passing. This to-
ken travels through a depth first serarch sequence
in the topology of processors tree. In this way,
when a X proxy receives a communication from
its father proxy acquires the token and then sends
information to its first child proxy (C1) passing
the token and keeps waiting. When C1 sends in-
formation in answer to X, the later acquires the
token again and sends information to its second
son proxy (C2) passing the token and keeps wait-
ing, and so on until all father-childrens commu-
nications have been carried out. Finally, X proxy
sends its answer to its father returning the token.
The whole process starts with the root proxy of
processors hierarchy.

This communication policy prevents that more
than one proxy are trying to transmit informa-
tion at the same time. Therefore, there are no
collisions and no congestion in the line. Figure
5 shows the communication sequence of the four
processors proposed in the sample.

Figure 5: Communication sequence

4 Detailed analysis of the partially par-
allel evolution with partially parallel
communication model

In this software architecture K membranes have
been located in each processor. At the worst, the ap-
plication of the rules in each one of these membranes
will be made sequentially in each processor. There-
fore, the run time to carry out the application of the
rules of M membranes will be:

KTapl

Due to the establishment of tree topology of proces-
sors, the number of external communications in each
evolution step of the P system will be:

2(P − 1)

Therefore, the required time to perform a complete
evolution step will be:

T = KTapl + 2(P − 1)Tcom pro (6)

Being Tcom pro the maximum time required to com-
municate 2 proxys using the common bus. Tcom pro

value will depend on the topology of P system and also
the distribution that has been made of M membranes
in P processors. In the most favourable case, when a
unique membrane located in a processor has to com-
municate with a unique membrane located in another
processor, Tcom pro is similar to Tcom. The worst case
takes place when K membranes located in a processor
send information to other K membranes located in a
different processor. However, keeping in mind that the
protocol penalizes the short packets (there is not much
difference sending 10 or 10000bytes through TCP/IP
according to the experimental data obtained), that the
encapsulation processes take its time and that the in-
formation can be compressed before sending it, we can
assume that Tcom pro is similar to the product of a con-
stant by Tcom, being this constant much smaller that
K when K is big. Therefore,

Tcom pro = cTcom where c >= 1 << K (7)

Once it is known the required time to perform an
evolution step, we can determine the number of mem-
branes that should be located in each processor in or-
der to minimize the time:

Kopt =

⌈√
2cMTcom

Tapl

⌉
where 1 <= Kopt <= M (8)

This Kopt value allows to calculate the number of
processors necessary to run the P system minimizing
the necessary time to carry out an evolution step.

Popt =

⌈√
M.Tapl

2cTcom

⌉
where 1 <= Popt <= M (9)

From the values Kopt and Popt the minimum time
required to perform an evolution step is:

Tmin = 2
√

2cMTaplTcom − 2cTcom (10)
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Therefore, the system evolution time is obtained by
adding twice the square root of the result of multiply-
ing the number of membranes M by Tapl and by Tcom.

The processors and the communications through-
put is calculated as follows:

Thpro =

√
2cMTaplTcom

2
√

2cMTaplTcom − 2cTcom

(11)

Thcom =

√
2cMTaplTcom − 2cTcom

2
√

2cMTaplTcom − 2cTcom

(12)

If we disregard the 2cTcom term, the value got in
both cases is 0.5, therefore, a more balanced system
has been obtained (50% working the processors, 50%
working the communications) than the one obtained
with the other software architectures.

With regards to the cost of this architecture, we
can assure that it is moderate against the other archi-
tectures proposed, as P processors are needed with P
communication interfaces and the value of P is around
the square root of the number of membranes M .

C = PCpro + PCcom (13)

About the main factors that influence in the time
used in a step of P system evolution in this software ar-
chitecture (Tapl and Tcom) we really can influence only
on the first one in order to improve this time. The soft-
ware engineers can make that the K membranes of a
processor apply faster the evolution rules, thus devel-
oping faster sequential or parallel algorithms. Never-
theless, it is difficult to get faster communicate among
processors as it is necessary to invest many resources
that are only within reach of the telecommunications
industry. If it is possible to make that Tapl be N faster
times the values of Kopt, Topt and Tmin will be:

Kopt =

⌈√
2cMNTcom

Tapl

⌉
where 1 <= K <= M (14)

Popt =

⌈√
M.Tapl

2cNTcom

⌉
where 1 <= P <= M (15)

Tmin = 2

√
2cMTaplTcom

N
− 2cTcom (16)

Therefore, the number of membranes that would
be runned in a processor would be multiplied by

√
N ,

the number of required processors would be divided
by the same factor and the time required to perform

an evolution step would improve approximately with
the same factor

√
N .

Finally it is important to know, when a distributed
architecture is better than a momoprocessor architec-
ture to perform a computation. Therefore we will have
to determine under which conditions the following is
fullfilled:

2
√

2cMTaplTcom − 2cTcom < MTapl (17)

Then, the several processors solution is better
when:

M >
2cTcom

Tapl
(18)

5 Conclusions

In this paper a communications architecture to im-
plement P system has been introduced. This architec-
ture is based on the location of several membranes
in the same processors, the use of proxys for com-
municating processors placed in a tree topology and
token passing in the communication. This solution
avoids communication collisions, reduces the number
and length of the external communications. All this,
allows to obtain a better step evolution time than
in other suggested architectures congested quickly by
the network collisions when the number of membranes
grows. Also, our architecture is highly scaleable with
moderate costs.
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Abstract
Under the mass action law of chemical reactions,

the calculations of Abstract Rewriting System on Mul-
tisets can be regarded as linear maps. Therefore, in
order to analyze the dynamical behaviors of the sys-
tem, we use the method of analyzing linear dynamical
systems. We consider the brusselator model and ana-
lyze its dynamical stability.

1 introduction

Abstract Rewriting System on Multisets (ARMS) is
a class of P Systems[6]. Since in ARMS we can model a
system intuitively, it has been applied in various fields,
such as systems biology (modeling the signaling path-
way of P53 protein in a cell[4], modeling inflammation
response, etc.); bio-chemistry and the science of com-
plexity (modeling and simulation of proto-cells which
is composed of membranes, modeling proto-enzyme
networks and their evolution, etc.).

ARMS is not only a model of computation based on
computational algebra (rewriting systems) but also a
hybrid model that connects between discrete systems
and continuous systems; under the mass action law of
chemistry, ARMS can be regarded as a discrete ex-
pression of the master equation[?][?], which describes
chemical reactions[6]. Furthermore, if we assume the
system size is large enough, we have a continuous ap-
proximation of the ARMS[6].

In this paper, we consider the ARMS under the
mass action law, where calculations of ARMS can be
regarded as sequences of linear maps and where, in
order to analyze the system, we will use methods of
linear dynamical systems[3].

2 Abstract Rewriting System on Mul-
tisets, ARMS

ARMS is a model of computation of chemical re-

actions, in which floating molecules can interact with
each other according to given reaction rules. Techni-
cally, in ARMS a chemical solution is a finite multiset
of elements denoted by symbols from a given alpha-
bet, A = {a, b, . . . , }; these elements correspond to
molecules.Reaction rules that act on the molecules are
specified in ARMS by reaction rules.

Let A be an alphabet (a finite set of abstract sym-
bols). A multiset over a set of objects A is a mapping
M : A 7→ N, where N is the set of natural numbers,
N, 0, 1, 2,. . . .The number M(a), for a ∈ A, is the mul-
tiplicity of object a in the multiset M . We denote by
A# the set of all multisets over A, including the empty
multiset, ∅, defined by ∅(a) = 0 for all a ∈ A. A mul-
tiset M : A 7→ N, for A = {a1, . . . , an} is represented
by the vector w =(M(a1) M(a2) . . . M(an)). The
union of two multisets M1,M2 : A 7→ N is addition of
vectors w1 and w2 that represent the each multisets
respectivelly. If M1(a) ≤ M2(a) for all a ∈ A, then we
say that multiset M1 is included in multiset M2 and
we write M1 ⊆ M2.

Since we consider population dynamics of molecules
and a reaction rule denotes the population change in
this paper, we define a reaction rule u → v, u, v ∈ A#

is defined as a vector r, r = −u + v (it cannot express
catalytic reaction such as A+C → B+C). In general,
a reaction rule is defined as the pair of vectors, (u, v)
(in general case see [?]).

A reaction is the addition of vectors M ∈ A# and
r ∈ R, and it can be defined only when r ⊆ M. We can
define over A# a relation: (→): for M,M ′ ∈ A#, r ∈
R we write M → M ′ iff M ′ = (M + r) ≥ 0.

m times of reactions from S0 ∈ A# corresponds
to m times of vector addition, Sm = S0 + airi +
ajrj +akrk +· · · , (ai, aj , ak, · · · ∈ {1, 2, 3, · · ·}, ai+aj +

ak + · · · = m, ri, rj , rk, · · · ∈ R) = S0 +
m∑

i=1

rj , m =

1, 2, 3, · · · , rj ∈ R.

Definition (cycle) The sequence of reactions such
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that Si+m = Si +
m∑

i=1

rj , m ≥ 2 is called cycle and m

is the period.

Definition (Rule Matrix) The rule matrix A is com-
posed of the transpose of all rule vectors. For example,
the rule matrix of the rule vectors of {(-1 1),(1 -1)} is

A =
(
−1 1
1 −1

)
.

3 Theoretical Remark on ARMS

Remark
If the rules of R of an ARMS are linearly independent,
there are no cycles in any sequence of reactions.

proof: If the rules of an ARMS r1, r2, · · · , rn are lin-
early independent, there does not exist any sequence

of reactions such that Si+m = Si +
m∑

i=1

rj ,m ≥ 2. If

such a sequence existed, it would requires airi +ajrj +
akrk + · · · = 0, but since we assumed that the rule vec-
tors are linearly independent, it is satisfied only when
ai = aj = ak = · · · = 0.

This remark also claims that if sub sets of rule vec-
tors are not linearly independent, there can exist cycles
in the sequence of reaction. 1

It is noted that even if a set of reaction rules are
linearly independent, there can exist cycles in its sub-
space. The rule vector

 a
b
c


 ≡


−3

−1
1


 ,


 5

1
−1


 , (1)

are linearly independent, but since the subspace of b
and c is not linearly independent, there can exist cyclic
reaction sequences in the b − c space so that the tra-
jectory of reaction sequences will spiral in the a−b−c
space.

4 Analysis of the dynamics of Brusse-
lator

The brusselator model is a mathematical model of
an autocatalytic, oscillating chemical reaction, known

1 rank(R) illustrates the ARMS may have cycles or not in its
sequences of reactions

as the Belousov Zhabotinsky reaction (BZ reaction)[2].
The brusselator model is given by:

A k1→ X r1

B + X k2→ Y + D r2

2X + Y k3→ 3X r3

X k4→ E r4

Figure 1: Brusselator

where A and B are input and are continuously sup-
plied to or richly exist in the system. Since we are
interested in the behavior of the number of X and Y,
we will use the two-dimensional rule vector x=(x y)
where:

r1 = (1, 0), r2 = (−1, 1), r3 = (1,−1), r4 = (−1, 0),
(2)

respectively. Although there are some of simulation
based works on this model by using various models,
basically they follow:

(
xn+1

yn+1

)
=
(

1
0

)
+

ax2

nyn

C

(
1
−1

)
+

bxn

C

(
−1
1

)
+

xn

C

(
−1
0

)
.

where C is a constant for normalization and defined
by axxyn + bxn + xn = C. For simplicity, we assume
that k1 and k4 are equal to 1, k2 = b and k3 = b.
The moleculaes A and B are assumed to be in large
excess so that their concentrations do not change with
time. Furthermore, in analyzing dynamics we ignore
the constant C (we can ignore it without loss of gen-
erality).

Equilibria

Since (1 0) + (1 1) + (-1 1) + (-1 0) = (0 0) when
ax2y = bx = x = 1, obviously these rule vectors are
not linearly independent and there can exist cyclic re-
action sequences. It is apparent that ax2y = bx = x =
1 is satisfied only when (x, y) = (1, b

a ), so this is the
only equilibrium of the system.

Stability

Since X,Y ∈ A#, by calculating partial difference
we obtain the Jacobian of the system:

Jf(x, y) =
(
−bϵ − ϵ + 2axyϵ + ayϵ2 ax2y

bϵ − 2axϵ − ayϵ2 −ax2ϵ

)
, (3)
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where ϵ is given as;

ϵ =
([X] + [Y ]) + δ

[X] + [Y ]
, (0 < δ < [X] + [Y ]) (4)

where δ denotes the change of concentration of x ∈ X
or y ∈ Y . While δ is fixed, if [X] + [Y ] (system size)
is getting larger (macroscopic), δ is getting smaller in
relation to the system size, on the other hand, if [X]+
[Y ] is getting smaller (mesoscopic), the δ is relatively
getting larger (ϵ > 1). It is noted that ϵ ∈ the set of
quotient, Q.

Evaluated at (x, y) = (1, b
a ),

Jf(1,
b

a
) =

(
−bϵ + bϵ2 aϵ
−bϵ − bϵ2 −aϵ

)
. (5)

Thus the trace, τ and determinant, det are

τ = Trace
(
Jf(1,

b

a
)
)

= (b − a − 1 + bϵ)ϵ, (6)

det = Det
(
Df(a,

b

a
)
)

= aϵ2, (7)

Since a > 0, ϵ > 0, this implies that (1, b
a ) is not a

saddle point. If b < 1

ϵ+1
(a + 1), then τ < 0 and the

equilibrium is an attractor, while if b > 1

ϵ+1
(a+1), it is

a repellor. This shows that when a system is macro-
scopic, its stability is close to the model of differen-
tional equations, while when the system is mesoscopic,

1

ϵ+1
(a + 1), ϵ >> is getting smaller and the unstable

region is expanding. Thus, the behavior of a system
on a mesoscopic scale is likely to be destabilized by
fluctuations.

5 Conclusion

On the simulation of the brusselator model, es-
pecially, on a mesoscopic scale, Vladimir[7], using
the Monte-Carlo simulation on two-dimensional lat-
tice, reported that decreasing the system size down to
mesoscopic may result in the periodic kinetic oscilla-
tions becoming aperiodic and disappearing. We have
also found this behavior throughout simulations by us-
ing ARMS [5]. We believe that it is the descritization
that makes the system unstable. However, its physical
significance is still open to discussion.

Since under the mass action law ARMS can be re-
garded as a linear map, we attempted to use methods
of analyzing linear dynamical systems in our investiga-
tion of the stability of the system. It is a challenge to
apply this method to P Systems or the reaction map
systems[1] will be the subject of our future study.
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Abstract

We extend the original model of spiking neural P sys-
tems by adding inhibitory axons. We show how com-
putational completeness can already be obtained with
extended spiking neural P system with inhibitory ax-
ons, and we also exhibit that �nite extended spiking
neural P systems with inhibitory axons characterize
the regular sets. As a speci�c application example, we
show how logical gates can be modelled with a static
simple variant of (extended) spiking neural P systems
with inhibitory axons.

1 Introduction

Based on the biological background of neurons send-
ing electrical impulses (also called spikes) along axons
to other neurons, in the area of neural computation
several new models have been introduced, e.g., see [4],
[6], [7]. P systems (membrane systems) have been in-
troduced as a formal model implementing the hierar-
chical structure of membranes in living organisms and
the biological processes in and between cells (an in-
troduction to this �eld can be found in [9], for the
actual state of the art in this area see [12]). Just re-
cently, combining the ideas of P systems and spiking
neurons, this led to a new variant of tissue P systems
(see [3]) called spiking neural P systems, e.g., see [5],
[10]. An extended version of spiking neural P systems
allowing to send di¤erent informations along the axons
between two neurons was investigated in [1].
In spiking neural P systems (see [5]), the contents

of a neuron consists of a number of so-called spikes.
The rules assigned to a cell allow us to send infor-
mation to other neurons in the form of electrical im-
pulses �spikes �which are summed up at the target
cell; the application of the rules depends on the con-
tents of the neuron. As inspired from biology, the
cell sending out spikes may be �closed� for a speci�c

time period corresponding to the refraction period of
a neuron; during this refraction period, the neuron is
closed for new input and cannot get excited (��re�) for
spiking again. In [1], an extended version of this origi-
nal model of spiking neural P systems was introduced
based on some other observations from biology: for
example, the length of the axon may cause a time de-
lay before a spike arrives at the target; moreover, the
spikes coming along di¤erent axons may cause e¤ects
of di¤erent magnitude.

Another quite natural feature found in biology and
also used in the area of neural computation is that
of inhibitory neurons or connections between neurons.
Hence, in this paper we consider spiking neural P sys-
tems with inhibitory axons, thus extending again the
model of extended spiking neural P systems by consid-
ering inhibitory axons that allow for �closing�a neu-
ron for one step by sending a spike along such an in-
hibitory axon to this neuron from another one.

The rest of the paper is organized as follows: In the
next section, after giving some preliminary de�nitions,
we introduce the model of extended spiking neural P
system with inhibitory axons. In Section 3, we exhibit
some theoretical results for this new model of extended
spiking neural P system with inhibitory axons: �nite
spiking neural P systems with inhibitory axons (where
the number of spikes that may be stored in each neu-
ron can be bounded) characterize the regular sets in
the same way as the well-known McCulloch-Pitt net-
works (e.g., see [8]); without any bounds on the num-
ber of spikes in the neurons we obtain computational
completeness as already shown for the other models of
spiking neural P systems. As a speci�c application, in
Section 4 we show how spiking neural P systems with
inhibitory axons can be used to specify/simulate logi-
cal gates. A short summary and an outlook to future
research conclude the paper.
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2 De�nitions

For the basic elements of formal language theory
needed in the following, we refer to any monograph
in this area, e.g., to [2] and [11]. We just list a few no-
tions and notations: V � is the free monoid generated
by the alphabet V under the operation of concate-
nation and the empty string, denoted by �, as unit
element; for any w 2 V �, jwj denotes the number of
symbols in w (the length of w). N+ denotes the set
of positive integers (natural numbers), N is the set of
non-negative integers, i.e., N = N+[f0g. The interval
of non-negative integers between k and m is denoted
by [k::m]. For any k 2 N, RE

�
Nk
�
and REG

�
Nk
�

denote the sets of recursively enumerable and regular
subsets of Nk, respectively. REG (fag) denotes the set
of regular languages over the alphabet fag (observe
that there is a one-to-one correspondence between the
sets in REG (fag) and the sets in REG (N)).

Extended spiking neural P systems with in-
hibitory axons

For the motivation and the biological background
of spiking neural P systems we refer the reader to [5].

An extended spiking neural P system with inhibitory
axons is a construct

� = (m;S;R; F )

where

� m is the number of cells (or neurons); the neurons
are uniquely identi�ed by a number between 1 and
m (obviously, we could instead use an alphabet
with m symbols to identify the neurons);

� S describes the initial con�guration by assigning
an initial value (of spikes) to each neuron;

� R is a �nite set of rules of the form�
i; E=ak ! P; d

�
such that i 2 [1::m] (specify-

ing that this rule is assigned to cell i), E �
REG (fag) is the checking set (the current num-
ber of spikes in the neuron has to be from E if
this rule shall be executed), k 2 N is the �num-
ber of spikes�(the energy) consumed by this rule,
P is a (possibly empty) set of productions of the
form (l; w) where l 2 [1::m] (thus specifying the
target cell), and w = a (we also call a inhibitor)
or w 2 fag� is the weight of the energy sent along
the axon from neuron i to neuron l, and d is the
delay.

� F � [1::m] speci�es the set of neurons which store
the output.

Starting from the initial con�guration of the system
that is given by S; a transition from one con�guration
to another one now works as follows: for each neuron
i, we �rst check whether we �nd an applicable rule�
i; E=ak ! P; d

�
(i.e., the number of spikes in neuron

i coincides with the regular checking set E). If this is
the case and the neuron is not blocked due to the delay
of a previously applied rule, then the neuron ��res�,
i.e., for every production (l; w) occurring in the set
P the corresponding package (l; w) is sent from i to
neuron l; if d > 0, then the neuron is blocked for the
next d steps, i.e., it cannot apply another rule and,
moreover, all inputs arriving during the next d � 1
steps are ignored. Now for every neuron we have to
consider the following two cases:

� If in any of the packages just having arrived in
a neuron we �nd an inhibitor a; then neuron l is
blocked for one step, i.e., no rule can be applied
in neuron l and no input from other cells is taken
in this step.

� On the other hand, if in the packages just having
arrived in a neuron we �nd no inhibitor, for the
other packages (l; w) with w 2 fag�, the weight
w in such package is added to the corresponding
number of spikes in neuron l (provided the neuron
is not closed for input).

A computation is a sequence of con�gurations start-
ing with the initial con�guration given by S. The
result of a halting computation (where no neuron is
blocked, no rule can be applied anymore) then can be
found in the output neurons speci�ed by F .
Note that in the system de�ned above, we did not

introduce any delay for the packages along the axons,
as e.g. done in [1]. The original version of spiking
neural P systems as de�ned in [5] corresponds with
a very restricted variant of extended spiking neural
P system with inhibitory axons where we do not use
inhibitors and, moreover, the number of spikes sent
from a neuron i to others is always �xed and (i)
either no spikes are emitted, which corresponds to
the case P = f g in the rule

�
i; E=ak ! P

�
� such

a rule is called a forgetting rule �, or (ii) the rule
is of the form

�
i; E=ak ! f(l; a) j l 2Mig

�
for some

Mi � [1::m] only depending on i �such a rule is called
a spiking rule. On the other hand, this variant can
easily be extended to spiking neural P systems with
inhibitory axons by also allowing rules of the form�

i; E=ak ! f(l; a) j l 2Mig [ f(l; a) j l 2 Nig
�
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for some Ni � [1::m] only depending on i, with Mi \
Ni = f g :

If we only allow the rules to be of the form�
i; E=ak ! P

�
with E =

�
al
	
for some l � 1 and

with all productions (l; w) being of the form w = aj

for some j � 0 or w = �a, then such an extended spik-
ing neural P system with inhibitory axons is called
�nite.

3 Theoretical Results

Extended spiking neural P systems without inhibitory
axons were shown to be computationally complete [1]
even if not using any delay in the neurons or axons,
which also proves the computational power of the sys-
tems introduced in this paper. Hence, we obtain the
following result:

Theorem 1. For every set L in RE
�
Nk
�
, we can

construct an extended spiking neural P systems with
inhibitory axons � generating L.

It remains a challenging research topic for future
theoretical investigations whether inhibitory axons
could be used to obtain computational completeness
with various restrictions thereby trading inhibitory ax-
ons for some other features like forgetting rules.

Finite extended spiking neural P systems with in-
hibitory axons (where we only allow the rules to be
of the form

�
i; E=ak ! P

�
with E =

�
al
	
for some

l � 1 and with all productions (l; w) being of the form
w = aj for some j � 0 or w = �a) can only gener-
ate regular sets, because the number of spikes to be
stored in each neuron can be bounded (following the
construction given in [1] for extended spiking neural P
systems), i.e., we obtain the following result:

Theorem 2. Finite extended spiking neural P sys-
tems (with inhibitory axons) characterize REG

�
Nk
�
.

4 Simulating Logical Gates

In this section we restrict ourselves to spiking neural
P systems with inhibitory axons, i.e., all the rules are
of one of the following forms:

�
�
i; E=ak ! f g

�
; such a rule is called a forgetting

rule;

�
�
i; E=ak ! f(l; a) j l 2Mig [ f(l; a) j l 2 Nig

�
for

some Mi; Ni � [1::m], Mi \ Ni = f g, only de-
pending on i; such a rule is called a spiking rule.

The restriction to these kinds of rules allows us
to represent such a spiking neural P system with in-
hibitory axons by a directed graph as follows:

� the neurons are represented by the nodes of the
graph;

� the spiking rules and the forgetting rules are spec-
i�ed in the nodes;

� for each j 2 Mi we draw a directed edge from i
to j and mark it as excitatory edge;

� for each j 2 Ni we draw a directed edge from i to
j and mark it as inhibitory edge.

Using spiking neural P systems with inhibitory ax-
ons, we now can easily represent (simulate) logical
gates. For example, the simulation of a NAND-gate
by a spiking neural P systems with inhibitory axons
can be seen in Figure 1; it corresponds to a system

(3; f(1; a) ; (2; �) ; (3; �) ; R; f3gg)

with R containing the rules
(1; fa2g=a! f(3; a)g); (1; fag=a! f g);
(2; fag=a! f(2; a); (3; a)g), and
(3; fag=a! f(out; a)g) �out speci�es that the sig-

nal coming from neuron 3 is the output of the system,
but it can be taken as input signal for another NAND-
system.

'

&

$

%
?

(fag=a! f(i; a)g)

3

A NAND B

'

&

$

%
a

(fag=a! f(2; a);
(3; a)g)

��
?

2
@
@
@
@
@R

?

A

?

B

'

&

$

%
(fa2g=a! f(3; a)g)
(fag=a! f g);

1
�

�
�

��	r

Figure 1: NAND-gate.

In each step, neuron 2 sends one spike to neuron 3:
Neuron 1 has two input axons (marked by A and B).
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If a spike arrives from only one of these axons, then the
rule (fag=a! fg) is executed, and the output neuron
3 spikes. Only if neuron 1 gets a spike from both its
input axons, then the rule (fa2g=a ! f(3; a)g) will
be applied, which now inhibits neuron 3 from �ring
because the inhibitory axon (indicated by a dot at the
end of the directed edge) from neuron 1 to neuron 3 is
activated.
As a speci�c feature of the spiking neural P system

with inhibitory axons described above, we can see that
for every neuron j in this system, either Mj or Nj is
empty.

As is well known, every boolean function can be
represented by just using NAND-gates. Hence, com-
bining such systems as described above, we can easily
represent every boolean function by a corresponding
spiking neural P system with inhibitory axons. In this
case, the answer to an input arrives in 2k steps where k
is the depth of the logical network of NAND-gates rep-
resenting the given function. Moreover, in this case we
do not consider halting computations, yet instead ob-
serve the spike train (the sequence of zeroes and ones
in the output neuron) taking into account the delay of
2k.

5 Conclusion

We have introduced the model of extended spiking
neural P systems with inhibitory axons. Based on
the theoretical results already proved in [1] and [5],
we have exhibited that �nite extended spiking neural
P systems with inhibitory axons characterize the reg-
ular sets; on the other hand, already very restricted
variants of extended spiking neural P systems with in-
hibitory axons allow us to obtain computational com-
pleteness, i.e., to characterize the recursively enumer-
able sets.
Spiking neural P systems with inhibitory axons can

be used to specify logical gates, but they also promise
to be interesting for specifying other models of com-
putation; for example, in the future we shall also in-
vestigate the relation between extended spiking neural
P systems with inhibitory axons and Petri nets.
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Abstract 
 

     Recently, many production lines that have 
complicated structures such as parallel, reworks, 
feed-forward, etc. are widely used in high volume 
industries. Among them, the serial-parallel production 
line (S-PPL) is one of the more common production 
styles in many modern industries. One of the methods 
used for studying the S-PPL design is through genetic 
algorithms (GA). One of the important jobs to use GA is 
how to express a chromosome. In this paper, we attempt 
to find the nearest optimal design of an S-PPL that will 
maximize production efficiency by optimizing the 
following 3 decision variables: buffer size between each 
pair of work stations, machine numbers in each of the 
work stations; and, machine types. In order to do this we 
present a new GA-simulation based method to find the 
nearest optimal design for our proposed S-PPL. For 
efficient use of GA, our GA methodology is based on a 
technique that is called gene family arrangement method 
(GFAM) which arranges the genes inside individuals. An 
application example shows that after a number of 
operations based on the proposed simulator, the nearest 
optimal design of S-PPL can be found. 
 
Keywords:  Serial-parallel production line, buffer size, 
Genetic algorithms, Throughput evaluation. 
 
1. Introduction 
 
     Production lines that have complicated structures 
such as parallel, reworks, feed-forward, etc. are widely 
used in high volume industries [1, 2]. Among them, the 
serial-parallel production line (S-PPL) [1, 3] is one of the 
more common production styles in many modern 
industries.  S-PPL is mainly used to increase the 
capacity of one work station that has a lower speed than 
other work stations by reducing the variation of material 
flow speed through the overall production line. 
Furthermore, S-PPL also reduces the effect of machine 
failure during processing time. Despite many 
methodologies developed to study S-PPL, several 
researchers have described the optimization of 
production lines using various optimization methods, 
such as functional approximation and evaluation [4], 
knowledge-based methods [5], simulated annealing [6], 
heuristics algorithm [7], dynamic programming method 
[8], and other search methods. One of the methods used 
for studying the buffer size in production lines is genetic 
algorithms (GA) [9, 10].  

     Almost all researchers assumed that the machine 
numbers are fixed and only concentrate on finding the 
buffer size. In this paper, we attempt to find the nearest 
optimal design of an S-PPL that will maximize 
production efficiency by optimizing the following 3 
decision variables: buffer size between each pair of work 
stations, machine numbers in each of the work stations; 
and, machine types. In order to do this we present a new 
GA-simulation based method to find the nearest optimal 
design for our proposed S-PPL. One of the important 
taskes in using GA is how to express a chromosome. For 
the efficient use of GA, our GA methodology is based on 
a technique that is called gene family arrangement 
method (GFAM) which arranges the genes inside 
individuals. 
 
     In evaluating the S-PPL, each work station that 
consists of multiple parallel machines is combined into 
one equivalent single machine that turns the S-PPL into a 
serial production line. Then, the serial production line 
includes equivalent machines which can be 
approximated by using a well known decomposition 
approach. 
 
2. Problem Description 
 
     Consider a series-parallel production line with K 
work stations (S1, S２, … , SK) and K-1 buffers. Each 
work station i (i = 1, 2, … , K) in the S-PPL can contain 
several multiple parallel machines as shown in Figure 1.  
 
 
 
 
 
 
 
 
 
 
 
 
     Before formulating the problem, notations are 
introduced as follows. 
P  the total production rate 
B  {Bi} buffer size between stations i and i+1 
S  maximum capacity of buffer 
C  {Ci} number of parallel machines in work 
station i 
T  {Tij} type of machine j that is located in 

Figure1: S-PPL Model  

M11 

M12 

M1(j1)

...

IN S1 B1
OutS2 ... Bk-1 Sk
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station i 
a
groupM   the available types of machines, 

{ }a
l

aaa
group MMMM ,,, 21 K= . 

The problem can be formulated mathematically as 
follows: 
Maximize  P(B C,T)                          (1) 
Subjected to  1 ≤ B ≤ S                       (2)  

{ }a
l

aa
ij MMMT ,,, 21 K∈                   (3) 

 
3. Throughput Evaluation of the S-PPL 
 
     In order to evaluate the S-PPL, the multiple 
parallel machines in each work station are combined into 
one equivalent single machine. In this way the S-PPL 
can be converted into a serial production line where each 
machine in the serial line is equivalent to one set of 
multiple parallel machines. Then, the serial production 
line includes equivalent machines which can be 
approximated by using a well known decomposition 
approach [11]. 
 
3.1. Replacing Each Work Station by an 
equivalent machine 
 
     Let us consider a work station i in the S-PPL 
model with machines Mij, j= 1, …, j1 as shown in Figure 
1. Assume that the uptime and the downtime of the 
aggregated machines Mij are randomly variable and 
distributed exponentially with parameters Pi and Ri. Then, 
the parameters Pe and Re for the equivalent machine can 
be calculated as follows. 
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3.2. Serial Line Aggregation 
 
     Previously, no closed form expression for 
performance of a serial line with more than two 
(non-identical) machines has been available. Therefore, 
many approximation approaches have been used to 
evaluate the production line based on aggregation and 
decomposition. In this paper, we introduce the 
aggregation procedure proposed by Li [11], which 
modifies the machine downtime parameter to 
accommodate starving and blocking information. This 

aggregation procedure is a good approximation and 
results in good accuracy. Consider a serial line with 
machines ( e

K
e
2

e
1 M,,M,M K ) and buffer size B1 to 

BK-1. The first two machines aggregate into a single 
machine f

2M  with downtime parameter f
2r  and the 

uptime parameter f
2p  is defined as follows. 

)]N,r ,p ,r ,Q(p-[1rr 122112
f

2 = ,                   (6) 
)N,r ,p ,r ,Q(prpp 1221122

f
2 +=                     (7)           

Where Q( 12211 N,r ,p ,r ,p ) is the probability that 

machine eM 2  is starved and is defined by [12] as 
follows: 
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Next, f
2M  is aggregated with e

3M to result in f
3M , and 

so on until all K machines are aggregated in a single one, 
f

nM . This constitutes forward aggregation. Then, in 

backward aggregation, the last machine, e
KM , is 

aggregated with e
1KM − to result in b

1-nM and so on until 
all machines are aggregated in a single machine, b

1M . 
The procedure is repeated until convergence is satisfied. 
By following the aggregation procedure, the production 
rate can be approximated as,  
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4. Gene Family Arrangement Method 
 
     One of the important tasks in using GA is how to 
express a chromosome. As we described above, this 
research solves three different decision variables. To 
represent these variables, we propose GFAM as a new 
arrangement method which arranges the genes in each 
individual. Furthermore, GFAM adopts two groups of 
genes in each individual. The first group represents the 
buffer size and is located in the even positions of the 
individual (G2, G4, … , G2k-2, G2k), where k is the number 
of work stations. The second group represents the 
number of machines in each work station and it is 
located in the odd positions of the individual (G1, G3, … , 
G2k-3, G2k-1). Each of the items in the odd group includes 
a family of genes which represent the machine types in 
each work station; each family of genes is coded as 
follows.  

1-2 3,-2   3  1,  
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=             (10)          
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Where j is the number of parallel machines in work 
station i. The number of items in the odd and even 
groups is not limited, which means that any production 
line with any number of work stations that include any 
number of machines and any buffer size between each 
pair of work stations can be dealt with. 
 
5. Genetic Algorithms for the Optimal 
Design of S-PPL 
 
     GA is a global optimization technique used for 
various optimization problems [9, 10]. In this paper, we 
present the determination of a near optimal design for an 
S-PPL. Since the developed GFAM is different from 
conventional individual expressions, the operational 
procedure for our GA is also different. The 
characteristics of the GA are described in sections 5-1 
and 5-2. 
 
5.1. Crossover 
 
     In this research, the encoding method to express 
each individual using GFAM is different from that 
obtained using conventional encoding methods. The 
crossover operations for our GA system operate by using 
two processes. The first crossover is similar to the 
conventional crossover method, i.e., the genes after the 
crossover point are swapped between two individuals. 
On the other hand, the second crossover method swaps 
the genes between two families for each of the 
individuals that results from the first process. 
 
     The crossover operations are generated by using 
the following steps: 
Step 1: Randomly select two individuals from the 
current population.  
Step 2: Randomly select a crossover point and swap the 
genes after that crossover point. 
Step 3: Randomly select two items (families), I1 and I2 
from the odd group in the first individual generated from 
step 2.  
Step 4: Randomly select a family crossover point.  
Step 5: Randomly select the number of genes after the 
family crossover point to be included in the crossover, 
NF. NF < I1 and NF < I2. 
Step 6: Replace the genes after the family crossover 
point one by one. If one of the two families reaches its 
last gene, continue the replacement from the first gene in 
the family.  
Step 7: Repeat steps 3-7 for the second individual 
generated from step 2.  
Figure 2 shows the crossover process graphically. 
 
5.2.  Mutation 
 
     The mutation of our GA system is different from 
the traditional mutation operator because the gene 
expression adopts GFAM. The mutation is carried out by 
using the following steps: 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Step 1: Select one individual randomly from the current 
population. 
Step 2: Randomly select one of the genes of a single 
gene type (first group). 
Step 3: Change the value of the selected gene to a new 
value, which can also be selected randomly between 
(1-S). 
Step 4: Randomly select one gene family (Second 
group).  
Step 5: Change the value of the selected gene to a new 
value, which can also be selected randomly between (1- 
the number of the selected family members). 
Step 6: Randomly select one gene family, again.  
Step 7: Randomly select one member of the selected 
gene family. 

Step 8: Change the type of the selected family member 
to a new value, which can also be selected randomly. 
 
5.3. Implementation of the GA 
 
Before describing our implementation of the genetic 
algorithm, the following notations are defined. 
 
 Notations: 
PS  Population size. 
Pc  Crossover rate. 
Pm  Mutation rate. 
Pi  Selection probability of the individual i. 
Fi  Fitness of individual i. 
N  Number of individuals in the population. 
Di  Individual i in the population. 
 
The implementation of GA is presented below. 
Step1 [Initialization] Randomly generate an initial 
population.  
Step2 [Evaluation] Evaluate the fitness for each 
individual in the population. 
Step3 [Selection] Calculate the roulette selection 
probability Pi, N ..., ,2 ,1i =∀ by using equation (11). 

Figure 2: Crossover process  
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Step4 [Create new population] For ( ) ,NPi c ×≤  create 
D1…i using crossover operations. Set the other individuals 
using the roulette selection process. 
Step5 [Carried out mutation] Apply mutation operations 
on ( ) NPm × individuals.   
Step6 [Keep fittest using elitist selection strategy] 
Randomly select one individual from the generated 
population. Replace the selected individual with the best 
individual in the current generation if it has not been 
selected through the roulette selection process. 
Step7 [Loop]: Loop until fitness reaches its maximum 
value. 
 
6. Numerical Experiments 
 
6.1. Simulation model 
 
     The simulation model of our S-PPL was developed 
using C++. The uptimes and the downtimes of the 
machines were all assumed to be randomly variable and 
distributed exponentially. The model was run until the 
fitness (throughput) attained maximum value. In each 
generation the parallel machines, each work station is 
replaced by an equivalent machine. Then, the 
throughputs of the serial line of the equivalent machines 
are evaluated. GA operations improve the throughput 
until the fitness becomes constant. 
 
6.2. Results 
     We applied our algorithm to an example of an 
S-PPL with 10 work stations. The maximum allowable 
number of machines to be connected in parallel is 5. The 
algorithm was tested by performing many trials. Figure 3 
shows the (fitness) throughput versus the number of 
generations. 
 
 
 
 
 
 
 
 
 
 
 
 
7. Conclusion 
 
     This study describes a new GA-simulation based 
method to find the nearest optimal design for a S-PPL. 
Instead of using buffer size as a single decision variable, 
this paper proposes an optimal design for the S-PPL by 
using three decision variables: buffer size between each 
pair of work stations, machine numbers inside the 
workstations, and machine types. The GA methodology 

is based on a new technique of gene expression that is 
called gene family arrangement method (GFAM) which 
arranges the genes inside individuals. We used the new 
GA-simulation based method to determine some S-PPL 
designs. After a number of generations, the nearest 
optimal S-PPL could be determined. The results of this 
study can be used to improve S-PPL design, and 
production engineers can use these results when they 
design a new S-PPL. 
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Abstract

Based on the analogy that the process for build-
ing a program is similar to configuring a puzzle, we
propose a programming training method in which the
user reconfigures program fragments or program puz-
zle pieces, and improves program structure and pro-
gram flow comprehension skills. The proposed train-
ing system applies genetic algorithm (GA) to realize
the problem creation feature which creates a program
puzzle which best matches the user’s level of compre-
hension. The GA process evaluates both the level of
comprehension of the user and the estimated difficulty
of the puzzle, to determine the target problem diffi-
culty, i.e. the difficulty of the puzzle. With this GA
feature, we developed a programming training support
system which automatically creates appropriate pro-
gramming training problems matching the user’s com-
prehension level. In this paper, we first describe the
features and functions of the developed puzzle style
programming training support system. Next, we de-
scribe the results of implementing the developed sys-
tem to a C language programming course at Tokyo
University of Information Sciences. Finally, we apply
statistical tests to the results of changes in the stu-
dents programming skills, to show the validity of the
proposed system.

key words: genetic algorithm, e-leaning, program-
ming education, T test.

1 introduction

Computer education, such as Information literacy
and Programming training, has received much inter-
est recently in a wide range of academic programs,
including high schools and liberal arts undergraduate
programs. In the case of early programming training,
there are many topics that need to be studied together,
i.e. programming language syntax, programming de-
sign methods for object oriented design, and problem

solving algorithms.
In this research we aim at creating a training sup-

port system which targets an introductory or beginner
level programming user, and allows the user to develop
and improve programming skills through a game-like
learning process.

There has been previous research on automatic gen-
eration of programming exercises [1]. In this system
proposed by Suganuma et. al., in order to modify
the difficulty of the created exercise, various parame-
ters must be modified by the administrator. On the
other hand, our proposed system determines the dif-
ficulty of the exercise by evaluating the current level
of the user from the user’s training history, and auto-
matically creates appropriate programming exercises
matching the user’s level of understanding. The pro-
gramming training support system developed in this
research is designed upon the similarity between the
building process of a software program and a jig-saw
puzzle. The proposed system trains the programming
skill of the user by providing exercises in which the
user must rearrange source code fragments, similar to
a puzzle building task. By providing an interface to
solve programming exercises much like puzzle solving,
it allows users who are weak in programming to con-
tinue training through a game-like experience. In our
proposed system, the difficulty of the problem is ad-
justing by modifying the granularity of the source code
fragments, and the location of the breakpoints of the
fragments or puzzle pieces. For this system, we devel-
oped an algorithm applying genetic algorithm (GA)
to automatically generate exercises of appropriate dif-
ficulty that match the user’s level of proficiency[2].

We used the proposed training system in a begin-
ner level class for a C language programming course
in Tokyo University of Information Sciences. We an-
alyzed the changes in the students’ programming skill
in order to evaluate the validity and effectiveness of
the proposed system.
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2 Outline of Programming Training
Support System

In order to improve programming skills, it is impor-
tant to practice coding programs to fulfill a given prob-
lem specifications. But it is also important to learn to
analyze a given program code to (a) understand the
algorithm flow, (b) confirm that the source code cor-
rectly fulfills the requirements, and (c) suggest pos-
sible improvements in performance or maintenance.
The proposed programming training support system
provides a training method to improve (1) program
flow analyzing skills, and (2) program structures com-
prehension skills. The proposed system trains these
aspects by having the user reconstruct programs from
program fragment pieces, much like building a puzzle
by finding the right puzzle pieces. The proposed sys-
tem evaluates the student’s current level of progress
from past training history, and automatically gener-
ates programming exercises which match the student’s
level of progress.

The programming exercise is automatically gener-
ated using the following 2 features.

(a) The progress management feature calculates the
student’s current level of progress from the user’s
history of training with the system.

(b) The puzzle creation feature generates the pro-
gram puzzle exercise from a completed program
source code. The puzzle creation feature can cre-
ate different patterns of puzzle exercises from the
same source code, so that the user can repeat-
edly try solving different exercises with the same
correct answer. The different patterns of puzzle
exercises generated are selected to be of the cor-
rect level of difficulty for the user’s current level of
progress. The level of difficulty of the generated
puzzle is determined by the number fragments and
location of break points. Genetic algorithm is ap-
plied in the algorithm to determine the number of
fragments, and the location of the break points to
divide the program into fragments.

Processing flow of programming training support
system is described in the following.

(1) System shows a problem to user according to the
learning contents such as a syllabus of program
practice or algorithm that user wishes.

(2) User selects a problem to answer from the prob-
lem that system showed

(3) System breaks up a program into puzzle pieces de-
pending on user level by using genetic algorithm

to determine the location and number of separa-
tion for the program.

(4) User reconstructs the program by selecting the
correct program puzzle pieces in the correct order.

(5) System estimates user’s result, and accumulates
as the user history.

The basic component of this system to achieve the
above mentioned processing is shown in Fig.1.

1© exercise display section indicates the problem
which is proposed by system using the learning
item and the user’s proficiency.

2© puzzle generation section breaks up a program
into puzzle pieces depending on user progress level
by using genetic algorithm.

3© exercise selection section selects a problem
from the learning item that user whishes or user
proficiency.

4© program management section manages the
program used as a problem.

5© progress display section indicates user
progress status from user proficiency.

6© progress management section manages user
progress status.

7© progress evaluation section evaluates user
progress from the user proficiency.

8© result display section indicates a result of user.

9© answer evaluation section estimates user’s an-
swer.

3 Programming problem creation

In this research, we created programming exercises
targeted towards beginner learners. The exercise re-
quired the student to arrange program fragments or
pieces in the correct order to complete the program
described. In general, if the exercise given is much
too difficult or too easy for the student, the exercise
will not assist the learning process of the student, and
may adversely affect the motivation to study the sub-
ject. Therefore, it is necessary to create program puz-
zle exercises of appropriate difficulty according to the
level of comprehension of the student. To realize this,
we considered the following method to create program
puzzle exercises.

【step1】Analyze the program source code by deter-
mining for each program statement, a) the control
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Figure 1: Configuration of programming training support system

structure depth (control information) and b) vari-
able reference (reference information).

【step2】Calculate the difficulty level for each state-
ment using the above control and reference infor-
mation.

【step3】Apply genetic algorithm (GA) search to find
the optimal combination of partition-points which
best match the progress level of the user.

In the following sections, we describe the genetic
algorithm search applied.

3.1 Puzzle fragment granularity

Possible granularity of program fragments or divi-
sions are at identifier, expression, statements, or block
levels. For this research we create program fragments
between lines of code. Program fragment granular-
ity at the expression level will be implemented in the
future.

3.2 Source code analysis

Each line of code is analyzed for information to be
used in determining the difficulty of the partition. For
each line of code, the control depth, and variable ref-
erence is calculated to measure the complexity of the
source code.

【step a】 control information analysis
The ”control depth” for each statement is calcu-
lated. The control depth is the depth of the nest
of control statements, such as if, for, and while
statements.

Figure 2: Example of program

【step b】 reference information analysis
The ”variable reference” count for each statement
is calculated. The following criteria are used to
determine the variable reference for statement S:
- a variable is defined in statement S
- a variable is used in statement S
The variable reference count for a statement is the
total number of times a variable is defined or used
in the statement.

An example of source code analysis is shown in Fig.
2.

3.3 Relation between Program partition
points and difficulty of puzzle

The program puzzle pieces are created by selecting
partition points between two lines of code. The dif-
ficulty of the puzzle is dependent on the number of
pieces and the location of the partition points. If a
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partition occurs at a location with high control depth
and high reference count, the puzzle can be assumed
to have a high difficulty. From this assumption, we
define the following function to evaluate the difficulty
of the partition. Partition point difficulty k is the eval-
uated difficulty when a partition occurs after program
code statement k. Partition point difficulty Ppdk is
defined as:

Ppdk = control depth ∗ reference count (1)

The difficulty of the puzzle is also affected by the
difficulty of the program algorithm used in the given
program source code, but this degree difficulty is de-
pendent on the prior knowledge of the individual user.
For this research we let the user decide on the degree
of difficulty for an algorithm.

3.4 Program partition by GA

The partition pattern (number of partitions and
location of partitions) is selected using the user’s
progress level and puzzle difficulty. This puzzle diffi-
culty is calculated using algorithm and language speci-
fication that is used in problem and partition difficulty
which is total value of partition point difficulty for each
partition point. We apply genetic algorithm (GA) to
select the partition pattern.

3.5 Chromosome expression

The partition pattern expressed as a binary string
is used as the chromosome in the genetic algorithm.
The length of the chromosome is 1 less than the lines of
code (statements) in the program. In the chromosome,
the value 1 indicates a partition at that location (line),
and 0 indicates no partition at that location. Fig. 3
illustrates the relationship between chromosome and
partition points. In Fig. 3 an example of a 15 line
program is shown, and the partition points are the
locations where the chromosome value is 1, i.e. after
lines 2,5,6,8,10.

3.6 Fitness evaluation

Fitness is evaluated using the user’s level of
progress, target problem difficulty, and difficulty of the
created program puzzle. Below we describe the fitness
evaluation method.

【puzzle difficulty】
Puzzle difficulty is decided by 3 factors.

 

 
 

 

 

Figure 3: Example of program

1© language specification which is being used by a
program.

2© algorithm which is used in a program.
3© partition difficulty for a program.

The above 1© and 2© are difficulty about a compo-
nent of a program, and this these are divided into 10
stages as following.

* Level of language specification : g(1 ≤ g ≤ 10)
* Level of algorithm : a(1 ≤ a ≤ 10)

The partition difficulty is the sum of the partition
point difficulty value for the given program puzzle
chromosome, calculated with the following equation.

partition difficulty(pd) =
n∑

k=1

(Ppdk ∗ Chrk) (2)

where: n is number of program, Ppdk is the puzzle
difficulty at position k, Chrk is the value of the chro-
mosome at position k.

Puzzle difficulty is calculated as follows using the
above g, a and pd.

puzzle difficulty(d) = g ∗ a ∗ pd (3)

【User’s level of progress】
The user’s level of progress is defined as the puzzle
difficulty of the last cleared problem.

【fitness function】
The value of the degree of adaptation is to estimate
whether degree of difficulty of a problem is suitable
for the intelligibility of the learner, and it’s calculated
using the degree of fitness function.

The fitness function is defined as the following:

fitness = |p− d| (4)
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where : p is user’s level of progress, d is the puzzle
difficulty.

The chromosome with the fitness value closest to 0
is selected as the optimal program puzzle combination
for the user.

4 Training Implementation and Sys-
tem Evaluation

4.1 Course procedure and evaluation
method

The proposed system was implemented in a begin-
ner level class for a C language programming course
for 1st year students in the environmental informa-
tion department curriculum at Tokyo University of
Information Sciences. In the programming course, all
students take a preliminary questionnaire in order to
divide the course in 4 classes depending on past pro-
gramming experience and knowledge. The four classes
are higher level, standard level, and 2 beginner level
classes. The beginner level students are divided into 2
classes which are beginner class A and beginner class
B from the questionnaire taken at the beginning of the
course. Fig. 4 shows the course and evaluation flow
of the beginner classes. The number in the figure rep-
resents the number of 90 min lectures. The question-
naire includes short quizzes which evaluate aptitude in
logical thinking, and students with higher scores were
placed in the beginner class A, and students with lower
scores were placed in the beginner class B. As a result,
31 students were placed in beginner A, and 24 students
were placed in beginner class B. The proposed train-
ing system was applied only to the beginner class B
after the first mid-term exam, and changes in the exam
scores between the mid-term and end-of-term exams
were compared and evaluated.

4.2 Course Content

Table 1 shows the lecture content for the beginner
class. Basic programming language topics were ex-
plained through lecture, and students create simple
programs applying the selected topic. The contents
of the lecture were identical for both beginner class A
and beginner class B, and the educational experience
of the lecturers for both classes were roughly the same.

4.3 Evaluation Results

Table 2 shows the results of the mid-term exam, the
end-of-term exam, and the statistical T test. From

 

 

  

 

 

  
 

  

 

 

  

  

  

Figure 4: Course and Evaluation Flow

Table 1: Lecture content

lecture topic
- constants and variables
・I/O statements (printf, scanf)
・if statement (include nesting)
・for statement (include nesting)
・array (1 dimensional array)

the results of the mid-term exam, there was a large
difference between the average scores of the 2 begin-
ner classes, and at 5% significance level, a statistical
significance was noted between beginner class A and
beginner class B. From the results of the end-of-term
exam, the difference in average scores between the 2
classes is much smaller, and a statistical significance
was not found between beginner class A and beginner
class B.

In order to collect the subjective views of the stu-
dents towards the proposed system, an anonymous
questionnaire (5 being the highest rating) was taken
after the end-of-term exam. Table 3 shows the results

Table 2: Exam and T Test results

class mid end

without system average 73.7 66.3
beginner A standard deviation 20.3 19.6

with system average 61.9 63.3
beginner B standard deviation 23.0 20.3

t test of beginner A t value 2.02 0.56
& beginner B significance *p<0.05 none
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Table 3: Questionnaire results

question results[%]
5 4 3 2 1

1. The system was
effective in improving 18.2 59.1 22.7 0.0 0.0
programming skill.

2. The system will be
useful in future 30.4 52.2 17.4 0.0 0.0
studies.

of the anonymous questionnaire.
The questionnaire also asked for free opinions re-

garding the system in general. For positive views,
comments such as ”It was fun to study using the sys-
tem.” and ”It was easy to understand programming
using the system” were received. On the other hand
comments such as ”The operability was poor” gave
feedback on points to be considered in the future.

4.4 Discussion of Results

From the exam results in Table 2, it can be seen
that the beginner class B which had much lower av-
erage scores at mid-term compared to beginner class
A, had improved to similar scores by the end of term.
From Table 3 showing the results of the questionnaire,
77.3% of the students marked 4 or higher to the ques-
tion ”The system was effective in improving program-
ming skill”. Also, 82.6% of the students marked 4 or
higher to the question ”The system will be useful in
future studies”. From the free opinion question, many
positive comments such as ”It was fun to study using
the system” and ”It was easy to understand program-
ming using the system” were received. From these re-
sults, we conclude that the proposed training system
had been effective in supporting programming educa-
tion.

On the other hand, points to be considered in the
future were raised through the questionnaire. There
were comments on the poor operability of the system,
and we feel that the man-machine interface and screen
layout needs to be reconsidered for improvement.

5 Conclusion

For software programming classes and other lab
based courses, there is an inherent problem of how

to address the needs of the beginner and slower learn-
ing students. Especially when the size of the class
becomes larger, it becomes more difficult to super-
vise every student individually. The effectiveness of
the training course can be improved by providing a
self learning environment in which these students can
study at their own paces.

In this research, we proposed a programming train-
ing support system which targeted beginner and slower
learners. The system aims at improving programming
skill through a game-like interface. We applied the
proposed system in a C language course, and evaluated
the educational effectiveness of the system. From the
research results, we were able to show that this sys-
tem was effective in supporting the learning of begin-
ner and slower students. We feel that similar positive
results can be expected in programming courses for
students without strong mathematical background.

For future works, we plan to redesign the man-
machine interface and screen layout to improve the
operability of the system. We also plan to add fea-
tures to enable algorithm training and object-oriented
programming training, in order to expand the appli-
cation area of the proposed training system.
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Abstract

This study presents an estimation method for a source-
filter model, which takes a temporal continuity of pitch
and amplitude into account and is useful, for example,
for instrument identification.

We assume pitch and amplitude as hidden variables
that tend to change continuously in time while the
resonant property is fixed in order to reduce inher-
ent indeterminacy in the source-filter model. In the
observation process of this dynamical system, which
models the generation of sound spectra from the hid-
den variables of the dynamics, pitch and amplitude
are highly nonlinear and non-Gaussian, i.e., a nonlin-
ear dynamical system. Therefore, it is intractable to
analytically estimate the hidden variables as well as
the model parameters which define the resonant prop-
erty. For this parameter estimation, we employed a
GA (Genetic Algorithm)-like algorithm. After the pa-
rameter of each instrument was estimated from iso-
lated notes, we verified the possibility of this system
identification method by reconstructing the spectrum
and by whether synthesized log-spectrum are close to
the original log-spectrum.

Index Terms – State space methods, Nonlinear
acoustics, Nonlinear dynamics, Acoustic filters

1 Introduction

The estimation of elements in sound such as pitch, am-
plitude and timbre has many applications, including
audio encoding with a small number of parameters,
sound synthesis, extraction of instrument properties
and music transcription. In this study, we in particu-
lar focus on one of those applications, instrument iden-
tification.

As an example of existing studies of instrument
identification, Eronen used instrument features to cre-
ate an instrument classifier in a hierarchical structure
and evaluated it on solo tones from 30 instruments,

achieving an identification rate for individual instru-
ments of approximately 80 percent [1]. Brown pre-
sented a classifier with Gaussian mixture models, and
obrained 75-85 percent accuracy in monophonic music
instrument identification [2]. However, these studies
could still not identify the instruments perfectly, espe-
cially for time-varying monophonic music.

For estimation of sound source or filter, Fant’s
source-filter model was sometimes used, which is origi-
nally used for modeling production processes of sound
and speech [4]. In this model, it is assumed that the
combination of a sound-source generation pattern and
the filter that represents the resonant property of the
target instrument produces observable power spectra.
Simultaneous estimation of the time-varying sound-
source pattern and the resonant property, however,
suffers from the problem of indeterminacy; that is, ob-
servable spectra can be expressed in various ways. To
determine the source-filter model, therefore, some kind
of constraint is necessary.

Itakura and Saito attempted to solve this problem
by identifying the filter part first. They modeled the
short-term speech signal as a stationary Gaussian pro-
cess and estimated the filter using maximum likelihood
spectrum estimation [5]. The assumption of the sta-
tionary Gaussian process, however, ignores the effect
of time-varying pitch and amplitude. Because of this
assumption, the model does not include the continuity
of pitch and amplitude, and then, it is not enough to
express real sound-source characteristics or resonant
properties.

In this study, we aim at simultaneous estimation
of a sound-source and a filter with a less number of
parameters. We propose an estimation method for
the source-filter model that takes a temporal continu-
ity into account by constructing a dynamical system
model for the sound-source. In particular, dynamics
of pitch and amplitude are considered. Additionally,
we assume that the resonant property does not vary in
time from the fact that the body of instrument itself
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should be consistent in time.

2 The sound generative model

Using the source-filter model, unknown sound source
generation Gt and resonant property (the filter part)
Ht are both estimated from observable power spectra
of sound st, whose generation process is described as

st = φ(xt) = Gt �Ht, (1)

where st is a d-dimensional vector representing
the spectrum amplitude of each digitized frequency,
and the operation � means the Hadamard product
(element-by-element product). The representation of
source-filter model has an inherent indeterminacy that
we cannot identify Gt or Ht without additional con-
straints. To solve this problem, therefore, we introduce
the continuity in sound source Gt as a nonlinear dy-
namical system and assume the resonant property Ht

does not vary in time, written as H in the followings.

2.1 Nonlinear dynamical system

The nonlinear dynamical system with Markov proper-
ties consists of the observation process and the state
transition process:

st = φ(xt) � n1, (2)

xt = ψ(xt−1) + n2, (3)

where the function ψ(·) describes acoustical dynamics.
In these equations, xt = {at, ft} is a two-dimensional
hidden vector representing internal acoustical dynam-
ics, where at and ft denote log-amplitude and pitch,
respectively. We express these equations as probabilis-
tic models, p(st|xt, θ) and p(xt|xt−1, θ).

2.2 Observation process

When the sound is assumed to be stationary Gaus-
sian as in Linear Predictive Coding (LPC), Gaussian
noise in the time domain is closely represented as mul-
tiplicative Chi-square distribution with γ = 3 in the
frequency domain [5], so we employ that for the noise
distribution. Since observable spectra can be written
as the multiplication of noise and estimated with Gt

and H : st = ŝt � n where ŝt = Gt �H , we obtain

log p(st|xt, θ)

=
1

4Γ(1.5)σoŝt(i)

N
∑

i=1

[

log

(

st(i)

2σoŝt(i)

)

−
st(i)

σoŝt(i)

]

'
1

4Γ(1.5)σost(i)

N
∑

i=1

[

log

(

st(i)

2σoŝt(i)

)

−
st(i)

σoŝt(i)

]

.

(4)

Here, we define the time-fixed function of the reso-
nant property as

H(ω̃) = 21−p
{sin2 ω̃

2

∏

k=2,4,··· ,p(cos ω̃ − cos bk)2

+ cos2
ω

2

∏

k=1,3,··· ,p−1(cos ω̃ − cos bk)2}−2, (5)

which follows the one of Line Spectrum Pair (LSP)
in LPC [6]. In equation (5), ω̃ represents normalized
frequencies ω̃ = ωFs

2π
, where Fs is the sampling fre-

quency, and bk (k = 1, · · · , p) is the parameter of H .
The sound-source is time-dependent and represented
as the sum of Gaussians whose peaks are located at
harmonic frequencies:

Gt(ωi; at, ft,K, σp, τ)

= exp
(

at +A exp
(

−
ωi

τ

)

∑K

k N(ωi|kft, σp
2)

)

. (6)

Here, −
ωi

τ
indicates exponential decay in frequency,

A is an adjusting parameter for power, and N(x|µ, σ)
denotes the Gaussian distribution of x with mean µ
and variance σ. K and σp are the number of Gaus-
sians in the resonant property and the variance of each
Gaussian, respectively.

2.3 State transition

In addition to the constraint of time-invariance in the
resonant property H , the hidden variables for sound
source xt = {at, ft} are assumed to change either con-
tinuously or discontinuously in time [7]. Whether con-
tinuous or discontinuous is modeled by means of a two-
component Gaussian mixture:

p(xt|xt−1, θ) = η̄N(xt;m1, σ
2
1) + (1 − η̄)N(xt;m2, σ

2
2)

= η̄
(

N(at; at−1 + log ρ, σ2
1a

)N(ft; ft−1, σ
2
1f

)
)

+ (1 − η̄)
(

N(at;m2a
, σ2

2a
)N(ft;m2f

, σ2
2f

)
)

, (7)

where ρ is an attenuation constant ranging from 0 to
1, m1 and m2 are mean vectors of at and ft. Co-
variance matrices for continuous transition are σ2

1 =
{σ2

1a
, σ2

1f
}, and those for discontinuous transitions are

σ2
2 = {σ2

2a
, σ2

2f
}. The first term corresponds to the

continuous transition where amplitude decreases ex-
ponentially and pitch does not change much. The sec-
ond transition corresponds to the discontinuous one,
approximated as a Gaussian process with a large vari-
ance σ2. Under these assumptions, the proportion of
the state transition being either continuous or discon-
tinuous is represented by η̄ that takes a value from 0
to 1.
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2.4 Joint distribution

For time-series of the observable variable st and the
hidden variable xt during t = 1, · · · , T , which are
wholely expressed as S1:T = {s1, s2, · · · , sT } and
X1:T = {x1, x2, · · · , xT }, respectively, the joint dis-
tribution for X1:T and S1:T is given by

p(X1:T , S1:T )

= p(s1|x1, θ)p(x1|θ)
∏T

t=2p(st|xt, θ)p(xt|xt−1, θ), (8)

where θ is the parameter vector that defines the func-
tions of Gt and H . Likelihood p(S1:T ) can be calcu-
lated by integrating this joint distribution with respect
to X1:T .

3 Parameter estimation

When the model has hidden variables, the EM algo-
rithm has often been used for the parameter estima-
tion. It requires the posterior probability of hidden
variables to be calculated, but this calculation is often
intractable in many nonlinear dynamical systems, like
our case. Therefore, instead of the EM algorithm, we
used an equivalent but practically different methodol-
ogy, a coordinate descent of free energy.

3.1 The EM algorithm and free energy

Free energy is defined for any trial distribution of the
hidden variable, q(X1:T ), as

F (q(X1:T ), θ)

= − log p(S1:T |θ) + KL [q(X1 :T )||p(X1 :T |S1 :T , θ)] .
(9)

where KL[q||p] =
∫

q(x) log q(x)
p(x)dx is the Kullbuck-

Leibler divergence. Apparently, minimizing the free
energy with respect to the trial distribution q(X1:T )
yields the negative log-likelihood − log p(S1:T |θ), and
in that case, q(X1:T ) is equal to p(X1:T |S1:T , θ) be-
cause of the positivity of the Kullbuck-Leibler diver-
gence. Therefore, the maximum likelihood (ML) esti-
mation is achieved by the simultaneous minimization
with respect to q(X1:T ) and θ:

θ̂ = arg maxθ log p(S1:T |θ)

= arg minθ

(

minq(X1:T ) (F (q(X1:T ), θ))
)

. (10)

In this optimization, we can employ alternate mini-
mization of the free energy with respect to q(X1:T ) and
θ, and it is known that the minimization of the free
energy becomes identical to the ML estimation by the

EM algorithm when we employ strict alternate mini-
mization of the free energy. Instead of the intractable
calculation of posterior distribution, however, we re-
lax the strict alternate minimization as to restrict the
trial distribution q(X1:T ) being a single Gaussian dis-
tribution, and then use a GA-like algorithm for the
parameter estimation.

3.2 GA-like algorithm approximation

For the estimation of optimal parameters, we used GA-
like algorithm known as a simplex method [8]. This
method looks for an optimal point by moving to a
new vertex whose function value is equal to or better
than that of the previous vertex. When there is no
such vertex, the current vertex is the locally optimal
solution.

4 Experimental evaluation

4.1 Sound database

To verify the performance of the proposed method as
an instrument identification application, we used iso-
lated notes from five kinds of instruments, taken from
the University of Iowa Electronic Music Studios sam-
ples [9]. The dataset consists of samples of flute, horn,
trumpet, viola and cello. For each instrument, we pre-
pared fifteen training data which consists of three data
from five different tones, and six test data which con-
tain the different tones with training data.

4.2 A sound-source and a filter estimation

The performance of the proposed system was first ex-
amined by seeing if a sound-source and a filter can be
well estimated. Fig. 1 shows the original log-spectrum
and the log-spectrum synthesized by the identified sys-
tem for cello. In the log-spectrum after learning pa-
rameters, the characteristic of pitch expressed as peaks
with constant intervals and the gradually decaying am-
plitude were well reconstructed.

����� � �����
	��� �����	��
����� � ��� ����� � ����� � ����� ����� ��� ���

� � ���
������� � � � ���
������� �

Figure 1: original log-spectrum and synthesized log-
spectrum
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4.3 Tracking of pitch and amplitude

We next evaluated whether the model can track the
pitch and amplitude of the original cello sound. The
result of pitch and amplitude tracking is shown in Fig.
2. In the left panel(frequency), since we used three
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Figure 2: Pitch and amplitude tracking

data for each tone, frequency in each group of three
are almost the same. That means the pitch tracking
was successful.

4.4 Feature extraction

In addition, the classification performance was plot-
ted with Local Fisher Discriminant Analysis(LFDA)
[10]. From the results in Fig. 3 that each instrument
tends to group, the system has the possibility to be
used in instrument identification.

−7 − 6 −5
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2

 

 

viola
fl
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tr
cello

Figure 3: Instrument classification of isolated notes by
learned characteristics of H

5 Conclusion and future work

We presented a system identification approach to the
estimation of sound-source generation and resonant
properties. To consider the time-varying phenomena,
a nonlinear dynamical system was employed, while the
filter representing the resonant property was fixed in
time but estimated. A GA-like algorithm was used for
identification of this complex model based on avail-
able data. This model well reconstructed the original
sounds from the estimated sound source generation Gt

and the resonant property filter Ht.

For the practical use of this model for instrument
identification, we should evaluate this model with
monophonic and polyphonic music to know the abil-
ity to identify instruments being played. Although the
GA-like algorithm used for parameter estimation does
not require explicit gradients of the objective func-
tion, it does not guarantee global minimization. In our
future work, we also consider more strict free-energy
minimization for the parameter estimation.
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	���� �� ��,�������
�� ��� ��	� �� m4 = 0
 ��� ������ �� ���������	

	���	����� (3) �	 ������� �	

L!2l18l22l3

l1!l2!l3!
�(�

��� ,/�� l1
 l2 ��� l3� -���� ���� ��	� 	���	��

l2 + 2l3 = 0 �3�

l1 + l2 + l3 = L �?�

0 ≤ l3 ≤ �L/2� �@�

���� (2) �� (4)
 ��� ����� �� ��� ������ �� ���������	
�� ��� ��		���� ����	 ��� m4 = 0 �	

1
24L

2L∑
M=1

�L/2�∑
l3=0

ML!2L+2M−4l3

(L − M + l3)!(M − 2l3)!l3!
, �4�
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����� �	 ������� �� ν̃1� 5������	�
 ��� ,/�� l1
 l2

l3 ��� l4
 ��� ������ �� �����������	 �� ��	�����	 �	
�.��� ��

L!
l1!l2!l3!l4!

�#A�

��� ��� ������ �� �����������	 �� �����	 �����
���		���� �����	 �	 l4−1Cm4 �  ���� ���� ������� ���
����������� ��  ��� < ��� ��� ��		������� ���� ��� �����
��	� �� ���  ��� < ���� ������	 ��  ��� <�# ��  ���
<�$
 ��� ����� ������ �� ���������	 �	 ������� �	

L!2l18l22l32l4+1
l4−1Cm4

l1!l2!l3!l4!
. �##�

-������ �� ��� ��� ��		���� �����������	 �� l1
 l2

l3
 l4 ��� m4 ����� ��� ���������	 (2) �� (4) ��� m4 ≤
l4 − 1
 ��� ����� �� ��� ������ �� ���������	 �� ���
��		���� ����	 �	 ������� �	

1
24L

2L∑
M=1

∑
l1,l2,l3,l4,m4

ML!2l18l22l32l4+1
l4−1Cm4

l1!l2!l3!l4!
, �#$�

����� �	 ������� �� ν̃2� �� �����
 ��� �������� �/���	�
	��� ��� ��� 678 �	

ν̃ = ν̃1 + ν̃2. �#&�

:�� �����������
 �� 	��� ν̂ ��� 	��� LB	 ��  ���� #�
-���� ��� 678 �� ��� ������ ���	�	���� �� ���� ���
����	 ���� �������� �	 L
 ��� ����� 	���	 ��� ���
���		���� ��������� 	������	 ��� 678� 1� 	�� ���� ���
678 �	 ������ ����� ���� ���� ��� ����	 ���� ���		����
��� ������

L ν̂ �����
& $�&&(4 A�??@3
@ 3�((A# A�@#@@
#& #A�@@? A�@&?(
#@ #(�$(& A�@<?<
$@ $<�AAA A�@(?#
<@ <#�(AA A�@3<3
3@ (4�AAA A�@3?3

 ���� #0  �� 678 ν̂ ��� 	��� LB	�

2��� ���� ��� ���� ������ �	 ���������� ��  ��� <
�	 �� ��� ����������	 �� � ���������� ��� �������� )���
����
 ��� 678 ν̃ �� ��� ������ ����� ����������	 �� �
���������� ��� ������� �	 �/���		�� �	

ν̃ =
2Nν + L

Ñ
�#<�

����� ν �	 ��� ���� 678 ��� Ñ ≡ 22L "#A
##%� )����

��� ��!������ �	 ���������� ���� L �	 ������

 �	�����!� �����
��

�	 �	 �/������
 �� �	 ��� ��	� �� ��	��		 ���� �������
��	�	 	��� ���� � ���������� ���	�	�	 �� K ����������	
��� K > 2 ��� ��� �/��� �����	�	 �	 �� �� ���� ����
��	����
 �� ���� �� ����� ����� �� ��� 678 ��� �
������� K > 2
 �� ����� �� ��������� ���������
�� ����� �� ��� ��� ��� ������ �����
 �� ,�	� ��	�

��		 ��� ������ ��� ��� ��	� �� K = 2� 8�� � ���� ��
����������	 �� ������ l �� �/���		�� �	 � 4 × l �����/
������� �� Πl
 ����� ��� ,�	� ��� 	����� ���	 ����
��	���� �� ��� ���������� ��� ��� ����� ��� ������
�� ��� ������ -��� �������	 �����	��� � ���� �� ����
�������	 ��� �� ���	� 	�����	� ����	 �������	 ��� ��
���� ���		���� ���������	
 ����� �� ���� 6 �������	�
 �� �����	 ��� ������ ; �������	� 8�� ��� ���������
��� �� 6 �������	 �� ������� �� pc(l) ��� ���� �� ;
�������	 �� pm(l)� 5�����	��
 pc(l) + pm(l) = 24l�
1� ������ ��� -78 �� ���� �� 6 �������	 �� rc(l, j)

j = 1, . . . , pc(l)
 ��� ��� -78 �� ���� �� ; �������	 ��
rm(l, i)
 i = 1, . . . , pm(l)�  ���
 ν̃ �	 �/���		�� �	

ν̃ =
qc(l) + qm(l)

24l
, �#(�

����� qc(l) ��� qm(l) ��� ��,��� �	

qc(l) =
pc(l)∑
j=0

rc(l, j), �#3�

qm(l) =
pm(l)∑
i=0

rm(l, i). �#?�

8�� �	 ���	���� ��� ����������	 �� ������ l+1� ���
���� �� ���� �	 �/���		�� �	 ��� �� ��� ��������� #3
�������	
⎛

⎜⎜⎝Πl

0
0
0
0

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝Πl

0
0
0
1

⎞
⎟⎟⎠ ,

⎛
⎜⎜⎝Πl

0
0
1
0

⎞
⎟⎟⎠ , . . . ,

⎛
⎜⎜⎝Πl

1
1
1
1

⎞
⎟⎟⎠ . �#@�

C	��� ���	 ��������
 �� ��� ������ ��� ������ �.������
�	

pc(l + 1) = 16pc(l) + 4pm(l), �#4�

pm(l + 1) = 12pm(l), �$A�

qc(l + 1) = 16qc(l) + 4qm(l) + 14pc(l), �$#�

qm(l + 1) = 12qm(l) + 12pm(l), �$$�

����� ��� ������� ��������� �	

pc(1) = 4, pm(1) = 12, �$&�

qc(1) = 0, qm(1) = 12. �$<�
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Abstract
Recently, the system using bug type of artificial life 

was proposed for discovering the function, and it was 
improved. It is one of the extended models of Genetic 
Algorithm (GA) and Genetic Programming (GP). 
However, the function is not found sometimes when the 
observation data is very complicated.

In this study, a new concept is introduced so that the 
function-search can be applicable to the complicated 
observation data. The function-search by S-System is 
executed two or more times as a basic idea. This is called 
“search-accumulation”. To confirm the validity of 
search-accumulation, equal-loudness-level contours 
(ISO226) are used as the observation data. Since the 
contours are very complicated, it is very difficult to 
express the counters as a function. In reality, the 
function-search was tried by the conventional S-System, 
but the function does not agree well with the data. By the 
use of the strategy of search-accumulation, the function 
in agreement well with the contours is found successfully. 
Thus, the validity is conformed.
Keywords: search accumulation, genetic programming

1. Introduction
Recently, a variety of problem-solving systems that 

use genetic algorithm (GA) and genetic programming 
(GP) are proposed. The purpose of GA is mainly the 
optimization of the numerical value, while that of GP is 
the generation of the symbol. Koza proposed the 
function-discovery-system using GP [1]. It generates the 
approximate function that shows the relationship
between input data and output data in observation data.
In GP, the chromosome which represents a function is 
expressed by the tree structure. It is optimized by the 
crossover and mutation. However, there are problems
that the schema is destroyed and the length of generated 
function becomes extremely long. To solve the problem, 

the function-discovery-system that used the concept of 
an artificial life was proposed [2]. This is called 
“S-System”, because it is the system that uses the 
concept of sexual and asexual reproduction. The 
improved model was also proposed [3]. However, both 
GP and S-System cannot discover the approximate 
function, when the observation data is complex.

In this study, a new concept is introduced to 
generate the approximate function corresponding with 
the complicated data. A basic idea is the execution of the 
function-search by S-System two or more times. This 
strategy is called “search-accumulation” in this study. As 
the result, the generated function agrees well with the 
complicated observation data.

2. The model for discovering function
2.1 Summary of S-System

The S-System is one of the evolutional strategies, 
and the mail flow is the same as that of GA and GP. The 
chromosome and the fitness are designed according to 
the purpose of applied field. In general, the fitness is 
defined as an evaluation-function in which the quality of 
the chromosome is expressed. The main flow of 
evolutional strategy is as follows.

(i) A lot of chromosomes are generated at random 
as the first stage. (ii) The chromosome is selected. The 
selected probability of the chromosome with high fitness 
is high than of the chromosome with low fitness. (iii) 
The crossover and the mutation are practiced between 
two selected chromosomes. As a result, a new 
chromosome is born. (iv) The procedures of (ii) and (iii) 
are repeated until the fitness exceeds a certain threshold 
value.

As the result, the chromosome changes and the 
value of fitness increases, according as the generation 
proceeds.
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The length of chromosome for GA is fixed, but that 
for GP changes. The purpose of GA is the optimum of 
the numerical value. On the other hand, that of GP is the 
generation of the symbols. The tree structure is regarded 
as the chromosome for GP as shown in Fig. 1. The 
S-System also represents the tree structure as the 
chromosome. The crossover of GP is different from that 
of S-System. For GP, it is practiced between the 
chromosomes with different tree structure. Therefore, the 
form of tree structure dramatically changes. For example, 
when the chromosome shows a function as shown in 
Fig.1, the form of function greatly changes by the 
crossover. Thus, the solution is changeable. On the other 
hand, the function form doesn't change by the crossover
in S-System. The concepts of homogeneity and 
heterogeneity have been introduced into S-System. If 
two individuals have the same tree structure, they are 
called homogeneity. The individual with a different tree 
structure is called heterogeneity. The crossover is 
practiced between homogeneities. It is called “sexual
reproduction”. The tree structure is not broken by the 

sexual reproduction, but only the constant value included 
in the function changes. This is because the tree structure
of homogeneity is equal. Therefore, the constant value is 
optimized as the generation proceeds. On the other hand, 
the individual without homogeneity generates its two 
copies. This is called “asexual reproduction”. By the 
strategy, the sexual reproduction can be practiced to the 
next generation, because two homogeneities are born by 
the asexual reproduction. In S-System, the change of tree 
structure occurs at the mutation. As the result, the 
optimization of the numerical value is practiced, the 
length of function doesn't become long compared with 
GP, and the solution is stabilized. For more details, refer 
to Ref [2].
2.2Function-discovery by search-accumulation

In this study, a new concept is introduced so that the 
function-search can be applicable to the complicated 
observation data. The function-search by S-System is 
executed two or more times. This is called 
“search-accumulation”. Here, the observation data is 
assumed to be D, and its approximate function is 
assumed to be f. Figure 2 shows the flowchart of the 
function-discovery-system using search-accumulation.
The details are described as follows.

(1) The counter i is set to be 0, and observation data 
D is regarded as the initial data D0.

(2) An approximate function that agrees with the 
observation data Di is searched by S-System.
The obtained function is assumed to be fi.

(3) The difference (i.e. Di - fi) between Di and fi is 
regarded as the new observation data Di+1.

(4) One is added to the value of the counter i.
(5) The search finishes when the value of counter i

reaches a threshold. Otherwise, jump to (2).
After the search, the approximate function f is 

obtained by the following equation.





n

i
iff

0

                            (1)

When n = 0 in Eq. (1), the equation corresponds to 
the function discovered by the conventional S-System.
Thus, the proposed search-accumulation is regarded as 
the extended model of conventional S-System.

3. Experimental Result and investigation

To confirm the validity of the proposal method, 
equal-loudness-level contours (ISO226) [4] are used as 
an observation data. From the data, good approximate 

+

*

k y

/

x k

Fig.1 The example of chromosome for GP
(tree structure of kxyk / ).

Start

i = 0, Di = D

Function search fi

Di+1 = Di – fi

i = i + 1

i < n

End

No

Yes

(1)

(2)

(3)

(4)

(5)

Fig. 2 The flowchart of function-discovery-system 
using search-accumulation.
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function was not obtained by the conventional S-System.
Figure 3 shows the contours. The loudness level 

[dB] that man psychologically perceives changes by 
frequency [Hz] and the sound pressure level [phone]. In 
another word, the loudness [dB] is represented as a 
function f of the frequency [Hz] and the sound pressure 
level [phone]. In this study, the frequency [Hz] and the 
sound pressure level [phone] are regarded as the input 
data, and the loudness level [dB] is regarded as the 
output data. The approximate function f(Hz, phone) is 
obtained from those data. The search-parameter of 
S-System is shown in Table 1. The search is tried under 

the following three conditions.
Condition I: Conventional method.
Condition II: Search-accumulation I.
Condition III: Search-accumulation II.
As for Condition II and Condition III, the method 

of the accumulation is different. In Condition II, after the 

Table 1. The value of parameters for S-System.

Number of chromosomes 900
Maximum generation 4000
Generation gap 0.5
Number of homogeneities at 
next generation

20

Number of gates at next 
generation

200

Tournament size 2
Crossover rate 0.2
Limitation of the number of 
homogeneities

30

Maximum number of gates 300
Threshold for going back 0.01
Mutation rate of virus 0.3
Mutation rate of bugs 0.2
Mutation rate of constant 0.2
Maximum depth of tree 8
Threshold of fitness for ending 
program

1

Fig.3 Equal-loudness-level contours about sound 

(ISO226) [4].
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Condition I (fitness=0.781).
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Condition II (fitness=0.918).
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Condition III (fitness=0.927).
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search of 1000th generation, the accumulation is 
practiced. It is repeated every 1000 generation. Total 
generation is 4000 ( 41000 ). In Condition III, the 
first search is practiced until the 2000th generation. After 
that, the accumulation is repeated every 200 generation.
Total generation is 4000 ( 102002000  ). The 
examples of the experimental result are shown in Fig. 4, 
5, and 6. To avoid the confusion of drawing curves, only 
the results of 10, 40, and 70 phones are shown. As 
understood from these Figs, the waveform by Condition 
II and Condition III are corresponding with the 
observation data well compared with that of Condition I.
Figure 7 shows the relationship between the generation 
and the fitness in Condition I, II, and III. There is little 
increase in fitness, when the generation exceeds 2000 for 
Condition I. As for Condition II and III, it is understood 
that the fitness has improved whenever the 
search-accumulation is repeated. Therefore, the validity 
of the proposal method is mentioned.

The fitness rapidly increases in Condition II after
the 1000th generation. This is corresponding to the 
generation when the first search-accumulation started. 
On Condition III, the fitness rapidly increases after the 
2000th generation is over. This is also corresponding to 
the generation when the first search-accumulation started.
Thus, it is understood that fitness increases by the 
search-accumulation. The final fitness of Condition III is 
higher than that of condition II. The frequency of the 
search-accumulation of condition III is more than that of 
condition II. From the above-mentioned, even if the 
number of total generations is the same, it is understood 
that the search-ability is different if the 
accumulation-frequency is different.

4. Conclusions

The search-accumulation of the function-discovery
by S-System has been proposed in this study. When this 
method is used, the function corresponding well with the 
complicated observation data is generated. To confirm 
the validity of the proposed method, 
equal-loudness-level contours (ISO226) are used as an 
observation data. In conventional method, the function in 
agreement with this data is not obtained. On the other 
hand, the function corresponding well with the 
observation data has been discovered by proposed 
method.

As the problem in the future, there is the reduction 
of the length of discovered function. In addition, the 
effectiveness should be verified by applying to more 
practical problems.
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Fig. 7 Relationship between the generation and the 
fitness in Condition A, B, and C (average of 30 
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Abstract
Tokyo University of Information Sciences maintains

and distributes MODIS (Moderate Resolution Imag-
ing Spectroradiometer) satellite data as part of the
research output for Frontier project. An intelligent
image search system is being developed as part of the
project, in order to retrieve requested images such
as matching images patterns or forest and field fires
extraction. The intelligent image search system ap-
plies GA (Genetic Algorithm) in the search algorithm.
When searching for a target image area within the
MODIS image database, it is possible that the search
algorithm cannot match the optimal location when the
brightness of the search image data and MODIS data
image are very different. In order to solve this prob-
lem, we applied normalized correction to the GA fit-
ness function to improve the matching accuracy. Fur-
ther, we implemented the image search as distributed
genetic algorithm search over a PC cluster network,
in order to increase the search speed within the satel-
lite image database. We tested the proposed system
and verified the effectiveness of distributed genetic al-
gorithm for the distributed MODIS satellite database
search process.

Keyword: Satellite image data, Image search system,
Brightness, Distributed genetic algorithm, nornalized
correction

1 Introduction

Tokyo University of Information Sciences receives
MODIS image data from NASA satellites Terra and
Aqua, and distributes collected data to universities
and research institutions. MODIS sensors are the key
sensors aboard the Terra and Aqua satellites. Mod-
erate resolution remote sensing allows the quantifying
of land surface type and extent, which can be used

to monitor changes in land cover and land use for ex-
tended periods of time.

In order to effectively utilize the large scale satellite
image database, an efficient search algorithm allowing
quick retrieval of the required information from the
large database is required. An intelligent image search
system is being developed as part of the research out-
put for the Frontier project, in order to retrieve re-
quested images such as matching images patterns or
forest and field fires extraction. The intelligent image
search system applies GA in the search algorithm.

In our previous work, we have proposed applying
GA to match partial images from MODIS image data
[2]. But when searching for a target image area within
the MODIS image database, it is possible that the
search algorithm cannot match the optimal location
when the brightness of the search image and MODIS
data image are very different due to differences in time
of day of the satellite image retrieval. In order to solve
this problem, we applied normalized correction, which
is effective in matching images with different relative
brightness, to the GA fitness function to improve the
matching accuracy. Further, we implemented the im-
age search as distributed genetic algorithm search over
a PC cluster network, in order to increase the search
speed within the satellite image database.

We applied our proposed method in our MODIS
data image matching system, and verified that the pro-
posed method improved matching accuracy for images
with different relative brightness.

2 Outline of
Image Match Search Processing

We develop an image search system which retrieves
matching images with similar features and character-
istics to the search image, from the MODIS image
database. When searching for a matching image area
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within the MODIS image database, it is possible that
the search algorithm cannot match the optimal loca-
tion for the following reasons.

(1) The MODIS image data for the correct location
of the search may be masked by clouds, or changed
from land surface alterations.

(2) The range of brightness for the requested search
image and compared MODIS image data may be
different due to difference in data retrieval time of
the satellite data.

For the solution to problem (1), we proposed using
multiple time-series data for the same search space,
and applying GA within the time-series data to search
for the requested image. For the solution to problem
(2), we propose applying normalized correction, which
is effective in matching images with different relative
brightness, to the GA fitness function to improve the
matching accuracy. We describe the basic flow of the
proposed search process below. Figure 1 shows the
image match search system outline.

(1) At the server, the requested search image, search
area, and search time span is specified.

(2) The server distributes the search image, search
area, and search time span for each individual
client machine.

(3) The requested search image and MODIS search
space image data are converted from color images
to grayscale images by each client. Each client
applies distributed genetic algorithm to search
for the requested image pattern among the dis-
tributed search space. Brightness of the gray-scale
images is adjusted by the distributed genetic al-
gorithm.

(4) Clients which finished the search relays the search
result to other clients.

(5) When the search location is determined, each
client analyzes the image data for the same lo-
cation, and evaluates the land cover change for
the time span.

3 Image Search Process
using Distributed Genetic Algorithm

Recently, GA has attracted much attention as an
effective method for solving large scale complex prob-
lems [1]. GA searches for the optimum solution by
applying genetic operations of ’mutation’, ’crossover’,

Figure 1: Outline of the image match search system

’evaluation’ and ’selection’ to the population. In the
distributed GA model, the main population is divided
into several subsets, and genetic operations are re-
peated among the distributed sub-population.

3.1 Distibuted Genetic Algorithm

DGA (Distributed Genetic Algorithm) is a parallel
model of GA. In DGA, the main population is divided
into sub-populations. DGA is also called the ’island
model’ from to this feature.

The divided sub-population is distributed into sev-
eral clusters for parallel processing, and each clus-
ter executes the GA search on the sub-population re-
ceived. At each predefined interval or number of gen-
erations, each cluster exchanges individual solutions
or chromosomes. This is defined as a ’migration’ op-
eration.

For this research, time-series image data are dis-
tributed to PC clusters, and in each cluster the GA
search is processed in parallel. The parallel search pro-
cess is completed when any one of the clusters finds a
strong match to the requested image pattern.

Figure 2 shows the outline of DGA model, executed
that preprocessing brightness confronts.

3.2 Brightness Adjustment Method

MODIS data is the value of the strength of re-
flected wavelengths for specified bands. This means
that the value of MODIS data (i.e. brightness) for
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Figure 2: Outline of DGA model

the same location vary depending on the time of day.
When searching for a matching image area within the
MODIS image database, it is possible that the search
algorithm cannot match the optimal location when the
brightness of the search image and MODIS data image
are very different.

MODIS data is the value of the strength of re-
flected wavelengths for specified bands. This means
that the value of MODIS data (i.e. brightness) for
the same location vary depending on the time of day.
When searching for a matching image area within the
MODIS image database, it is possible that the search
algorithm cannot match the optimal location when the
brightness of the search image and MODIS data im-
age are very different. The pattern matching algo-
rithm, such as GA, must be able to match similar loca-
tion images with different brightness. In this research,
we applied normalized correction, which is effective in
matching images with different relative brightness, to
the GA fitness function to improve the matching ac-
curacy. Details of the fitness function is described in
section 3.6. In order to shorten the computation time
to acceptable limits for actual use, we first convert the
RGB color image data for the search image to gray-
scale images using the following equation [3].

p = 0.299 ∗R + 0.587 ∗G + 0.144 ∗B (1)

where p is the image pixel of the gray-scale image,
R,G,B are the respective red, green, and blue pixel
data of the color image at the same pixel location.

Figure 3: Contents of the chromosome

3.3 Chromosome Expression

The image matching problem is defined as an opti-
mization problem of finding the highest matching rate
image by modifying the 4 parameters: 1)x-axis loca-
tion, 2)y-axis location for the center of the matching
image, 3)the magnification rate, and 4)the rotation
angle of the matching image. The GA chromosome is
designed to encode the 4 parameters, and the fitness
is defined as the matching rate of the compared image
pixels. Figure 3 shows contents of the chromosome.

3.4 Selection, Crossover,
Mutation Operations

In this paper, we evaluated the following genetic
operation methods.

(a) Selection Operation
The elite selection strategy was applied, in which
the individuals with the highest fitness will be se-
lected for the next generation.

(b) Crossover Operation
For the selection operation, a single locus method
is applied, in which a random locus or break point
is selected and two parents chromosomes swap one
side of the chromosome up to the break point.
This creates two child chromosomes of the same
length combining information of both parents.

(c) Mutation Operation
For the mutation operation, 2 points in a single
chromosome are selected at random, and the bit
information between these 2 points are replaced
in reverse order.

3.5 Distributed Genetic Algorithm
Procedure

In this research, DGA is applied to the image match
search system. The procedure for each client is the
following.

(1) Receive the search image, search area and search
time span, and read the specified date and loca-
tion MODIS data from the MODIS database.

(2) Convert the color search image and color MODIS
image data to gray-scale images.
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(3) Create initial population
Create an initial population of chromosomes with
random parameters, with coordinates (x,y) for
center of search region, magnification m, and ro-
tation r.

(4) Calculate the fitness of the chromosomes.

(5) Evaluate the search completion condition.

(6) If the search completion condition is met, notify
the result to other clients.

(7) If the completion condition is not met, continue
with (8).

(8) Selection
Select individuals based on fitness, and create m
pairs randomly.

(9) Crossover
Create new child chromosomes from the selected
pairs as parents, applying the specified crossover
operation strategy.

(10) Mutation
Applying the specified mutation strategy, ran-
domly modify a part of the selected chromosome.

(11) Migration
At each specified number of generations, migrate
selected chromosomes according to the specified
migration strategy.

(12) repeat from (3).

3.6 Fitness Evaluation

The fitness is evaluated by calculating the matching
rate of the selected image pixel data that is specified
by the search parameters encoded in the chromosome.
The fitness function (C) is shown in equation (2),
where the compared image size is M(pixel)*N(pixel),
the brightness value (color value) for the template
(MODIS) image and compared search image at co-
ordinates(x,y) are T(x,y) and I(x,y), respectively.

C =

N∑
x=1

M∑
y=1

{I(x, y)− µI} · {T (x, y)− µT }
√√√√

N∑
x=1

M∑
y=1

{I(x, y)− µI}2 ·
N∑

x=1

M∑
y=1

{T (x, y)− µT }2

(2)
where

µI =
1

NM

N∑
x=1

M∑
y=1

I(x, y) (3)

Figure 4: Outline of Sysem Configuration

µT =
1

NM

N∑
x=1

M∑
y=1

T (x, y) (4)

The fitness function is evaluated, and when the fit-
ness result exceeds a predefined value, the specified
regions is selected as an optimal match of the search.

4 System Configuration

Figure 4 shows the image searching system config-
uration. The responsibilities of the data management
server are 1)Managing the MODIS Image database,
2)Transmission of search information (MODIS satel-
lite images and search space), 3)Configuration and
transmission of DGA parameters. Each PC clustering
client receives the search information and GA param-
eters from the server, and processes the image data
search. Taking into account the ease of portability
for a multiplatform cluster environment, the system
was implemented using Java programming language.
Java RMI (Remote Method Invocation) architecture
was used to implement the network messaging and
control features.

5 Expreiment Results

In this experiment, the effectiveness of the proposed
brightness correction method in the image search sys-
tem is evaluated. The system configuration of the ex-
periment is shown in table 1. Table 2 shows the DGA
parameters applied. Figure 5 shows the image of chro-
mosome migration between islands (clients).

The mean retrieval times of 100 independent trials
with different random initial populations were used
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Table 1: Specification of PC Cluster system

Item Contents

Number of PC 16

Specifications of PC
CPU: Intel Celeron D 310(2.13GHz)
Memory: PC2700 DDRSDRAM 512MB

Table 2: DGA’s parameter

Parameters Contents

Basic GA Population 200

Basic GA Parameters Number of generations 2500
Selection Comparing fitness value of each generation
Crossover type 1 point
Crossover rate 0.5
Mutation rate 0.05
Maximum fitness value 0.6
Strategy of selection Elite
Number of island 16
Interval of migrations 20

DGA Parameter Number of migrations 1 (population of maximum fitness value)
Method of migrations Neighbor (Migration to neighbor island)
Strategy of migrations The best chromosome is migration to the worst chro-

mosome of neighbor island.

Figure 5: Example of migration between islands

to evaluate the performance of the proposed system.
Figure 6 shows the results.

The measurement of each trial uses the elapsed time
of when the performance measurement started search-
ing　 and found the similarity image data. We were
able to verify that by applying normalized correction,
the matching accuracy for images with different rel-
ative brightness had improved compared to previous
research[2]. Parallel efficiency is not enough in com-
parison with cluster number. However, the searching
time of DGA decrease as increasing number of clus-
ter and we confirmed the requested search image that
have range of brightness is difference compared with
MODIS image data can be searched.

Figure 6: Evaluation results

6 Conclusion

We developed a distributed parallel processing sys-
tem which searches for requested image patterns
within a large-scale satellite image database. We ap-
plied normalized correction to the DGA fitness func-
tion used for the image search algorithm.

The tested results showed that the developed sys-
tem with the proposed normalized correction method
improved the matching accuracy for images with dif-
ferent relative brightness, compared to previous re-
search. From this result we were able to verify that
the proposed method was effective for matching im-
ages within templates of different relative brightness.
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For future works, we plan to research algorithms to
effectively search for complex formations and features,
as well as investigate different methods to evaluate the
time series change in land formations.
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Abstract 
Mathematic model of Job-shop scheduling 

problem was established, and a kind of immune ant 
colony algorithm is introduced to dispose Job-shop 
scheduling problem. Through introducing the mechanism 
of immunity into the operations of genetic algorithm, the 
vaccines is obtained and updated in those operations. 
Then, the immune operation is used on the evolution of 
populations. And the problems on easy appeared 
precocity, low searching efficiency can be avoided when 
immune operation takes effect. The simulations show 
that the algorithm is feasible and efficient. 

Keywords: job-shop scheduling; Ant colony algorithm; 
artificial immune algorithm 

1 Introduction 

The job shop scheduling problem (JSP) is a central 
NP-hard problem in Operations Research and Computer 
Science [1] that has been studied extensively from a 
variety of perspectives in the last thirty years. Genetic 
algorithm has been heavily employed in JSP [2]. Aiming 
to GA’s inefficiency and pre-mature, this paper combines 
the ideals of the Ant colony algorithm and Immune 
algorithm together, and applies the proposed algorithm 
into JSP. The main ideal is to distill and inject the 
vaccines from and in the evolving colony, in order that 
the evolution will be more steady-going and quickly.  

2 Description for the problem and its math model 

Job-shop scheduling problem’s math model is a 
typical integer programming model. To this problem, 
there are two subjects: machine subject, which is 

processing order, another is time subject, which is the 
subject that process’s time wasting.  

1
min max{ }

n

ih
i

c
=
∑  (1)

s.t. cik-tik+M0(1-aihk)≥cih

 i,j=1,2,…,n;  h,k=1,2,…,m 

(2)

cjk-cik+M0(1-xijk) ≥tjk

i,j=1,2, …,n; h=1,2, …,m 

cik≥0;  i,  i, j=1,2, …,n; h=1,2, …,m 

(3)

Difine aihk and xijk as follows:
 
 

1 ,
0ihk

i i
a

⎧
= ⎨
⎩

machine if machine  before 

else

k

k

 (4)

1
ijk

i j
x

⎧
= ⎨
⎩

workpiece  before  to reach machine

0 else

(5)

M0 is a maximum, which is used as a punishment for 
the subjects.  

3 Ant colony optimization and Immune algorithm 

Ant algorithm was first proposed by Dorigo and 
colleagues  [3, 4]. Its essential idea of ACA is that: the 
individual searching behavior which is directed by the 
different probabilities to the next node forms colony 
intelligent. It is versatile and robust in solving integer 
programming such as NP problem[5]. 

However, due to its inherent defects it needs more 
time to find the global optimal, its complexity can 
reflects that. It is likely to be trapped in local optimal and 
stop evolving, and can’t exploit new search space. This 
phenomenon can be seen in many simulations. 

Immune algorithm (IA) is a bionic algorithm as a 
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simulation of immune system, which combines the 
certain and random together and has the capacity to 
reconnaissance and exploit. It’s a developmental random 
search algorithm. Immune algorithm is inspired of cell 
theory and net theory, and it realized the function of 
self-adjust and creation of different antibody. It’s a new 
algorithm which is characteristic of searching in 
multi-peak value and the capacity of global searching [6]. 
Through the combination of ACA and IA, we can 
diversify the colony and the colony’s evolution will not 
only be directed by the pheromone, but also by the 
immune system. We combined the random factor and 
certain factor together, so we can improve the search 
efficiency and quality, enrich the diversity and resist the 
pre-mature.  

4 Job shop scheduling based on immune ACA 

4.1 Initialize the antibodies 

The antibodies are initialized as a series of random 
permutations of the integers from 1 to m×n, which stand 
for the ants’ routing order. We obtain the antibodies as 
Ref.7, after the steps as follows. 

Step1: Create a random permutation of the integers 
from 1 to 9: such as [5 2 8 4 3 9 7 6 1]. 

Step2: array=array-1:  [5 2 8 4 3 9 7 6 1]-1＝[4 1 7 
3 2 8 5 0]. 

Step3: divide matrix by m, and then add 1:  int([4 1 
7 3 2 8 5 0]/3)+1=[2 1 3 2 1 3 3 2 1]. 

Then we obtain an antibody as Ref.7, where: 1 stands 
for job 1, and the same to 2, 3. The first 2 stands for stage 
1 of job 2, the same to 1, 3. 

4.2 Decoding scheme 

The crucial of the procedure is to guarantee two 
steps: 

(1) The same stage can’t be done on two different 
machines; 

(2) The same machine can’t do two job at the same 
time. 

In programming, two tags are set: job time tag 
(JobTime_Tag) and machine time tag (Mac_Time_Tag). 

Every stage’s start time is max (MacTime_Tag , 
JobTime_Tag). 

The steps to operate are as follows: 

stagej of  jobi, Set S_Time＝J_T_Tag

Choose machine

Free？

E_Time=S_Time+ci,k E_Time=M_T_Tag+ci,k

J_T_Tag=E_Time;  M_T_Tag=E_Time

Jobi has been done？

Y

N

N

Y

MakeSpan＝M_T_Tag  

Fig. 1. sketch map for decoding 

4.3 Steps for immune ACA 

The procedure of the ACO algorithm manages the 
scheduling of three activities: ants’ generation, actions 
and pheromone update. The steps of Immune Ant Colony 
Algorithm in this are follows: 

1) Select list replace tabu list 
The way in tabu list results in that it’s hard to select 

next node. If some nodes have been selected, there will 
be some vacancies. It’s more complex to handle the data, 
so change the tabu list to select list. The operations are 
explained as follows: 

If the node has been selected, erase it from the select 
list, and the following nodes move forward. For example: 
if node.1 has been selected, change the list to: 
{2→3→4→5→6→7→8→0}, then the node.7: 
{2→3→4→5→6→8→0→0}, until the last: 
{5→0→0→0→0→0→0→0}. 

2) Pick-up vaccines from memory storeroom 
Memory storage is used for storing the best ant, the 

better ant and the poor ant. Vaccines are picked–up from 
the memory storage through the follow formulas at a 
certain probability. 

The antibodies of higher thickness and lower 
appetency will be restrained, and the antibodies of lower 
thickness and higher appetency will be promoted. So the 
ant colony will be more diversiform. The ith antibody 
will be selected as [8]:  
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3) Decide the next one to be processed 
Take advantage of Roulette select scheme in GAs: 

select operation is based on the individual’s adaptive 
value. The most well-known scheme is Roulette select 
scheme proposed by Holland [9].  

1

N

si i i
i

p f f
=

= ∑  (8)

N is the number of nodes that are can be selected, f i

＝ [ ( )] [ ]ij ijt α βτ η⋅ . The steps are as follows: Compute the 

value according to f i ;  accumulate every element; the 
array divides the sum of every element.  

4) Injection vaccine 
Select a piece of information segment from the 

selected antibody at a certain probability, and inject the 
vaccine to the ant. Just as fig.2 shows: 

 
Fig. 2. sketch map for vaccinating 

5) Introduce mutation, crossover 
In order to avoid the pre-maturity of the ACA, 

mutation, crossover[10] are introduced into this way 
which can guarantee the diversity of solutions, exploit 
new search space, and  then the phenomena trapped in 
the local optimal can be avoid to a certain extent. 

Mutation is operated when the route has been done 
by an ant. Randomly select two nodes in its path, swap 
them, and then replace them to the rout.  

 
A = [ 1  2  3   8  ]4  5  6  7  
 
 

M
ut

at
io

n 

B = [ 1  2  8  4  5  6  7  3  ]  

Fig. 3. Sketch map for mutation 

After mutation, compute the new ants’ f i ,  select the 
better to save. 

Crossover is operated after all the ants finished their 
routs. Randomly select two ants and operate as Fig.4 
illustrates: 

 
A = [ 1  3  5  7  4  2  8  6 ] 
 
B = [ 2  4  6  5  1  3  8  7 ] 

A = [ 1   5  4  3  7  6 ] 2 8  
B =  6  5  1  2  8 ] 

C
ro

ss
ov

se
r 

[ 3  4 7   

Fig. 4. Sketch map for crossover 

After crossover, compute the new individuals’ f i ,  and 
the better individuals survive to the next repetition.  

5 Instances simulation 

Literature [12] gives the study conclusion on how to 
select α, β, ρ. In this paper, after some tries, the 
parameters are set as follow: α=1, β=5, 
ρ=0.6,Q=1000,and set iterations=500.  

5.1 Instance 1 

This is a Job-shop scheduling problem select from 
Ref.13: LA01(10×5). All of the basic ACA and IACA 
obtain the optimum: 666, the comparisons between them 
are showed as follows: 

 
Fig. 5. Comparison in solving LA01 
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5.2 Instance 2 

This is a Job-shop scheduling problem select from 
Ref.13: LA06(10×10). All of the basic ACA and IACA 
haven’t obtained the optimum; basic ACA: 990, IACA: 
945. The comparisons between them are showed as 
follows: 

 

Fig. 6. Comparison in solving LA06 

6 Conclusions 

This paper applies ant colony algorithm to JSP, and 
then introduces immune algorithm to the ACA, and 
designed the selection and the injection criterions for 
vaccines. From the simulations we know that the search 
efficiency and quality are improved, and the diversity is 
enriched, the pre-mature is refrained.  
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Abstract

Analyzing the dynamics of action potential initia-
tion in cortical neurons in vitro, some features of the
initiation dynamics of cortical neuron action poten-
tials are shown to be outside the range of behaviors
described by the Hodgkin-Huxley formalism. We pro-
pose a new model which describes the dynamics of
sodium channel, where we are based on the hypothe-
sis that the gate subunits are interacting each other.
This model can reproduce one of the features of action
potential initiation in cortical neurons, variant onset
potential.

1 Introduction

Hodgkin-Huxley formalism is a great guidepoint
in physiology, because it showed that a mathemati-
cal study can contribute to understand the function
of nerve for the first time. This formalism not only
describe the electrical phenomena of nerve excitation
well as data fitting but also describes nature of electri-
cally excitable membrane. Hodgkin-Huxley formalism
considers excitable membrane as a population of ionic
channels, and provides us various insights about func-
tional structures of ionic channels [1].

Hodgkin-Huxley formalism has several assumptions
in the starting point of the consideration. Here we give
three assumptions of those.

• The state of an ionic channel is determined by
conformation of subunits called gates.

• A gate can be in either of two conformations
which are uniquely determined by membrane po-
tentials.

• Gates are independent of each other.

In terms of structure of channel, these assumptions
means that channel is not fundamental element itself
but is composed of more fundamental gate elements,
the gate obeys to very simple rules, and the actions of
the gates are affected by voltage sensor. Thus we see
that these assumptions provide rigorous descriptions
about structure of ionic channel. These descriptions
have been verified by cloning or X-ray structure analy-
sis [2, 3], but even now these are fundamental concepts
in understanding ionic channel.

On the other hand, the phenomena which are not
described by H-H formalism are also discussed. About
twenty years ago, Matsumoto insisted that, in order
to describe action potentials in squid axon, it is neces-
sary to assume that the conformation changes of gates
are not only determined by membrane potentials but
also the time after onset [4]. Recently Naundorf et
al. insisted that two characteristic features of action
potential initiation in neurons in cat visual cortex in
vitro and in vivo, rapid onset of action potential and
variance of onset potential, cannot be described by H-
H formalism [5]. As shown in Fig.(1), action potential
initiation recorded from rat hippocampal CA3 pyrami-
dal cell in vitro also shows variance of onset potential.
Thus detailed analysis have revealed features that are
impossible to be described by H-H formalism. How
those features are are made by ionic channel, and how
should we change our recognition of ionic channel? In
this paper, we especially note on one of the features,
variant onset potential. We propose that this variance
can be produced by gates which interacts each other,
while gates are assumed to be independent in the H-
H formalism. With this proposition, we will see that
ionic channel is not a simple but a complicated object
which is composed of mutually communicating several
subunits.
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Figure 1: Phase plot (dV/dt versus V) of the action
potential around the initial phase of the action poten-
tial in cortical neurons recorded in vitro. Arrows indi-
cate three sample action potentials. The experimental
data was provided by Hujisawa et al. [6].

2 Model

In order to understand the features of the action po-
tential initiation, we consider a sodium channel com-
posed of several gates that are not independent. (Here
we call fundamental subunit which take two state
”gate”, even when it is not related to open-close of
the channel.) This model is shown to be able to pro-
duce variation of onset potential.

The model is defined as following. We assume a
sodium channel is composed of three types of gates,
M, N, and H, and their gate variables are m,n, and h.
Among these gates, M and H are activation and inhibi-
tion gates for each as given in the H-H formalism, and
N is another gate that we introduce here. We assume
that H gate does not work, that is h = h0(const), in
this paper.

Conformation changes of gates M and N are as-
sumed to mutually catalyze as

gate M : SM
0

αm(V,n)

⇀↽
βm(V,n)

SM
1

(1)

gate N : SN
0

αn(V,m)

⇀↽
βn(V,m)

SN
1

, (2)

where catalytic relation is included in state depen-
dence of transition rate of gate state. The rate equa-
tions of these reactions are given by

dm

dt
= αm(V, n)(1 − m) − βm(V, n)m (3)

dn

dt
= αn(V,m)(1 − n) − βn(V,m)n . (4)

Now we restrict the catalytic reaction to first order, so
that the transition rates become

αm(V, n) ≃ α0

m(V ) + α1

m(V )(n − n0), (5)
αn(V,m) ≃ α0

n(V ) + α1

n(V )(m − m0), (6)
βm(V, n) ≃ β0

m(V ), βn(V,m) ≃ β0

n(V ), (7)

where m0, n0 are constants which imply gate states
where catalytic function works well. Thus the rate
equations are linearized as

dm

dt
= α0

m(V )(1 − m) − β0

m(V )m + α1

m(V )(n − n0) ,(8)

dn

dt
= α0

n(V )(1 − n) − β0

n(V )n + α1

n(V )(m − m0) .(9)

The ionic current caused by the sodium channel is as-
sumed to be affected gate M and N as

INa = −gNamh0(V − VNa). (10)

Eqs.(8)(9)(10) and the balance equation between
membrane potential and ionic current are taken as our
model of action potential. In our numerical simula-
tions, we assume that the transition rates takes fol-
lowing sigmoid forms,

α0

m(V ) = τ−1

m0
/(1 + exp(−(V − Vm0)/km0)) (11)

β0

m(V ) = τ−1

m0
/(1 + exp((V − Vm0)/km0)), (12)

α0

n(V ) = τ−1

n0
/(1 + exp(−(V − Vn0)/kn0)) (13)

β0

n(V ) = τ−1

n0
/(1 + exp((V − Vn0)/kn0)), (14)

α1

m(V ) = −τ−1

m1
/(1 + exp(−(V − Vm1)/km1)) (15)

α1

n(V ) = τ−1

n1
/(1 + exp(−(V − Vn1)/kn1)). (16)

The concept of our model is illustrated in Fig.(2), but
detailed explanation is given latter.

Figure 2: Illustration of the concept of the interacting
gates model. Voltage sensor affects to the actions of
gate M and gate N, while these gates interact each
other.
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3 Result

Now we investigate behavior of the model. In our
simulation, values of the parameters are assigned re-
ferring parameters used in the H-H equations, except
for the parameters used in Eqs. (11)∼(16). We used
parameter values as τm0 = 0.1ms, Vm0 = −35mV,
km0 = 6mV, τn0 = 60ms, Vn0 = 80mV, kn0 = 4mV,
τm1 = τn1 = 0.1ms, Vm1 = Vn1 = −30mV, km1 =
kn1 = 6mV. Phase plot that graph the rate of change
of the membrane potential dV/dt against the instan-
taneous membrane potential V is shown in Fig.(3).
Although the onset is seen to be slow compared to
experimental data, we can see the variance of onset
potential. (Note that it is necessary to consider an-
other mechanism in order to get a rapid onset [5].)
This variance of onset potential is considered to be

Figure 3: Phase plot calculated with the interacting
gates model. Although the onset is seen to be slow
compared to experimental data, the variant onset po-
tential is seen.

made by internal dynamics of the state of the sodium
channel. In Fig.(4), we show the orbit of the channel
state (m,n). As we see, the channel is closed (m = 0)
and the value of n gradually decreases before action
potential initiation, and excitation follows (m > 0) af-
terward. Here we note that excitation happens not
at a constant value of n but at various values of n.
And we can show with Eq.(8) that the onset value of
potential depends on the value of n. Thus it can be
said that the channel with interacting gates as shown
in Fig.(4) can produce the onset potential variation.

Lastly we say about relation between dynamical
feature supposed in the interacting gates model and
structure of ionic channel. In the H-H formalism, the
action of voltage sensor is transmitted to each selective

Figure 4: Orbit of the channel state (m,n). Excitation
of gate M is not happened at constant value of gate
variable n, but excitations can be initiated at various
values of n.

filter (gate), and each selective filter independently
open or close. In interacting gates model, voltage sen-
sor affects to not only selective filter but also hidden
gate component, and this hidden gate component mu-
tually interacts with the selective filter (Fig.(2)). This
might be related to paddle hypothesis recently pro-
posed by MacKinnon et al. [3]. In the conventional
idea, the action of voltage sensor affects only to lo-
cal structure around sensor, while paddle hypothesis
consider that voltage sensor can change global form
of the channel. The change of global structure can
be interpreted as the case that the local subunits are
strongly correlated. In our study, we have seen that
fluctuation of action potential includes features which
does not emerge in the case that channel is a simple
compound of local units. This would also imply that
analysis of fluctuation is useful to generally consider
structure and function of channel.

4 Summary

In order to understand the features of the action
potential initiation, we proposed a new model which
describes dynamics of sodium channel, where we as-
sumed the channel is composed of several gates that
are not independent. One of the features of action
potential initiation, fluctuating onset potential, were
shown to be able to be reproduced by this new model.
This implies that the ionic channels are not simple
compound of local units but global and complex object
whose subunits are strongly correlated. This would
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mean that analysis of fluctuation is useful to generally
consider structure and function of channels.
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Abstract
In the past, notable advances in the understand-

ing of neural processing have been made when sensory
systems were investigated from the viewpoint of adap-
tation to the statistical structure of its input space.
Here, we point out that emphasis on the input struc-
ture has happened at cost of the biological plausibility
of the corresponding neuron models which process the
natural stimuli. Hence, we propose a spiking neuron
model to process natural stimuli for which we derive
here a learning rule to estimate its parameters.

1 Introduction

Science is about exploring structure and function
of incompletely understood systems or phenomena.
What concerns the system “brain” or the phenomena
of “learning” or, say, “vision”, great advances have
been made since the debates in the early 20th century
whether individual neurons are the basic elements of
the nervous system or not (keyword neuron doctrine).
Since then, much emphasis has been on structure, i.e.
on individual neurons or on how distinct classes of
neurons are connected with each other. However, the
functional aspect of these networks of neurons cannot
be fully understood by its structure alone: How are
the interconnected neurons marshaled to give rise to
behavior? Why are the neurons as they are? Why are
they connected they way they are?

2 Background

These kind of questions were mostly addressed from
the second half of the 20th century onwards. The
brain was considered as a information processing sys-
tem, and principles of signal processing and informa-
tion theory were used to understand the function of

some parts of the brain (redundancy reduction hy-
pothesis) [2]. As information theory requires knowl-
edge about the statistical structure of the information
source, this approach triggered research into proper-
ties of the sensory environment, especially with respect
to vision [4, 6, 14, 16], and its link to neural processing
[1, 3, 5, 15, 17]. What regards vision, in addition to the
principles of information theory, other principles were
used to explain its function in the form of “The early
visual system might be optimized for . . . ”, including
energy expenditure [18], minimal wiring among neu-
rons [8], or minimal number of active neurons [12].
The early visual system comprises the retina, thalamus
and the primary visual cortex. But higher visual ar-
eas have also been investigated in this manner, making
interesting predictions on yet undiscovered cell types
[9, 10].

3 Research question

What regards the early visual system in the retina,
multiple “principles of operation” for its function have
thus been formulated. Which is the right one? We
think that this question is ill posed since it is unlikely
that the forces of evolution can be reduced to a single
optimization scheme. But it is worth remembering
that the above theories for the retina use the following
assumptions which we might summarize as linear rate-
coding assumption.

• Information is conveyed using a firing rate code.

• Retinal processing is described by a linear filter.

• The statistics of the natural scenes is described
by the power spectrum.

Although these assumptions are of course well justi-
fied as a first approximation to reality, we feel it is
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time to re-consider some of them. Motivation comes
from the finding that the linear rate-coding assump-
tion becomes a limiting factor for the deeper under-
standing of the retina – as explained above, actually
different optimization schemes give the same results
under that assumption – and for the link to experi-
mental results. First, single spikes were found to be
information carrier in the early visual system of for
example the fly [13], second, significant redundancy
was found between retinal ganglion cells (also for cells
with non-overlapping receptive fields) [11]. Hence, in
the following, we re-address the neural processing of
the retina. Specifically, we make the modification that
neurons are modeled as integrate and fire elements, so
that the research question becomes
Which properties of the neural system “retina” can be
explained with the function-hypothesis that neurons in
the retina encode the input with spikes such that it can
be linearly reconstructed from the spike times with a
minimal reconstruction error.

4 Processing natural stimuli with
spikes

Here, we present a learning rule for the minimiza-
tion of the reconstruction error. The learned filters
and their relation to the early visual system will be
discussed elsewhere. Further, we limit ourselves to a
single neuron. In Section 4.1, we present the model, in
Section 4.2 we derive a learning rule for the minimiza-
tion of the reconstruction error, and in Section 4.3, we
discuss the obtained learning rule.

4.1 Model

A neuron is modeled with the SMR0-model [7]

u(t) = η(t) +
∫

t

0

κ(t − s)I(s)ds, (1)

where

η(t) =
∑

f :tf <t

η0 exp
(
−

t − tf

τr

)
(2)

I(s) =
∫ s

0

w(s − v)Y (v)dv. (3)

The spike times {tf ; f = 1, 2, . . .} are defined by the
instant of time where u reaches the threshold θ. Each
spike triggers the reset of u from θ to θ − η0, and the
neuron enters a time of reduces excitability modeled

with an exponential kernel with refractory time con-
stant τr. The neuron is driven by external input I,
which is obtained through linear filtering of the natu-
ral stimulus Y with the encoding filter w. The kernel
κ models the soma impulse response function with an
exponential kernel with time constant τm.

From the obtained spike times {tf}, we linearly re-
construct the stimulus Y via

Ŷ (t) =
∑

f :tf <t+Td

Φ(t − tf ), (4)

with the decoding filter Φ and estimation time delay
Td.

Both the encoding filter w and the decoding filter
Φ are unknown, and have to be found in order to min-
imize the average reconstruction error J

J =

〈
1
2

∫
Tt

0

e(t)2dt

〉
(5)

where e(t) = Ŷ (t) − Y (t), (6)

and <> denotes the sample average over the database
of natural stimuli ΩY .

4.2 Learning rule to minimize the recon-
struction error

Above, we have silently assumed that we know
the spike timings {tf} exactly. However, both in ex-
periments as well as in computer simulations, spikes
can only be tracked to a maximal temporal preci-
sion ∆. This implies that the integration in Eq. (1)
has to be replaced by a summation, and all vari-
ables take values in bins of size h ≥ ∆. This means
that only finitely many parameters w[1], . . . , w[N ] and
Φ[−Nd], . . . ,Φ[Nt − 1] with N = Nd + Nt = (Td +
Tt)/h have to be learned.

For a steepest descent learning algorithm, direct
calculation shows that the gradient for the encoding
filter is given by

∂J

∂w[n]h
=

〈
Nt∑
k=1

he[k]Ψn[k]

〉
(7)

Ψn[k] =
∑

kf∈T (n,k+Nd)

Φ[k − kf ]cf

n
(8)

cf

n =
1

α(u[kf ] − u[kf − 1])

(
Ȳ [kf − n] + (9)

∑
pm

∈T (n,kf )

cm

n η0 exp
[
−

(kf − 1 − pm)h
τr

])
,
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where n = 1, . . . , N . The term T (x, y) denotes the
set of spike times kf satisfying x ≤ kf < y, and the
constant α is a real number slightly less than 1. Ȳ is
the natural stimulus Y input after filtering with the
soma response kernel κ.

Similarly, for n = −Nd, . . . , Nt− 1 the gradient for
the decoding filter is given by

∂J

∂Φ[n]h
=

〈 ∑
kf∈Tn

e[kf + n]

〉
(10)

for Tn = T (max(1, 1 + n) − n, Nt − n). (11)

4.3 Interpretation

We discuss the obtained formulae for the gradients
for the decoding and encoding filters.

4.3.1 Decoding filter

From Eq. (4), we see that the reconstruction kernel
Φ[n] bears a a different interpretation for n > 0 and
n < 0. That is why we obtain slightly different formu-
lae for the gradient of the decoding filter Φ.

For n = k − kf < 0, the spike kf happens after the
time step k for which we try to reconstruct Y . Thus,
by Φ[n] we try to estimate the stimulus which precedes
the spike at kf by n units. Here, Tn becomes

Tn = T (1 + |n|, Nt + |n|), (12)

so that for, say, n = −Nd, we consider spikes hap-
pening from Nd + 1 till the end N = Nd + Nt, and
the gradient is given by the sum of errors which were
made Nd time steps before the spike event.

For n = k − kf > 0, however, the spike kf happens
before the stimulus Y [k] which we try to approximate
with Φ[n]. Thus Φ[n] is used to predict from the spike
time kf the stimulus which happens n time units af-
terwards. Here, Tn becomes

Tn = T (1, Nt− n), (13)

so that for, say, n = 1, we consider spikes happening
from time step 1 till Nt− 1, and the gradient is given
by sum of errors made one time step after the spike
event.

4.3.2 Encoding filter

The gradient of the encoding filter w is given by the in-
ner product between the reconstruction error e and the
function Ψn. From the formulae, we see that this func-
tion is a superposition of shifted, weighted decoding

filters. The weighting coefficient cf
n

is determined by
the input Ȳ [kf−n] and the prior coefficients c1

n . . . cf−1
n

as well as the slope with which the membrane voltage
u crosses the threshold θ. The influence of the prior
coefficients decays exponentially with the distance be-
tween the the spike times. Since η0 is a constant less
than zero, the influence of the prior coefficients is sub-
tractive for spike times which are close together.

5 Summary

In the ongoing search for understanding of the early
visual system great advances have been made through
investigations in the statistical properties of natural
stimuli. We pointed out that the corresponding neu-
ron models, which process the natural stimuli, tend to
be however too simple and might be a limiting factor
for further advances. Here, we made the step to biolog-
ically more plausible models and considered processing
of natural stimuli by means of spiking neurons. Re-
quiring linear reconstructability of the input from the
spike train, we derived a learning rule for both encod-
ing and decoding filter, showing thus how parameters
of a spiking neuron model can be learned from natural
stimuli.
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Abstract
The prefrontal cortex is involved in a lot of complex

cognitive behaviours, such as problem solving, plan-
ning, reasoning, and decision making. However, the
biological mechanisms of these computations are not
clear. To understand the mechanisms, we theoretically
consider the experimental result of path-planning task
by Mushiake et al., using a mathematical model which
we name the potential network model. The result of
simulations shows that our model is able to take a cor-
rect path in most trials regardless of goal positions and
block patterns. Our model also reproduces the char-
acteristics of neurons’ activities both in the prefrontal
cortex and the primary motor cortex. This study in-
dicates that although the potential network model is
abstract, it can be useful for modelling higher brain
functions.

1 Introduction

Planning is one of the most complex cognitive func-
tions of human brain. It includes a lot of aspects, such
as selection of future actions, anticipation of future
events that will occur as a result of those actions, tem-
poral maintenance of sequence of those events, evalu-
ation of the sequence, generation of new strategy if
needed, and memorisation of finally decided plan so
that the planner will take actions according to the
plan. Planning is also related to some major prob-
lems about brain, such as working memory,1 cognitive
control,2 mental imagery,3 and reward systems.4

A lot of studies from neuropsychology and brain
imaging show that planning is related to the prefrontal
cortex (PFC).5,6 The PFC has thought to be involved
in the executive control of behaviour, and planning is
an important aspect of the executive control. Here the
question arises: what role does the PFC take during
planning of multistep behaviours?

To answer this question, we made a mathematical
model of a path-planning task. The path-planning
task was a task that required multiple stepwise move-
ments of a cursor within a maze to reach a goal.7–9 Fig.
1 shows the maze used in the task. Players of this task
started from the centre of the maze and tried to reach
the goal avoiding obstacles. If the player of the task
was monkey, it moved its arm to move around in the
maze. If the player was human, the player pushed but-
tons. The rule which assigned muscular-movements to
cursor-movements was replaced for every several trials.
By recording of neuron spikes in monkeys’ brains, it
was shown that many PFC neurons selectively fired
when specific cursor-movement was on specific step
during both the preparatory period and movement ex-
ecution.7

Goal 1 Goal 2 Goal 3 Goal 4

Block 1 Block 2 Block 3

Fig. 1. Path-planning task

On the other hand, Bachmann et al.10 proposed
a mathematically abstract model of neural network.
They considered a firing pattern of Hopfield network
as a point in high dimensional state space, and at-
tractors as points in the space. This model had no
spurious attractors. Furthermore, basins of attractors
were well-defined. In this paper, we connected simpli-
fied neural assemblies similar to Bachmann’s model,
considered interactions among them, and named it the
potential network model.
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2 Potential network model

The potential network model is a network model
where each node changes its state continuously accord-
ing to its potential. The potential is influenced by con-
nected nodes. Suppose a network consists of N nodes.
Each node has a state xi(t) ∈ Rm(i = 1, · · · , N) and
a potential Ui(i = 1, · · · , N). The state of each node
is changing on the potential.

dxi(t)
dt

= −α∇Ui(t) (i = 1, · · · , N).

Each node has several fixed points s1
i , · · · , sLi

i ∈
Rm(i = 1, · · · , N). These points are called attrac-
tors because they could be local minimum potentials.
Fig. 2 shows an example. When node A’s state is near
enough to one of its attractors, then the node affects
next node B’s potential so that one of attractors in
node B gets stable. For simplicity, each node’s poten-
tial is formed by linear summation of all attractors of
connected nodes.

Uj(t) =
∑

i∈Pj

Li∑

k=1

f(xi, s
k
i )Uk

ij (j = 1, · · · , N).

Here Uk
ij is the potential from k-th attractor of i-th

node to j-th node and Pj is a set of nodes connected
to j-th node.

f is a closeness function. It is a function of distance
between the state of the node and each attractor. In
this paper, we use Gaussian function as the closeness
function.

f(xi, s
k
i ) = β exp

(
−‖xi − sk

i ‖2
σ2

)
.

3 Simulations of path-planning task

3.1 Setup of simulations

We constructed a potential network model for the
path-planning task (Fig. 3). We assumed that cursor-
movements for three steps were represented separately
in the PFC. 1st, 2nd, and 3rd nodes were correspond-
ing to the three steps and each of them had four attrac-
tors corresponding to four directions (up, down, left,
and right). Goal and block information were repre-
sented in goal node and block node respectively. These
two nodes biased the three nodes to select appropriate
path. Step node made strong potential in the cursor
node to inhibit action execution during preparatory

Node A

Node B

A

B

Fig. 2. Schematic diagram of the potential network
model

period. When cue signals were displayed, this node
also reactivated corresponding node to trigger action
execution.

The forms of potentials were mixture of Gaussian
functions. They biased an attractor or several attrac-
tors. There was a potential with its centre at the ori-
gin of the state space, which prevented the state from
approaching any attractors.

In the original experiment, assignment rule between
cursor-movements and arm-movements was changed
for every several trials. Rule, arm, and motion nodes
were expected to perform the translation from cursor-
movements to arm-movements. In this paper, how-
ever, we did not add these three nodes.

Step

Goal Block

Rule

1st 2nd 3rd

Cursor

Arm

Motion

High

Low

Fig. 3. Potential network model for path-planning and
examples of potential patterns

3.2 Result of simulations

Fig. 4 shows an example of state transition of 1st,
2nd, 3rd, and cursor nodes in block 3 condition. Tem-
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poral sequence of events during the task was the same
to the original experiment. Two shadowed regions cor-
respond to goal displaying period and block displaying
period. Three black bars indicate movement execu-
tions for each step. During preparatory period, states
of 1st, 2nd, and 3rd nodes were biased by goal node
and block node to approach attractors corresponding
to proper cursor movements. In contrast, state of cur-
sor node was under strong inhibitive potential made
by step node so that it stayed far from any attractors.
After preparatory period, states of the three nodes
fluctuated in the state space because of noise. So they
left from attractors. When step node reactivated the
three nodes, their states approached attractors again,
which changed the state of cursor node.
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Fig. 4. An example of time series of state transition

Fig. 5 shows the probability of cursor-movement
selection of each step. In most cases this model chose
a correct path. Some errors were seen in the 3rd step in
all conditions. The state of nodes seemed to fluctuate
getting away from the basins of attractors. Another
errors were seen in the 1st step of block 3 condition,
which was failure to overwrite reflective response.
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Fig. 5. Cursor-movement selection rate

4 Discussion

Medium of modelling of cognitive functions In
general, there are two streams of modelling of human’s
complex cognitive behaviours: production system11,12

and connectionist model.13 In addition, there are some
hybrid studies.14,15 The production system is good at
highly complex problems. However, its biological basis
is not clear. On the other hand, connectionist model
has biological background and it has flexible perfor-
mance. However, this approach has a risk to be redun-
dant and to have complexity irrelevant to the essence
of computation.

The potential network model we proposed here was
intrinsically based on connectionist model. At the
same time, it was easy to implement if-then rules in
this model because each attractor’s basin and effect
were well-defined. Therefore, this model had advan-
tages of both sides.

Role of prefrontal cortex There are many hy-
potheses about the role of the PFC.16–19 Among them,
the cognitive control hypothesis is broadly accepted.
This study was consistent with the hypothesis. In the
framework of cognitive control hypothesis, the PFC
sends bias signal to posterior cortex to overwrite re-
flective, innate, or prepotent responses.2 In our model,
goal and block node made potentials to the three nodes
corresponding to each step, biasing appropriate action.
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Other issues involved in planning Our model for
the path-planning task concerned only limited aspects
of planning. For example, the players of the path-
planning task were well-trained, so they could accu-
rately find correct path immediately. In fact, neu-
ron spike data from monkeys’ brains suggested that
1st, 2nd, and 3rd cursor-movement-selective neurons
in the PFC started to fire simultaneously during the
preparatory period.7 Accordingly, stepwise rehearsal
of event sequence during the preparatory period was
not performed in our model. In Addition, our model
did not include evaluation system and learning mech-
anism, which is our future works.

5 Summary

To understand the mechanism of planning in the
prefrontal cortex, We theoretically considered the ex-
perimental result of path-planning task by Mushiake
et al., using the potential network model. The result of
simulations showed that our model was able to take a
correct path in most trials regardless of goal positions
and block patterns. Our model also reproduced the
characteristics of neurons’ activities both in the PFC
and the primary motor cortex. This study indicated
that although our model was abstract and concerned
only limited aspects of planning, it could be useful for
modelling higher brain functions.
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Abstract 
A chaotic neural networks (CNNs) constructed with 

chaotic neurons have rich dynamics. The CNNs can 
generate chaotic associative memory dynamics and has 
been denoted to be a promising technique in 
information processing, such as pattern recognition or 
memory search. But the outputs of the CNNs wander 
around all stored patterns and can not be stabilized in 
one of its stored patterns or a periodic orbit. It is 
difficult to judge when to terminate the chaotic 
dynamics, which is imperative in information 
processing. In this paper, we discuss pattern recognition 
in a CNNs. We propose a chaos control method firstly 
for the CNNs. Then we employ the controlled CNNs to 
carry out pattern recognition tasks. The simulation 
results show that the outputs of the controlled CNNs are 
period, not a fixed point. The outputs are dependent on 
initial pattern. The controlled network has the ability of 
identifying two initial patterns with small difference. 
This is an advantage of CNNs comparing with Hopfield 
model. 

 
Keywords: Chaotic neural networks; Controlled 
dynamics; Pattern recognition; Controlling chaos 
 
 
1  Introduction 

 
Pattern recognition is one of important fields of 

artificial intelligence. One focuses on how a system can 
observe the environment, distinguish patterns of interest 
from their background and make decisions about their 
classification or categorization in pattern recognition 
study. Many methods and techniques have been 
proposed for pattern recognition, for example, the 
template matching, syntactic or structural matching, 
statistical classification, and artificial neural networks 
(ANNs) approaches[1]. ANNs have the ability of 
learning complex nonlinear input-output relationships 
and therefore drawn more and more attentions in recent 
years. However, there is an essential difference between 
ANNs approaches and the brain in pattern recognition. 
Once an output pattern is identified, ANNs remains in 
the state until the arrival of next external input, but the 
brain does not “stick” to the state and can recall other 
associative memory patterns without additional external 
stimulus when a pattern is retrieved from a memory 
location. A conventional artificial neuron model is a 
simply threshold element transforming a weighted 
summation of inputs into the output through a nonlinear 

output function with threshold. This model is 
oversimplified so that the actual characteristics of the 
biological neurons that have the ability to “jump” from 
one memory state to another in the absence of a stimulus 
cannot be represented in such neuron model. Biological 
neurons have chaotic behaviors which was observed in a 
single neuron by electrophysiological experiments[2], 
but chaotic behaviors are lack in the conventional 
artificial neurons. Therefore various neuron models and 
neural networks with chaotic dynamics have been 
proposed and investigated[3-6]. In this paper, we focus 
on a chaotic neural networks (CNNs)[3] composed of 
chaotic neurons which were proposed based on 
electrophysiological experiments in the squid giant 
axons. The chaotic neuron model and CNNs have been 
shown to have rich dynamics. Adachi et al.[7] have 
proved that the CNNs can generate chaotic associative 
memory dynamics in several parameter regions. Due to 
the chaotic associative memory dynamics, the CNNs is 
expected to be use in information processing, such as 
pattern recognition or memory search, etc. However, the 
outputs of the CNNs wander around all stored patterns 
and can not be stabilized in one of its stored patterns or a 
periodic orbit. It is difficult to judge when to terminate 
the chaotic dynamics, which is imperative in pattern 
recognition. The chaos control techniques for the CNNs 
were therefore proposed by Nakamura et al.[8], Kushibe 
et al. [9], He et al.[10] etc. In Ref. 8 and 9, the chaos in 
the CNNs was controlled by making the CNNs to a 
Hopfield model[11]. The output of the controlled 
networks is a fixed point. The pattern recognition or 
memory search therefore achieved. However, the control 
target is refereed by comparing the initial pattern with 
stored patterns in their works. In other words, the initial 
pattern mapped on a stored pattern had been assigned a 
priori, which limits the real application in pattern 
recognition. Besides, a fixed output of the controlled 
CNNs makes the CNNs lost advantages of chaotic 
dynamics. In Ref. 10, the control target also should been 
assigned. Tan and Ali[12] proposed a synchronization 
method to achieve pattern recognition in a neural 
network with chaos. However, the desired orbit also 
should been assigned a priori too.  

In order to promote the CNNs to be used in 
information processing, such as pattern recognition, 
memory search, a chaos control method without 
assigning a control target, i.e. a self-adaptive chaos 
control method, is necessary. In this paper, we will 
propose a chaos control method which need not assign 
control target or desired orbit for the CNNs. Then we 
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will perform pattern recognition task by using the 
controlled CNNs.  

The article is organized as follows. In section 2, the 
models of the CNNs are described briefly. A chaos 
control method for CNNs is proposed. In section 3, we 
apply the controlled CNNs to carry out the pattern 
recognition task. The discussion and conclusion are 
given in the final section. 
 
 
2 Chaotic Neural Networks and Chaos 

Control Method  
 
2.1  Chaotic Neural Networks model 

 
A chaotic neural networks (CNNs) used for pattern 

recognition is constructed with chaotic neurons by 
considering the spatio-temporal summation of both 
external inputs and feedback inputs from other chaotic 
neurons[3]. The structure of the CNNs is shown in 
figure 1. When the external input term is temporally 
constant, it can be included in the threshold term. The 
dynamics of the ith chaotic neuron in the CNNs at time 
t can be described simply as follows: 

 
( )1()1()1( +++=+ ttftx iii )ζη , (1) 

)()()1(
1

txwtkt j

N

j
ijifi ∑

=

+=+ ηη , (2) 

iiiri atxtkt +−=+ )()()1( αζζ , (3) 

)exp(1
1)(

εx
xf

−+
= .  (4) 

where the xi(t) is the output of the ith chaotic neuron at 
time step t, the ηi(t) and ζi(t) are the internal state 
variables of feedback input from the constituent neurons 
in the network and refractoriness of the chaotic neuron 
at time t, respectively. N is the number of neurons in the 
network. kf and kr are the decay parameters of the 
feedback inputs and the refractoriness, respectively. The 
parameter ai is the threshold of the ith neuron. The 
parameter α is the refractory scaling parameter of a 
neuron, and the output function of neuron f(·) is 
sigmoidal function with the steepness parameter ε 
described by equation (4). wij are synaptic weights to the 
ith constituent neuron from the jth constituent neuron. A 
neuron does not receive the synaptic connection from 
itself, i.e. wii =0. The weights are defined according to 
the following symmetric auto-associative matrix of n 
binary patterns: 

∑
=

−−=
n

p

p
j

p
iij xx

n
w

1
)12)(12(1 , (5) 

where  is the ith component of the pth binary 
pattern with a discrete value of 0 or 1. In this way, the 
binary patterns can be stored as basal memory patterns 

in the network. n is the total number of stored memory 
patterns.  

p
ix

In the paper, four patterns shown in Fig. 2 are 
employed as stored memory patterns, or namely 
learning patterns. Each pattern is composed of 10 by 10 
binary pixels. Correspondently the network is 
constructed with 100 neurons, that is N = 100. A neuron 
will be represented by a block “ ” when its output, xi, 
is equal to 1, which means the neuron is “excited”, 
while a neuron is denoted by a dot “·” when its output is 
equal to 0, which means the neuron is “resting”. 
 

 
 

Figure 1 The structure of the CNNs 
 
 

 

Figure 2 Four stored patterns 

 

The dynamics of the chaotic neural networks is 
dependent on the network parameters. In our numerical 
simulations the network parameters are kept as follows: 
kr=0.95, kf =0.20, α = 10.0, ai=2.0 (i=1, 2, …, 100), and 
ε = 0.015. It has been shown that the CNNs with above 
parameters is chaotic[7, 10]. The outputs of the CNNs 
are wandering around all stored and their reversal 
patterns, namely associative memory dynamics [7]. 
 
2.2  Chaos control method 

 
The chaos control technique was proposed firstly by 

Ott et al. in 1990(OGY method)[13]. Since the pioneer 
work of OGY, the chaos control methods have been 
greatly developed. Although most of these controlling 
methods have been mainly applied to chaotic system 
with small degree of freedoms, several methods have 
been adopted for a system with large degree of freedoms, 
such as CNNs [8-10]. Nakamura et al.[8], Kushibe et 
al.[9], He et al.[10], had proposed chaos control 
methods for the CNNs, but in their methods, the control 
target should been assigned. Their control methods can 
not been applied to real information processing. In order 
to make the CNNs to be used in pattern recognition with 
chaotic dynamics, we purpose a new scheme of 
controlling chaos for the CNNs by considering 
following aims: (I) the output of the controlled CNNs 
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can be stabilized to a periodic orbit or a fixed point; (II) 
the stable output of the controlled CNNs should be 
related with the stored patterns and initial state of the 
network. (III) the control target should not been assigned, 
i.e. the control method is a self-adaptive method. In our 
previous work[14], we have known that the chaotic 
dynamics in the CNNs is dependent on the refractory 
scaling parameter of the neurons. When the refractory 
scaling parameter is small, the dynamics of the CNNs is 
a fixed points or periodic. As the refractory scaling 
parameter increase, the output of the CNNs becomes 
chaotic. We therefore assume the chaos in CNNs can be 
controlled if the refractory scaling parameter of the 
neurons is changed by a control signal. This is the idea 
of our control method to be proposed here. Considering 
self-adaptive method, we take the delay feedback signal 
as the control signal. The controlled CNNs is described 
in following equations:  

( ,)1()1()1( )+++=+ ttftx iii ζη  (6) 

),()()1(
1

txwtkt j

N

j
ijifi ∑

=

+=+ ηη  (7) 

,)()()1( )(
ii

tuk
iri atxtkt c +−=+ αβζζ  (8) 

.)()()( ∑ −−=
N

i
ii txtxtu τ  (9) 

where u(t) is a control signal determined by the 
difference of the output of the chaotic neuron at different 
time, β is a control parameter, a positive value smaller 
than 1.0, kc is a control strength. When the output of the 
chaotic neuron is chaos, the control signal u(t) is not 
zero and . Thus the dynamics of the chaotic 
neuron will be changed. 

ααβ <)(tukc

 
 
3  Pattern Recognition 

 
Now we investigate the pattern recognition in CNNs. 

After the CNNs learning the stored pattern shown in 
figure 2, the output sequence of the CNNs wanders 
around all stored pattern and their reversal patterns, as 
mentioned in introduction, namely associative memory 
dynamics[7]. We perform chaos control in CNNs 
according to proposed control method by equations (6) ~ 
(9). The parameters of the control method are taken as β 
= 0.945, τ = 3 and kc = 0.6. As pattern recognition tasks, 
we take stored patterns shown in figure 2 and noisy 
stored patterns, patterns with small noises to stored 
patterns, as the initial patterns, and investigate output 
sequences of the controlled CNNs. A initial pattern is 
injected in the CNNs by taking xi(0) as the initial pattern 
in the internal state ηi and ζi. The initial internal states 
are set as 0. We find the dynamics of the network is 
changed when the CNNs is controlled by equations(6) ~ 
(9). The output sequences of the controlled chaotic 
neural networks are periodic. The period and the output 
sequence are dependent on the initial states. Due to the 

limited space, we only show the periodic output 
sequence slice of the controlled CNNs in figure 3. The 
left parts of the figure are the initial patterns, the right 
parts are the output sequence of one period of the 
controlled network.  

From the figure, one can find no matter a initial 
pattern is a stored pattern (top four initial patterns) or its 
noisy pattern (bottom four initial patterns), the most part 
of patterns appearing in the output periodic sequence of 
the controlled CNNs are the stored pattern and its 
reversal pattern while other stored patterns and their 
reversal patterns are not appeared in the output 
sequence. That is, the controlled CNNs can identify the 
initial pattern from the stored patterns. The pattern 
recognition tasks are therefore achieved. 

 
 

 
 
Figure 3 Initial patterns and their response output 
sequence slice of the controlled CNNs. The left parts of 
the figure are the initial patterns, the right parts are the 
output sequence of one period of the controlled network. 
The control parameters are taken as β = 0.945, τ = 3 and kc 
= 0.6. 

 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 563



4  Discussion and Conclusion 
 
To promote the CNNs to be a technique of 

information processing, such as pattern recognition, 
memory search, a self-adaptive chaos control method 
for the CNNs was proposed based on the fact that the 
dynamics of the chaotic neural networks is dependent on 
the refractory scaling parameter. The controlled CNNs 
was employed to carry out pattern recognition tasks. The 
simulation results have shown that the chaotic dynamics 
disappear when the refractory scaling parameter is 
changed by a control signal which is determined by the 
difference of two outputs with time delay. The dynamics 
of the controlled CNNs is periodic. The output 
sequences of the controlled CNNs are dependent on the 
initial pattern. The pattern recognition tasks are 
therefore achieved.  

We control the CNNs to be a periodic state, not a 
fixed point as in Ref. 8 and 9, which make the output 
sequences of the controlled CNNs sensitive to the initial 
state. From figure 3, we find the period and the output 
pattern sequences of the controlled CNNs are different 
when the initial pattern are a stored pattern (b) shown in 
Fig. 2 and its noisy stored pattern. The same situation 
exists when the initial patterns are a stored pattern (d) 
and its noisy stored pattern, which means the controlled 
CNNs is sensitive to the initial state. In fact, when 
control parameter β take as 0.95, the output sequences 
of the controlled CNNs with a stored pattern taken as an 
initial pattern are different from those with its noise 
pattern as the initial pattern even if the period is same. 
We do not show the results of β = 0.95 here because the 
period of the controlled CNNs is long and it is difficult 
to show the output sequences in a short space. The 
sensitiveness to the initial state in our controlled method 
means the controlled CNNs can distinguish initial 
patterns with small difference. This is the advantage of 
our controlled CNNs compared to previous control 
methods [8, 9], or the conventional auto-associative 
network, such as Hopfield network[11], where the 
output converge on a fixed point, no matter the initial 
pattern is a stored pattern or a noisy stored pattern.  

It should be notice that a rejection mechanism is 
lack in the controlled CNNs. It means that an initial 
pattern may be attracted to a stored pattern though it 
shows low similarity with the stored pattern. Proposing 
an improved control method or an improved CNNs 
model, with which the CNNs not only recognize an 
initial pattern if it has high similarity with a stored 
pattern but also reject recognizing as any stored pattern 
if it has low similarity with a stored pattern, will be our 
future direction. 
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Abstract

Recent physiological studies show a transient syn-
chrony which means an alteration behaviour between
synchronous and desynchronous states. These exper-
imental findings and related theoretical studies have
suggested that the importance of this kind of dynamics
as bases of cognitive functions. However, an origin of
this characteristic dynamics is still unclear. Here, we
report that the transient activity can be realized in the
network consisted of conductance-based model neu-
rons with a bistability of firing and non-firing states.
Neurons in this network are coupled with gap junc-
tions which is a direct electrical connection with neigh-
bor neurons. The bistability of the neuron play a key
role to produce the transient dynamics of synchronous
and desynchronous states.

Key words: Gap junction, bistability, neural cod-
ing, neural dynamics, chaotic itinerancy, synchroniza-
tion.

1 Introduction

Recent experiments have revealed the transient
dynamics between synchronous and desynchronous
states, e.g., spiking patterns observed in rat inferior
olive neurons show the alteration of rhythmic syn-
chronous states and desynchronous states [1] , local
field potential (LFP) data of an animal and electro en-
cephalography (EEG) data of human [3] also exhibit
the transient synchronous activity. Further, functions
of this kind of dynamics have been investigated. The
transient dynamics correlates with an attention and
a perceptual binding, facilitates a synaptic plasticity,
and coordinates a long-range interaction in the brain

[2, 3] . Theoretical study have suggested that neural
codes switch dynamically along with the state tran-
sition [4]. Little is known, however, about how the
transient activity emerges in the neural systems.

Moreover, experiments have revealed the massive
number of gap junctions in various region of the brain.
These gap junctions are specialized areas of the cell
membranes connecting neighbor cells; they induce syn-
chronous firing [5]. In addition to the synchronous ac-
tivity, theoretical studies suggest that gap junctions
induce chaotic activities including the chaotic itiner-
ancy [6, 7] . The chaotic itinerancy is one of possible
scenarios to realize the transient dynamics between
synchronous and desynchronous states in the network
with gap junctions.

The purpose of this paper is to present an alterna-
tive scenario to produces the transient dynamics in the
gap junction-coupled neural system, base on a charac-
terization of the bistability of neuron. The paper is
organized as following. First, in the next section, we
show the conductance-based model with the bistabil-
ity and a characteristics of their behaviours. After
that, we construct the network with this neuron by
connecting with gap junctions. In the third section,
we show the result of computer simulation.

2 Model

Here, we describe the model mentioned in above.
First, single neuron model is described in following
subsection. After that, we construct the network con-
sisted of this neuron and gap junctions.
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2.1 Conductance based model with bista-
bility

We used a simple two-variable conductance-based
model, which is more plausible than a one-variable
neuron model like the integrate-and-fire model, and
is extracting the essential neural dynamics. [6, 8].

This model consists of two variables which are a
membrane potential V and a potassium channel acti-
vation n [8].

C
dV

dt
= I(t) − gL(V − EL)

−gNa(V − ENa)
−gK(V − EK), (1)

τn
dn

dt
= n∞(V ) − n, (2)

m∞(V ) =
1

1 + exp
[

V1−V
V2

] , (3)

n∞(V ) =
1

1 + exp
[

V3−V
V4

] . (4)

The neuron is driven by the external input I(t), the
leaky current, the sodium current, and the potassium
current. We chose following parameters to realize the
bistable structure. We set C = 31ms, τn = 31ms, the
membrane conductances gL = 1, gNa = 4, gK = 4,
and corresponding reversal potentials EL = −78 mV,
ENa = 60 mV, EK = −90 mV. We use steady-state
activation curves m∞(V ), and n∞(V ) with the slope
factor V2 = 7mV, V4 = 5mV and parameters V1 = −30
mV and V3 = −45 mV satisfy m∞(V1) = n∞(V3) =
0.5.

Figure 1 shows the phase portrait to describes the
geometric view of the model neuron. The model in-
cludes two attractors as shown in this figure. The first
is a stable fixed point corresponding to the rest state.
The other is a stable limit cycle with the action poten-
tial. The dashed curve in figure 1 indicates a unstable
limit cycle. If the orbit starts inside of this region, the
orbit converges to the stable fixed point. On the other
hand, If the orbit starts outside of this region, the orbit
makes the action potential and converges to the stable
limit cycle. Figure 2 shows a time course of the mem-
brane potential as a typical response of the neuron.
This neuron takes two states of firing and non-firing
even on same intensity inputs. These two states can
be switched by fluctuating inputs (Fig 2 (b)).
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Figure 1: Phase portrait of the model neuron. Dotted
curves indicate nullcline of V and n. The bold curve
is the stable limit cycle. The point in the crossing of
these nullclines is the stable fixed point. The dashed
curve is unstable limit cycle. Curves with arrow indi-
cate typical orbits of the model.

2.2 Network with gap junctions

The network with gap junctions and neurons spec-
ified in above is described as follows. We used two
dimensional lattice network with 25 neurons as in fig-
ure 3.

C
dVi

dt
= Ii(t) − gL(Vi − EL)

−gNa(Vi − ENa)
−gK(Vi − EK), (5)

τn
dni

dt
= n∞(Vi) − ni, (6)

(i = 1, · · · , 25),

m∞(V ) =
1

1 + exp
[

V1−V
V2

] , (7)

n∞(V ) =
1

1 + exp
[

V3−V
V4

] , (8)

The i in the subscript of V , n, and I(t) indicates
the index of neurons. We used 25 neurons in this net-
work, therefore, the i takes an integer of from 1 to 25.

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 566



 -80.0

 -70.0

 -60.0

 -50.0

 -40.0

 -30.0

 -20.0

 -10.0

 0.0

 10.0

 0  2000

  20.0

 -5.0

 m
e

m
b

ra
n

e
 p

o
te

n
ti

a
l [

m
V

]
in

p
u

t

Figure 2: The typical response of the conductance-
based model with bistable structure. The time course
of the membrane potential (a) and the fluctuating in-
put (b) are shown. The firing state as in the middle
part of (a) and the rest states as in the both end of
(a)are corresponding to the stable limit cycle and the
stable fixed point in figure 1 respectively. These two
states can be switched by the fluctuating input.

Ii(t) is a current induced by external inputs and gap
junctions, and is consisted of three terms:

Ii(t) = I0 + ξi(t)

+gE

neighbors∑
j

(Vj(t) − Vi(t)). (9)

The first term I0 specify a constant input. The sec-
ond term is a Gaussian noise ξi(t) that is individually
applied to each neuron with the strength D. The third
is the current induced by the gap junction with the
conductance gE . Each neuron coupled with nearest
neurons as in figure 3. We assumed the conductance
gE are uniform for all gap junction connections.

3 Simulation Results

Figure 4 shows the typical response of this model.
We can observe the transient activity between syn-
chronous and desynchronous states. In the syn-
chronous states, we can also see the rhythmic firing
with a period of about 180 ms. The period is cor-
responding to the period of the stable limit cycle of
the neuron. In the desynchronous states, the firing
frequency is low and that spike timing are almost ir-
regular.

Figure 3: The structure of the network. The network
is consisted of 25 neurons described in the body of this
paper. Each neuron is connected with nearest neurons.
The coupling strength of gap junction are uniform and
specified by gE .

The key mechanism of the alteration of these two
states originate in the bistability of the conductance-
based model as you see in the figure 1. The orbit
of each neuron coupled with gap junctions attracts
each other. Consequently, the orbits of these neurons
tend to stay in one side of two attractors. In the syn-
chronous states, the orbits stay on the stable limit cy-
cle. In the desynchronous states, almost of these orbits
trap each other near the stable fixed point. The fluctu-
ating noise allows to escapes from this region and make
the desynchronous spiking. If a certain amount of neu-
rons fire in short time period, the state can change to
the synchronous state.

4 Conclusion

In this paper, we have shown that the transient dy-
namics of synchronous and desynchronous states can
be realized in the network consisted of bistabe type
neurons and gap junction connections.

The model examined here may play an important
role for the information coding in the brain , and cog-
nitive roles mentioned in the introduction.
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Abstract

Silicon neuron is electrical circuit that is analogous
to biological neurons. Most spiking silicon neurons
comprise analog circuit technology. We propose a new
concept of spiking silicon neuron that is composed of
only digital circuit technology. The system equations
were designed by a mathematical-model-based design
method that we proposed for analog silicon neurons
in previous works. This allowed us to design a simple
digital spiking silicon neuron (DSSN) model that pro-
duces rich dynamical behaviors comparable to biolog-
ical neurons. We analyzed an elemental DSSN model
to validate if it possesses fundamental characteristics
of neurons, and its behaviors in gap junction (GJ)-
coupled networks were studied in order to demonstrate
its ability to exhibit rich dynamical behaviors.

1 Introduction

Silicon neuron study is an attempt to produce neu-
ron analog utilizing electrical circuit technology. One
of its objectives is to construct artificial silicon neural
networks that process information similarly to neural
systems in creatures. Although knowledge on the in-
formation processing principles in neural systems is
inadequate, silicon neuron and neural networks are
being studied actively. This is not only because of
some realistic potential applications such as associa-
tive memory and brain-machine interfacing, but also
because analysis by synthesis is one of the most ef-
fective tools for brain science. Many silicon neurons
have been constructed using analog electrical circuit
technology, because neural phenomena are produced
by real-valued dynamics. Conventionally, in the ana-
log silicon neuron design trade-off between the circuit
size and richness of neuronal properties has been a dis-
advantage. In the previous works [1][2], we proposed
a mathematical-model-based design policy that allows
us to implement a compact silicon neuron that pos-
sesses rich neuronal dynamics.

For silicon neurons, digital circuit technology has
not been applied as extensively as analog technol-

ogy. However, it has some appealing features such
as insensitivity to the fluctuations in the environ-
ment and continuous improvement in the fabrication
technology. Additionally, field programmable gate
arrays (FPGAs) allow users to construct their own
ICs. Currently, most digital silicon neurons and neu-
ral networks are dedicated processors for classical non-
spiking neuron models and network models or simula-
tors for spiking neuron models [3][4]. In this paper,
we propose a new concept for digital silicon neuron
design. By applying a mathematical-model-based de-
sign policy to digital circuits, we can design a digital
spiking silicon neuron (DSSN) that possesses prop-
erties supported by theoretical models for biological
neurons with compact circuitry. It is intended to be a
constituent element for digital spiking neural networks
that operate in real time, and has the potential to be
an alternative to analog silicon neurons.

In the next section, we introduce the concept and
design a model for an elemental DSSN model. In the
third section, we report complex behaviors observed
in a GJ-coupled network of the model to demonstrate
that it has potential to exhibit rich dynamical behav-
iors comparable to analog silicon neurons. Finally, we
will briefly refer to the implementation of our model.

2 Concept and Model of DSSN

The basic concept of DSSN is a dedicated system for
solving differential equations of spiking neuron mod-
els. The hardware is an ordinary arithmetic circuit
used for numerical integration. The keypoint lies in
the designation of system equations. To implement
a solver for a biological neuron model, massive hard-
ware resources are required because most of the models
are described using complex differential equations. We
can avoid this problem by designing the system equa-
tions by a mathematical-model-based design method.
Here, equations that have topological structures in
their phase portrait similar to some theoretical mod-
els are designed first, and then, their parameters are
tuned on the basis of bifurcation analysis.
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The most fundamental property of biological neu-
rons is the generation of action potentials. Neural
excitability is another property, which classifies neu-
rons according to the firing frequency at the onset of
repetitive firing induced by a sustained stimulus that
is increased gradually. Neurons with Class I excitabil-
ity begin to fire repetitively with arbitrarily zero fre-
quency, whereas those with Class II excitability begin
with a non-zero frequency. Theoretical studies have
elucidated the mathematical structure behind these
properties by utilizing the phase portrait and bifurca-
tion analyses [5][6]. These studies not only succeeded
in explaining the mechanism of various properties of
action potentials but also showed that saddle-node on
invariant circle and Hopf bifurcations of a stable equi-
librium corresponding to a resting state produce Class
I and II excitabilities, respectively.

Based on the above mentioned information, we de-
signed a model for elemental DSSN, whose equations
are:

dv

dt
=

φ

τ
(f(v) − n + I0 + Istim) and (1)

dn

dt
=

1

τ
(g(v) − n), (2)

where

f(v) ≡

{

an(v + bn)2 − cn when v < 0,

−ap(v − bp)
2 + cp when v ≥ 0,

(3)

g(v) ≡

{

kn(v − pn)2 + qn when v < r, and

kp(v − pp)
2 + qp when v ≥ r.

(4)

Parameters ax, bx, cx, kx, px, qx, and r determine
the form of the nullclines, and φ and τ are time con-
stant parameters (for x = n and p). These equations
were designed so that they could reproduce topologi-
cal structures in the phase plane of the Morris-Lecar
model [7]. It is one of the simplest models that show
both Class I and II excitabilities depending on pa-
rameter sets. In our equations, multiplication oper-
ations between variables are significantly reduced be-
cause they consume large hardware resources (cubic
curve is constructed by two quadratic curves). Note
that multiplication between a parameter and a vari-
able can be implemented by the shift operation if we
select the parameter from {2n|n ∈ Z}.

We selected the parameter values so that our model
reproduced the phase plane structure in the Morris-
Lecar model in the Class I and II modes (see Appendix
for values). In Fig. 1 (a), (b), and (c), the phase
planes for Class I and II modes of our DSSN model
are shown. These topological structures in the phase

PSfrag replacements
nv

n-nullcline
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Figure 1: Phase planes for our DSSN model. (a) Null-
clines for Class I, II, and I∗ modes. (b), (c), and
(d) Closeup around critical structures for Class I, II,
and I∗ modes, respectively. (S) is a stable equilib-
rium (resting state); (T), a saddle; and (U), an un-
stable equilibrium. Stimulus current (Istim) shifts the
v-nullcline up, resulting in repetitive oscillation. In
the Class I∗ mode, v- and n-nullclines are very close
to each other (narrow channel) around v = –0.4.

(a) (b)

(c) (d)
Figure 2: Bifurcations in our DSSN model. (a), (b),
and (c) Bifurcation of variable v. Limit cycles are
represented by the maximum and minimum values.
(d) Bifurcation of frequency for limit cycles.

plane were proved to exhibit fundamental properties
of action potentials by theoretical studies [5]. By se-
lecting the descending limb of the n-nullcline, we can
select the neural excitability classes. Fig. 2 (a), (b),
and (d) show the results of the bifurcation analysis.
They confirmed that our parameter sets produced the
expected classes of excitability. Additionally, in the
Class II mode, our DSSN model produced chaotic re-
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sponses against repetitive pulse stimuli similar to those
in biological neurons [8] and an analog silicon neuron
[1]. This indicates the potential of our DSSN model
to exhibit rich dynamical behavior.

3 GJ-coupled DSSN models

A gap junction (GJ) is a type of physical connection
between neuronal cells, which is electrically equivalent
to linear resistance. Various regions in the brain are
known to contain numerous GJs, whose functions have
attracted considerable interest from many researchers.
In 2004, Fujii and Tsuda [9] found that some of Class
I neuron models exhibited characteristic chaotic be-
haviors when interconnected via GJs. They classified
these neuron models as Class I∗ and indicated that
the following two conditions in phase plane structures
supported this class. The first condition is the exis-
tence of a phase plane structure called narrow channel,
which means that the nullclines for the membrane and
ionic conductance variables remain close to each other
in certain regions. The second one requires the unique
crosspoint of the above two nullclines to be an unsta-
ble spiral equilibrium. These conditions are satisfied
when a weak stimulus current is given to a neuron
model with nullclines having specific shapes. In Fig.
1 (a) and (d), we show the phase planes for our DSSN
model in the Class I∗ mode (see Appendix for the pa-
rameter set). A narrow channel is formed in the region
shown by the dashed square, when Istim = 0.015. Bi-
furcation analysis demonstrated that our DSSN model
belonged to Class I in this mode (Fig. 2 (c) and (d)).

We calculated the maximum lyapunov exponent for
the GJ-coupled network of DSSN models to demon-
strate that our model with this parameter setting
could operate as a Class I∗ neuron. This network is
composed of a one-dimensional array of 20 DSSN mod-
els interconnected with two nearest neighbors via GJs
(see Fig. 3). The current through GJ applied to the
i-th DSSN model (I i

gj) is given as follows:

I i
gj = (vi+1 + vi−1 − 2vi)/Rgj , (5)

where i is the index number for DSSN model (from
1 to 20); vi, v for the i-th DSSN model (v0 ≡ v1 and
v21 ≡ v20); and Rgj , the resistance of the GJ. These
currents are added to Istim for each neuron. In Fig.
4 (a), the maximum lyapunov exponents for the Class
I, II, and I∗ modes are shown. It is large in the Class
I∗ mode when Rgj is approximately between 2.5 and
20, whereas it is approximately zero, independent of
Rgj in the Class I and II modes. In the Class I∗ mode,

Figure 3: One dimensional GJ-coupled network.
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Figure 4: Behaviors of a GJ-coupled network of 20
DSSN models. (a) Maximum lyapunov exponents in
Class I, II, and I∗ modes. Large values are obtained
only in the Class I∗ mode. (b) and (c) Superimposed
waveforms for v in the Class I∗ mode when Rgj is 10
and 19.5, respectively. Intermittently chaotic behav-
ior is observed when Rgj in (c), when the maximum
lyapunov exponent is relatively small.

the network is synchronous when Rgj is sufficiently
small, becomes chaotic (Fig. 4 (b)) as Rgj increases,
and then returns to the synchronous state when Rgj is
sufficiently large. We observed intermittently chaotic
behaviors for the Rgj values during the transition from
the chaotic to synchronous states (Fig. 4 (c)). These
behaviors are consistent with that of an analog silicon
neuron model we designed in the previous work [10].

4 Concluding remark

In the previous sections, we proposed a DSSN
model and indicated that it has potential to reproduce
the fundamental characteristics of neurons. We also
showed that our model could exhibit complex behav-
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Figure 5: Behaviors of a GJ-coupled network of 20
DSSNs. (a) Rgj = 10. (b) Rgj = 19.5. Numerical in-
tegration was performed by Euler’s method and preci-
sion was 28 bit fixed-point. Chaotic and intermittently
chaotic behavior that are consistent with model simu-
lation (Fig. 4 (b) and (c)) were observed.

ior with monotonic stimulus in GJ-coupled networks.
We are planning to implement our DSSN model in

FPGA devices and are performing numerical simula-
tions. Reasonable results are obtained when we select
Euler’s method and fixed-point expressions for numer-
ical integration. For example, we observe complex be-
haviors in the Class II mode of the DSSN model when
it is stimulated repetitively (not shown), and chaotic
and intermittently chaotic behaviors in a GJ-coupled
network of 20 DSSNs (Fig. 5) that is consistent with
the accurate simulation of the model. These results
are obtained with a time step of 1.0−5 for Eular’s
method and 28 bit fixed-point expression. Numerical
precision is an important factor that affects the circuit
size and operation speed. However, it is quite a diffi-
cult problem to give objective criteria for determining
the required precision. This is because interconnected
neurons and even a single neuron are complex systems
and the assessment of their dynamical behavior is a
complicated subject.

For the implementation of a digital spiking silicon
neural network, a silicon synapse circuit is required.
We will design this circuit in the near future by using a
mathematical-model-based method referring to kinetic
models for biological synapses.
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Appendix
A Common parameters:

Par. Value Par. Value Par. Value

an 8.0 bn 0.25 cn 0.5

ap 8.0 bp 0.25 cp 0.5

kp 16.0 pp –0.2125 qp –0.6875

B Class I parameters:
Par. Value Par. Value Par. Value

kn 2.0 pn –0.3 qn –0.705

φ 1.0 τ 0.003 r –0.2

I0 –0.205

C Class II parameters:
Par. Value Par. Value Par. Value

kn 4.0 pn –0.55 qn –1.295

φ 0.6 τ 0.003 r –0.1

I0 –0.24

D Class I∗ parameters:
Par. Value Par. Value Par. Value

kn 4.0 pn –0.1 qn –0.755

φ 0.6 τ 0.002 r –0.25

I0 –0.25
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Abstract 
 
This paper presents the hexagon-based Q-leaning for 

object search with multiple robots. We organized an 
experimental environment with five small mobile robots, 
obstacles, and an object. Then we sent the robots to a 
hallway, where some obstacles were lying about, to 
search for a hidden object. In experiment, we used three 
control algorithms: a random search, an area-based action 
making (ABAM) process to determine the next action of 
the robots, and hexagon-based Q-learning to enhance the 
area-based action making process. 

 
Keywords : Hexagon-based Q-Learning, Multiple robots, 
Area-Based Action Making, Markovian  

 
1. Introduction 

 
Nowadays, robots are performing human’s work in 

dangerous field, such as rescue jobs at fire-destroyed 
building or at gas contaminated sites; information 
retrieval from deep seas or from space; and weather 
analysis at extremely cold areas like Antarctica. 
Sometimes, multiple robots are especially needed to 
penetrate into hard-to-access areas, such as underground 
insect nests, to collect more reliable and solid data.  

Multiple robot control has received much attention to 
offer a new way of controlling multiple agents more 
flexibly and robustly. Ogasawara used distributed 
autonomous robotic systems to control multiple robots 
that transport a large object[1]. In this paper, we propose 
an area-based action making (ABAM) process, which is 
the basis of hexagon-based Q-learning, to control 
multiple robots against collision and lead individual robot 
to search through its own trajectory. 

Reinforcement learning allows an agent to actively 
decide an action policy based on explorations of its 
environment. During exploration of an uncertain state 
space with reward, an agent can learn what to do by 
continuous tracking of its state history and appropriately 
propagating rewards through the state space[2]. In our 

research, we focused on Q-learning as a reinforcement 
learning technique. Because Q-learning is a simple way 
to solve Markovian action problems with incomplete 
information and on the basis of the action-value function 
Q that maps state-action pairs to expected returns [3]. In 
addition to this simplicity, Q-learning can adopt to the 
real world situation. For example, the state space can be 
matched with the physical space of the real world. An 
action also can be regarded as physical robot movement. 
In this paper, we propose the hexagon-based Q-learning 
to enhance the area-based action making process so that 
the learning process can better adapt to real world 
situations. 

The organization of this paper is as follows. In chapter 
2, the area-based action making process is introduced. In 
chapter 3, hexagon-based Q-learning adaptation is 
presented. In chapter 4, experimental results from the 
application of three different searching methods to find 
the object are presented. In chapter 5, conclusions are 
presented. 
 
2. Area-Based Action Making Process 

 
Area-based action making (ABAM) process is a 

process that determines the next action of a robot. The 
reason why this process is referred to ABAM is that a 
robot recognizes surrounding not by distances, from itself 
to obstacle, but by areas around itself. The key idea of the 
ABAM process is to reduce the uncertainty of its 
surrounding. It is similar with the behavior-based 
direction change, to control the robots [4]. The robots 
recognize the shape of its surrounding, then take an 
action (turn and move forward) to where the widest space 
will be guaranteed. Consequently, each robot can avoid 
an obstacle and collision with other robots. Figure 1 
depicts the different actions taken by distance-based 
action making (DBAM) and by ABAM in the same 
situation [5]. Our small mobile robot has the six emitter-
detector infrared sensor pairs, which are placed at an 
angle of 60 degrees with one another to cover 360 
degrees. The advantage of ABAM is illustrated by the 
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following example. Figure 2 presents the result of each 
action making process by DBAM and ABAM. In both 
case, the robot is surrounded by 4-obstacles. By DBAM, 
the robot will be confused because it perceives that there 
is no obstacle in the southeast direction, and then it will 
try to keep tracking to the southeast. Finally, it will get 
stuck between two obstacles. This scenario is shown in 
the left picture in Fig. 2. By ABAM, however, the robot 
will calculate the areas of its surrounding, and then it will 
recognize that an action to the northeast will guarantee 
the widest space. Therefore, the robot will change its 
direction to the northeast. This scenario is presented in 
the right picture in Fig. 2.  

 

 
Fig. 1. The different actions will be taken by DBAM 

and by ABAM in the same situation 

Fig. 2. An illustrative example of robot maneuvers by 
DBAM(left) and by ABAM(right) 

 
In addition to the obstacle avoidance, ABAM also 

make the robots to search their own space [6]. This 
feature is advantageous when 2 or 3 robots meet at the 
same place. When they face each other, each robot will 
try to find more wide space. Consequently, the robot will 
change its direction to avoid the other robots and start to 
search in its own space again. 
 
3. Hexagon-Based Q-Learning 

 
Q-learning is a well-known algorithm for 

reinforcement learning. It leads the agent to acquire 
optimal control strategies from delayed rewards, even 
when the agent has no prior knowledge of the effects of 
its actions on the environment [7][8]. Figure 3 is an 
illustrative example to explain Q-learning algorithm more 
clearly. The ‘R’ stands for a robot or agent. The values 

upon the arrows are relevant Q̂  values with the state 

transition. For example, the value Q̂ (s1, aright) = 72, 
where a right refers to the action that moves R to its right 
[8]. 

 
Fig. 3. An illustrative example of Q-learning 

 
If the robot takes the action to the right, the value will 

be updated for this entry where r = 0, γ = 0.9 are 
predetermined values. The formula is presented below. 

 

'
( , )     m a x ( ', ')

            0   0 .9 m a x { 6 3 , 8 1, 1 0 0}

             9 0

a
Q s a r Q s aγ← +

← +

←

 (1)

 
The Q-learning for our robot system was adapted to 

enhance the ABAM process. The adaptation can be 
performed with a simple and easy modification, named 
hexagon-based Q-learning. Figure 4 is an illustrative 
example of hexagon-based Q-learning. In Fig. 4, 
intuitively, we know that the only thing that was changed 
is the shape of state space. We changed the shape of the 
space, from a square to a hexagon, so that the robot can 
recognize its surrounding by 6-areas. According to this 
adaptation, the robot takes an action to 6-direction and 

has 6-table entry Q̂  value. In the left of Fig. 4, the robot 
is in the initial state. Now, if the robot decides that +60 
degree guarantee the widest space after calculation of its 
6-areas of surrounding, the action of the robot would be 
a+60°. After the action is taken, if Area3 is the widest area, 

the value of Q̂ (s1, a+60°) will be updated by the formula 
(2) in the Q-learning algorithm as 

 
1 2 60'

( , )     max ( , )

                 0  max{ 1, 2, , 6}

                  3

init a
Q s a r Q s a

Area Area Area

Area

γ

γ

γ

+← +

← +

←

(2)

 
where 0 is the predetermined immediate reward. After the 
movement from the initial state to the 1st next state, 
immediate reward becomes the difference between the 
sum of total area before action is taken and the sum of 
total area after action is taken. 

 
Fig. 4. Hexagon-Based Q-learning 
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Ultimately, the robot can determine its trajectory by 
learning this Q̂  value. In the real world experiment, 
however, battery consumption is a problem. If the robot 
has to perform infinite iterations to complete task, total 
system will fail. Therefore, a system must be set up to 
cancel the former action and move back to the earlier 
state, when the former action causes any bad reward or 
result. The hexagon-based Q-learning algorithm is 
presented in Table 1. 

Table 1. Hexagon-based Q-learning algorithm 

For each ,  initialize the table entry ( , ) to zero
Calculate each 6-areas at the current state 
Do until task is completed.

 an action  to the widest area
 immediate reward

      Take
      Receive

s a Q s a
s

a•
•

 

 
Observe the new state '

         ( ', ) is greater or equal than ( , )
Update the table entry for ( , )

             
 ( ', ) is too less than ( , )

      
If 

            

       If   
    

   '

r
s

Q s a Q s a
Q s a

Q s a Q s a
s s

•

•
• ←

Move back to the previous state         
               s s

•
• ←

 

 
 
4. Experiment Results 

 
We performed experiments by using three different 

control methods: random search, ABAM, and enhanced 
ABAM by hexagon-based Q-learning. In the first part of 
this chapter, we introduce our self-made small mobile 
robot system. Then, we present experimental result with 
three different control methods. 

4.1 Architecture of Small Mobile Robot 
Our small mobile robot system consisted of four sub-

parts and a main micro-controller part. The sub-parts 
were camera vision, sensor, motor, and Bluetooth 
communication module. Each sub-part had its own 
controller to perform its unique function more efficiently.    

Figure 5 shows the appearance, anatomy, and 
functional block diagram of the robot. The main 
components of the robot are as follows. For the eye of the 
robot, Movicam II made by Kyosera is used. It is the 
CCD camera and its size is 30×47×29 mm. The robot has 
six infrared sensors, emitter and detector pairs, to 
measure the distance around itself. The detector is ST-
1kla, high sensitivity NPN silicon phototransistors. NMB 
PG25L-024 stepping motor is used as the driving part. Its 
characteristics are the following: drive voltage-12V, drive 
method 2-2 phase and 0.495° step angle.  

 
Fig. 5. Appearance (left), anatomy (center), and 

functional block diagram (right) of the robot 
 

4.2 Experiments 
The task of the robots is a follows: “Find the hidden 

object while tracking through an unknown hallway.” We 
set up the color of the object as green and that of 5-robots 
as orange. The object was a stationary robot having the 
same shape. It was a located at a hidden place near the 
obstacle. The 5-robots, which try to search the object, 
recognize the object by the object’s color and shape. The 
5-robots will decide whether they have finished the task 
by detecting the object after each action is taken. First, we 
used the random search control method to find the hidden 
object. The main controller generated a random number 
and decided the next action corresponding to this number. 
Random search is not so strong method to control the 
robot efficiently. Therefore, random did not perform well. 
Moreover, it is very time and power consuming in the 
real world situation. In Fig. 6, the white arrow points out 
the object (same in Fig. 7 and Fig. 8). During random 
search, even though the robots are within a close distance 
to the search object, some robots failed to find the object. 
 

  
Fig. 6. 5-robots are searching the object using random search 

 
Second, we applied ABAM to the robots. With the 

feature of ABAM, the robots sense their environment by 
6-infrared sensors and calculate 6-area with these values. 
When the calculation is done, each robot tries to move to 
where the widest area will be guaranteed. In our 2nd 
experiment, after the robots started to move, each robot 
spread out into the environment. Consequently, the 
ABAM performed better than random search. Figure 7 
shows that the two robots, which is located the right side 
of the object, succeeded to complete the task. These two 
robots are designated by black arrow in Fig. 7. 
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Fig. 7. 5-robots are searching the object using ABAM 

 
Finally, we adopted the hexagon-based Q-learning to 

ABAM as a modified control method. This method 
allowed the robots to reduce the probability of wrong 
judgment and compensated wrong judgment by 
reinforcement learning. Each robot tried to search its own 
area as in the 2nd experiment, however, it canceled the 
decided action if the action caused negative (or bad) 
immediate reward value. The search with hexagon-based 
Q-learning is presented in Fig. 8. The results of our 
experiment are presented in Fig. 9. With random search, 
one robot found the object at the 2nd trial and 6th trial, 
although these detections can be considered as just 
coincidence. Therefore, we can say the random search 
has no remarkable meaning. With ABAM, the robots 
performed better than with random search, with the 
average performance above 1 during the all trial. Finally, 
with the adaptation of hexagon-based Q-learning to 
ABAM, the results were remarkable.  
 

 
Fig. 8. 5-robots are searching the object using hexagon-

based Q-learning 
 

 
Fig. 9. Experimental result with 3 different control methods 
 
5. Conclusion 
  
In this paper, we presented the area-based action making 
process and hexagon-based Q-learning to search the 
object, hidden in unknown space, for 5 of our self-made 
small mobile robots. The experimental results from the 
application of the three different control methods in the 

same environmental situations were presented. The area-
based action making process and hexagon-based Q-
learning can be a new way for robot to search an object in 
unknown space. This algorithm also makes the agents 
avoid obstacles during their search. In our research, first, 
we need to clarify the problem of accessing to the object.    

This means that if multiple robots are to carry out a 
task such as object transporting or block stacking, the 
robots need to recognize the object then approach to it. 
Therefore, we need to develop the robust accessing 
algorithm. Naturally, some grippers need to be attached to 
both sides of the robot. Second, our robot systems should 
be improved so that the main part and the sub-parts 
adhere more strongly. In addition, stronger complex 
algorithms such as Bayesian learning or TD(λ) method 
should be adapted. Third, a self-organizing Bluetooth 
communication network should be built so that robots can 
communicate with each other robustly even if one or 
more robots are lost. Finally, the total system should be 
refined. 
 
Acknowledgment: 

This research was supported by the Development of 
Social Secure Robot using Group Technologies of 
Growth Dynamics Technology Development Project by 
Ministry of Commerce, Industry and Energy, Korea. 
 
References 
 
[1] G. Ogasawara, T. Omata, T. Sato, “Multiple movers 

using distributed, decision-theoretic control,” Proc. 
of Japan-USA Symposium on Flexible Automation 1, 
pp. 623-630, 1992. 

[2] D. Ballard, “An Introduction to Natural 
Computation,” The MIT Press Cambridge, 1997. 

[3] J. Jang, C. Sun, E. Mizutani, “Neuro-Fuzzy and Soft 
Computing,” Prentice-Hall New Jersey, 1997. 

[4] W. Ashley, T. Balch, “Value-based observation with 
robot teams (VBORT) for dynamic targets,” Proc. of 
Int. Conf. on Intelligent Robots and Systems, 2003. 

[5] J. B. Park, B. H. Lee, and M. S. Kim, “Remote 
Control of a Mobile Robot Using Distance-Based 
Reflective Force,” Proc. of IEEE Int. Conf. on 
Robotics and Automation 3, pp. 3415-3420, 2003. 

[6] P. Ögren, N. E. Leonard, “Obstacle Avoidance in 
Formation,” Proc. of IEEE Int. Conf. on Robotics 
and Automation 2, pp. 2492-2497, 2003. 

[7] T. Mitchell, “Machine Learning,” McGraw-Hill 
Singapore, 1997. 

[8] C. Clausen, H. Wechsler, “Quad-Q-Learning,”  
IEEE Trans. on Neural Network 11, pp. 279-294, 
2000. 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 576



Motion generation of pneumatic artificial muscle 

 

S.ICHIKAWA, M.HARA, M.SUGISAKA 
Department of Electrical and Electric Engineering, Oita University 

700 Dannoharu Oita 870-1192 Japan. 

E-mail: msugi@cc.oita-u.ac.jp 

Abstract 

 

Various commodities that support the senior citizen 

physically and psychologically appear by the coming of 

the aged society. A lot of supplementary equipment are 

installed directly in the user and used. As for such 

equipment, physical safety and a psychological sense of 

security are requested. Then, recently, artificial muscle is 

researched as a wearable actuator that a user can use in 

comfort. Therefore, we research the support equipment 

by using the pneumatic artificial muscle. The past 

research in our laboratory, we made an artificial 

muscular robot. And, we measured the characteristic of 

each artificial muscle.  

In this research, we generate motion of pneumatic 

artificial muscular robot. 

 

 

1.Introduction 

 

Since the advent of aged society, various support 

instruments that support the senior physically and 

mentally is created. Many of them are equipped directly 

by the user. 

As for support instruments, physical safety and a mental 

sense of security are requested. To secure physical safety 

and a mental sense of security, the following are needed. 

(1) Even if controlling becomes impossible, support 

instruments doesn’t become a trouble. 

(2) Support instruments are small and light.  

(The senior citizen can easily carry possession.) 

(3) Support instruments fits flexibly the human body. 

(4) No operation sound. 

Recently, as a wearable actuator with which a user can 

equip in comfort, artificial muscles attract attention. 

Therefore, we will research the support instrument by 

using the artificial muscle. 

As the first step, in this research, we measure the 

characteristic of each artificial muscle, and, we make 

motion generation of artificial muscular robot. 

 

 

2.Artificial muscle 

 

There are various kinds of artificial muscles. Artificial 

muscle has following kind. 

 

<Polymer actuator> 

(Actuator that used polymeric material.) 

 

<Shape-memory actuator> 

  (Actuator that used shape-memory material.) 

 

<Electrostatic actuator> 

  (Actuator using electrostatic power.) 

 

< Pneumatic actuator > 

(Actuator that used air pressure.) 

 

In this research, we used the Pneumatic actuator 

(McKibben artificial muscle) as a suitable actuator for 

the support instrument that the user equips, because the 

balance of the generative force and the contraction 

percentage is good, and, the viscoelasticity characteristic 

is similar to human’s muscle. 

The McKibben artificial muscle has structure that 

wrapped the rubber tube by a plastic fiber mesh. Fig.1 

and Fig.2 show pattern diagrams of artificial muscle. 

When Pneumatic muscle was pressurized, it expands in 

the radius direction. Power to contract axially is 

generated. If the artificial muscles is set to 100, the 

maximum pressurization will be set to 70. The artificial 

muscle has the expansion and contraction rate of 30%. 

 

 

 

 

 

 

Fig.1 Pattern diagrams before artificial muscle 

is pressurized 

 

 

 

 

 

 

Fig.2 Pattern diagrams after artificial muscle  

is pressurized 

100 

70 

Flexible part 

Flexible part 
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3.Artificial muscular robot 

 

Fig.3 shows pattern diagrams of artificial muscular 

robot. The frame of the robot is wooden, and it has the 

hip joint, the knee joint, and the ankle joint. The hip joint 

and the ankle joint are made from the spheroid joint. The 

knee joint is made from the hinge joint. 

Number of Fig.3 expresses arrangement of artificial 

muscles. 

1: long peroneal muscle, short peroneal muscle (125mm) 

2: anterior tibial muscle, posterior tibial muscle (125mm) 

3: tibialis anterior (245mm) 

4: musculus triceps surae (400mm) 

5: musculus quadriceps femoris (330mm) 

6: hamstrings (330mm) 

7: gluteus maximus (305mm) 

8: musculus iliopsoas (305mm) 

 

 

 

 

 

 

 

 

 

 

 

 

(1) elevational view       (2) left side view 

Fig.3 Pattern diagrams of artificial muscular robot 

 

 

4.Exprerimental apparatus 

 

The outline chart of the apparatus used by this 

research is shown in Fig.4.  

The air tube of the artificial muscle and the air tube of air 

compressor are connected with the air pressure controller. 

The control signal from the computer is given to the air 

pressure controller, and the artificial muscle can be 

expanded and contracted. 

 

 

 

 

 

 

5.Expansion and contraction 

characteristic measurement 

 

We used the artificial muscle of different four lengths 

(160,240,300,400mm) in this experiment.First of all, the 

load is not put on the artificial muscle. And, constant air 

pressure is injected. Next, the load is not put on two 

artificial muscles and constant air pressure is exhausted. 

The measurement result is shown in Fig.5-6. 

 

 

 

 

 

 

 

 

 

Fig.5 No load characteristic of each length (Injection) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6 No load characteristic of each length (Exhaust) 

 

These are collectively shown in Fig.7-10. 

 

 

 

 

 

 

 

 

Fig.7 No load characteristic of 160mm in length 

(Injection-exhaust) 
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Fig.4 Experiment device outline chart 
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Fig.8 No load characteristic of 240mm in length 

(Injection-exhaust) 

 

 

 

 

 

 

 

 

 

Fig.9 No load characteristic of 300mm in length 

(Injection-exhaust) 

 

 

 

 

 

 

 

 

 

 

Fig.10 No load characteristic of 400mm in length 

(Injection-exhaust) 

Injection and exhaust in the same length showed the 

characteristic with a different each curve (Fig.7-10). 

Cause of hysteresis was thought elastic deformation of 

rubber tube in the artificial muscle. 

 

 

6.Load characteristics 

 

Next, we add the loads of certain degree to the 

artificial muscles, and, we measure the characteristics of 

expansion and contraction. The measurement result is 

shown in Fig.11-14. (The measurement result in the 

artificial muscle of 300mm in length is shown in this 

paper.) 

 

 

 

 

 

 

 

 

 

 

 

Fig.11 Load characteristic of 300mm in length 

(Injection) 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.12 Load characteristic of 300mm in length (Exhaust) 

 

 

 

 

 

 

 

 

 

 

Fig.13 Load characteristic of 300mm in length 

[Load=1.0kg] (Injection-exhaust) 

 

 

 

 

 

 

 

 

 

 

Fig.14 Load characteristic of 300mm in length 

[Load=2.0kg] (Injection-exhaust) 
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From the above, the expansion and contraction rate 

lowers when the load is put regardless of the length of 

the artificial muscle.  

Next､when no-load, the error of injection and exhaust 

was 3.2% at the maximum. When we put the load of 

1.0kg, the error of injection and exhaust was 3.0% at the 

maximum. When we put the load of 2.0kg, the error of 

injection and exhaust was 2.5% at the maximum. As a 

result, artificial muscles can perform a certain amount of 

hysteresis improvement by applying load. 

Moreover, because the error of injection and exhaust is 

about 3% at the maximum, the expansion and contraction 

characteristic of using  for motion generation of 

artificial muscles uses the average value of injection and 

exhaust. 

 

 

7. Motion generation of bending and 

stretching 

 

We generated the bending and stretching motion of the 

robot by using the above-mentioned measurement result. 

The home position of the robot is shown in Fig.15 (a),(c). 

The bending position of the robot is shown in Fig.15 (b). 

 

 

 

 

 

 

 

 

 

Fig.15 Bending and stretching motion of the robot 

 

8.CONCLUSION 

 

In this research, we made Expansion and contraction 

characteristic measurement of artificial muscles, and the 

improvement of hysteresis. And, we performed an 

artificial muscular robot expansion-and-contraction 

operation generation using the result. However, because 

the load added to the artificial muscle changes while 

operating, we cannot accurately control the robot. In the 

future, we will improve the above issue. In addition, we 

will generate walk operation of an artificial muscular 

robot. 
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(a) Home position 

of the robot 

(b) Bending position 

of the robot 

(c) Home position 
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Abstract 
Antibodies, among others, are important 

components of the immune system. This paper proposes 
using specific recognition capability exhibited by 
antibodies for computation, in particular, solving stable 
marriage problem which have been studied as 
combinatorial computational problems. Antibody-based 
computation is proposed by integrating the recognition 
capabilities of antibodies. The computation is carried out 
on an array form that is suitable not for only expressing 
stable marriage problems but for further integration to 
antibody microarrays.  

 
1 Introduction 
 

After Adelman pioneered DNA-based computing 
in his seminal work [1], many researches established 
that not only DNA but also other macro molecules 
could have computational capability comparable to 
DNA (e.g. [2]). Elowitz and Leibler even 
demonstrated that a genetic circuit may not be a 
dream [3,4]. Even synthetic multicellular systems 
have been recently studied [5], leading to synthetic 
biology. Possible drug production by engineering 
yeast [6] has given a great impact on the area. These 
new bio-engineering technologies have provided 
bioinformatics with not only new tools but systemic 
views. 

On the other hand, post-genome era proved that 
sequence information of human genome alone is not 
sufficient, but higher knowledge of function must be 
revealed. Post-genome age naturally proceeds to study 
immune systems (as in [7]) focusing not only 
components such as antibodies and MHC but its 
systemic organization.  

 After the demonstration of DNA based 
computing by Adelman, protein based computing had 
been proposed by Hug and Schuler [2] and extended 

by Balan and Krithivasan [8]. This paper, in a similar 
spirit of synthetic biology and system biology, tries to 
construct an information processing devices 
incorporating specific recognition capabilities of 
antibodies. Stable marriage problem [9, 10] is used as 
a benchmark problem for demonstrating an array 
format implementation of antibody-based 
computation.  
 
2 Antibody-based Computing: An 
Introduction 
 

One of the major components propelling the 
information processing of the immune system is the 
specific recognition of antigens. The immune system 
is capable of recognizing even artificially synthesized 
substances. Also, it can further classify substances 
into the self (those derived from the individual) and 
nonself. Among those bearing recognition capabilities, 
antibody is undoubtedly important. Further, antibodies 
have been studied in great detail not only in 
theoretical biology but in bio-engineering. 
Antibody-based computing directly focuses on the 
recognition capability and integrates it for problem 
solving including combinatorial problems. 
  
2.1 Antibody-based computing and DNA-based 
computing 
 

Similarly to the DNA-based computing, 
antibody-based computing utilizes complementary 
matching between macro molecules: antibodies. Since 
the computational capabilities that DNA-based 
computing could be inherited to antibody-based 
computing, we rather focuse on the difference 
between them. Roughly said in the context of solving 
combinatorial problems, the difference may be 
clarified by the correspondence between a 
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complementary matching (as in Marriage Theorem) 
and a stable pairing based on preference (as in Stable 
Marriage Problem). 

Affinity between antigens and antibodies can be 
measured and their intensities can be ordered (as 
formatted in an affinity matrix). That is, in contrast to 
Matching(DNA1, DNA2)=1 (matched) 0 (not 
matched), Affinity(Antigen1, Antibody2) could vary 
from 0 (no agglutination) to 1 (highest agglutination). 
This difference would suggest that antibody-based 
computing could potentially implement error 
tolerance that could not be implemented on the 
DNA-based computing. The difference would further 
suggest that the antibody-based computing may be 
extended to a problem solver, if adaptive mechanism 
of the immune system realized by antibodies and their 
maintenance is also involved.  
 
3 Solving a Combinatorial Problem 
 
3.1 Stable Marriage Problem 
 

In a naive form, the problem assumes n men and 
n women with each member having preference lists to 
the members of opposite sex. A pair of a man Mi and a 
woman Wj is called a blocking pair if they are not pair 
in the current solution, but Mi prefers Wj to the current 
partner and Wj prefers Mi to the current partner as well. 
A matching between men and women with no such 
blocking pair is called stable.  

Having stated the stable marriage problem, it 
would be natural to think of the algorithm for 
antibody-based computing. That is, the stable 
marriage problem (SMP) may be mapped to 
antigen-antibody reaction so that preference order of 
each person in SMP will be reflected in the affinity 
intensity between an antibody and an antigen. After 
antibodies and antigens are so arranged, the solution 
of SMP will emerge by observing concentration of the 
agglutination. It should be remarked that agglutination 
process could be any agglutination (not necessarily 
between antibodies and antigens) if their intensities 
are measurable and ordered.  

3.2 Mapping a stable marriage problem to 
antibody-based computing 

As stated above, mapping a combinatorial 

problem to antibody-based computing can be done by 
composing antigens–antibodies compounds 
corresponding to a problem entity. Antibodies and 
antigens for a compound corresponding to a particular 
individual will be determined by considering her (his) 
preference list over men (women).  

Landshteiner’s ABO blood group system [11] 
may be most familiar and yet simple example. His 
blood type system is based on antigens (as 
agglutinogen) on red blood cells and antibodies (as 
agglutinin) in the blood serum. Table 1 shows 
agglutinogen and agglutinin of each blood type. 
Affinity between antibody and antigen is shown in 
Table 2. Table 3 indicates the well-known 
incompatible transfusion among the blood type A, B, 
AB, and O. 

Table 1.  Landsteiner’s ABO Blood Group System  

Blood Type A B AB O 

Antigen 
(agglutinogen) 

A B A, B None 

Antobody 
(agglutinin) 

β α None α, β 

 

Table 2.  Affinity Matrix. Circle indicates that the 
antibody-antigen reaction would occur if the antibodies in the 

column meet with antigens in the row. 

Antigen 
 
 

Antibody 

A B 

α(anti-A) ○  
β(anti-B)  ○ 

 

Table 3.  Agglutination when the blood type in the column is 
transfused with the blood type to the row. Circle indicates that 

the blood type of the column when transfused to that of the 
column would agglutinate. 

Blood Type A B AB O 
A  ○  ○ 
B ○   ○ 

AB ○ ○  ◎ 
O     

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 582



 

 
In this example, we map the relation the woman 

Wi (the man Mi) prefers the man Mj (the woman Wj) to 
other to the relation that if the blood of Wi (Mi) would 
be agglutinate when the blood of Mj (Wj) were 
transfused. That is, if the woman Wi prefers the man 
Mj most the blood type should be so assigned that the 
type for Wi comprises of antibody AbWi and antigen 
AgWi; and that for Mj of antibody AbMj and antigen 
AgMj and the affinity Aff(AbWi, AgMj) are highest.  

For the trivial case when the preference lists of 
men and women are as in Table 4, simple assignment 
would suffice: a man to type A and another man to 
type B; for the woman who like a man with type A to 
type B and for another woman type A (Fig. 1). It 
should be noted that assignment to A for two men and 
to B for two women would not work, since the 
assignment does not reflect the preference of men and 
women.  

In a nontrivial preference list shown in Table 5, 
one assignment would be type O to M1 and W1, type A 
to M2, and type B to W2 (Fig. 2) For other two 
preference lists (with the graph topologically different 
from those shown Figs. 1 and 2), it is not possible to 
map the blood type with the above correspondence, 
and other compounds should be synthesized for 
realizing the preference lists.  

These examples suggest a scheme for 
synthesizing antigen-antibody compounds that realize 
mapping from given preference lists to the 
compounds. If the woman Wi prefers the man Mj to 
other men, the compound corresponding to Wi 
contains antibody AbWi and the compound 
corresponding to Mj contains antigen AgMj that 
satisfies Aff(AbWi, AgMj)  highest among other AgMj 
(j=1...n). 

If Mj is the second in the preference list of Wi, 
then Aff(AbWi, AgMj) must be second highest and so 
on. AgMj must realize oders from women Wk other 
than Wi, hence the affinity Aff(AbWk, AgMj) must 
realize the order accordingly.  (If AgMj alone cannot 
realize the order, then new antigen realizing the order 
must be added to the corresponding compound. In fact, 
the above example also suggests that compounds can 
be composed of a set of antigens and a set of 
antibodies.) Constraints for selecting antibodies and 
antigens for a compond corresponding to a person can 
be sumed up as follows:  

 

 Aff(AbWi, AgMj) > Aff(AbWi, AgMk) if the woman 
Wi prefers Mj to Mk in her preference list for all Wi 
∊W, and for all distinct pairs Mj, Mk ∊M; and  

 Aff(AbMi, AgWj) > Aff(AbMi, AgWk) if the man Mi 
prefers Wj to Wk in his preference list for all Mi ∊M, 
and for all distinct pairs Wj, Wk ∊W. 

 

Table 4. A trivial preference list for two by two stable 
marriage problem. 

 
 
 
 

 
Fig. 1. A blood type assignment reflecting the preference 

Table 5. A non-trivial preference list for two by two stable 
marriage problem. 

 
 

 
 

 
Fig. 2. A blood type assignment reflecting the preference 

3.3 Solving a stable marriage problem with an array 
format 

An illustrative example with Landsteiner’s blood 
group suggests the following algorithm to solve SMP 
with an array format. In the array, row i and column j 
correspond to the compound for man i (i.e. AbMi and 
AgMi) and that for woman j (i.e. AbWi and AgWi). In 
other word, at the cross-point ij, two antigen-antibody 
reactions between AbMi and AgWj (reflecting man i’s 
preference) and between AbWj and AgMi (reflecting 

 M1 M2 
W1 2 1 
W2 2 1 

 W1 W2 
M1 2 1 
M2 2 1 

 M1 M2 
W1 1 2 
W2 2 1 

 W1 W2 
M1 1 2 
M2 2 1 

B 

O

A 

OM1 

M2 

W1 

W2 

A 

B 

B 

A M1 

M2 

W1 

W2 
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woman j’s preference) will take place.  
Under the assumption that the concentration 

observed at each cross-point is proportional to both 
Aff(AbMi, AgWj) and Aff(AbWj, AgMi), the array can 
find a stable matching by selecting one cross-point 
with highest concentration from each row and column. 
This matching is certainly stable one, for suppose 
otherwise there must be a blocking pair Mk and Wl 
such that Aff(AbMk, AgWl) > Aff(AbMk, AgWp(Mk)) 
and Aff(AbWl, AgMk) > Aff(AbWl, AgMp(Wl)) where 
p(Mk) denotes a partner of Mk in the current matching. 
Then both concentraion at the cross-point kl is higher 
than those of kp(Mk) and those of p(Wl)l reflecting the 
affinities.  

Although obaining a stable mathing shows some 
computational power, it can be solved in O(N2) time 
where N is the size of men (and women). Gale and 
Sharpley have invented an wll-known algorithm for 
giving stable matchings for man-oriented matching or 
woman-sided one [9]. By further assuming that the 
concentration observed at a cross-point can reflect the 
amount of antibodies imposed, the array is capable of 
obtaining any stable matching in the array from the 
man-oriented (man optimal and woman pessimal) 
matching to the woman-oriented (woman optimal and 
man pessimal) one. By equally increasing all the 
antibodies AbMi (i=1..n) (or equivalently antigens 
AgWj j=1...n), from a unit to α the matching would 
become close to the man-oriented one. Similarly, 
increase of AbWi (i=1..n) will bias the matching 
towards the one of woman-oriented one. Since there 
are many variants of the stable marriage problem, 
which are NP-hard, devising the array for solving 
these problems is a challenging problem. Another 
challenge is to devise the array as a component of 
problem solver that can deal with not only a particular 
problem but with similar problems, as the immune 
system has done. 
 
4 Conclusion 
 

We have shown that antibodies, a macro 
molecule of the immune system, with a specific 
recognition capability can be used for computation as 
a macromolecule DNA is used for DNA computing. 
Focusing on a stable marriage problem, and extending 
ABO blood group system, it is shown that the 
antibody-based computation will be implemented on 

an antibody microarray. 
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Abstract 
Characteristics of network in the real world have 

attracted a number of scientists and engineers. 
Various findings are given from recent studies on 
the real world network, sometimes called complex 
network. The network evolution to produce 
complex network is also investigated actively and a 
number of models are proposed. Some model 
succeeded to produce public transport networks in 
the real world. We make active use of the network 
evolution for generating public transport network. 
In our model, the network of the bus lines evolves 
with a local evaluation value defined by the OD 
(Origin-Destination) demand multiplied with the 
required time including riding time and waiting 
time. Since the algorithm with network evolution is 
simple, our method is able to provide bus line 
network immediately. It is advantage to generate 
bus line network especially when a transport 
operation is required urgently under disaster 
circumstances. 
 

Keywords : Complex Network, Network Evolution, 
Public Transportation, Route Generation, Local 
Optimization, Weighted Graph 
 
 
1. Introduction 

Characteristics of network in the real world have 
attracted a number of scientists and engineers. Various 
findings are given from recent studies on the real world 
network, sometimes called complex network. The 
complex networks, such as small world network [1] or 
scale free network [2], lie between two extremes, i.e., 
random network and regularly connected network like 
lattice. Many complex networks in real world have 
interesting characteristics found in both random and 
regular networks simultaneously. 

The properties on the complex network are revealed 
mainly by early studies focused on the un-weighted 
relational network [3], in which there is no weight on 
links or vertices, such as distance or traffic amount. 
Meanwhile, studies investigating weighted network has 

begun to appear in recent year. Some of the papers the 
weight denotes distance between vertices  [4][5] or traffic 
amount [6]. 

Further more, the network evolution to produce 
complex network is also investigated actively after the 
proposal of BA (Barabási and Albert) model [2]. The 
model produces the scale free network and the rule of its 
network evolution is known as preferential attachment 
(Rich gets richer). A number of models regarding to the 
network evolution were proposed [7][8][9] and some of 
them utilize the distance in the Euclidean space as a 
measure determining which node should be connected 
from the new added node. In the case of transport 
network in the Euclidean space, Gastner proposed a 
model of network evolution using the distance among 
nodes scattering in the Euclidean space and thereby 
presented that it can produce the subway network in 
Boston with the set of given nodes (stations) [9].  

Considering this background, the knowledge of 
complex network seems to provide us useful information 
to design and construct the public transport networks. Our 
final purpose is to find an algorithm providing effective 
and optimized public transportation system, such as 
waterbus or bus expected to reduce traffic congestions 
and increase redundancy of transport system under 
disaster circumstances. We make active use of the 
knowledge of the network evolution to apply them to the 
problem in public transportation. 

The design of public transport system is composed 
of four components , Network Route Design, Setting Time 
Tables, Scheduling of Vehicles and Scheduling of Drivers 
[10]. Toward the goal, this paper is focused on the 
process of the Network Route Design mainly and 
proposes a model to generate network using the network 
evolution. The network route design is the process to 
design the bus lines defined as a sequential order of 
stations at which vehicles stop. The bus lines also forms 
network over the stations on physical infrastructure 
network such as roads or rivers. In our model, the 
network of the bus lines evolves with a local evaluation 
value defined by the OD (Origin-Destination) demand 
multiplied with the required time (traveling time and 
waiting time ). Since the algorithm with network evolution 
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is simple, this model is able to provide bus line network 
immediately. It is advantage to generate bus line network 
especially when a transport operation is required urgently 
under disaster circumstances. 
 
 
2. Model 

In this paper, the nodes represent bus stops or stations 
and one set of links connecting nodes represents one bus 
line. Vehicles shuttle along with the set of links 
representing the bus line. The model with network 
evolution for bus line network is described below. It 
separates two processes. One process is to determine 
which node should be connected newly added node (i.e. 
network evolution). The other process describes how to 
determine the number of buses to be engaged into a 
designed bus line. 

In this paper, the destination is limited to one bus stop 
for brevity. However this situation is well observed 
around stations of commuter trains. The passengers travel 
from their residential area to the railway station by bus. 
Although, there are many bus stops in the residential area, 
the number of destination, station of commuter train, is 
limited. 

 
2.1 Network Evolution 

Our model is inspired by Gastner[9]. One node (bus 
stop) is added to the network at each evolution step and 
connected one of the existing nodes with one link 
composing a part of a bus line route. Fig.1 shows the 
process of the growing bus line network. The newly 
added node (Node 3 in Fig.1), defined as target node in 
this paper, is selected in the order of the distance between 
the destination and the target node. Then, one of the 
already existing nodes, defined as connection node in this 
paper, is selected with an evaluation function described 
below and one link connects the target node to the 
connection node. After the connection between target 
node and connection node, the links are created along 
with the existing links from the connection node to the 
destination and this set of links comprises one bus line. 
Therefore, at the first step of evolution, the node nearest 
to the destination is selected as target node and the 
destination node itself becomes connection node. Thus, 
the network connected to the destination spread outward 
from the destination and it has tree topology (no loop). 

 
 
 
 
 
 
 
 

Fig.1 Schematic of Network Evolution 
 
If selected connection node is terminal of the existing 

line, there are two types of connection as illustrated in 
Fig.2. One is addition type, the other is subsumption type. 
Number of bus lines is simply incremented by one for 

addition type. For subsumption type, the line, which one 
terminal is connection node, subsumes the new bus line 
and target node. The evaluation function is applied at 
each growing step and it determines the connection node 
and connection type. 

 
 
 
 
 
 

 (a) (b) 
 

Fig.2 Two Types of Line Connection 
(a) Addition Type (b) Subsumption Type 

 
The evaluation function resembling in the following 

equation is applied frequently to the designed bus line 
network [11]. 
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Where, Di is demand at bus stop i, Ti is required time 

for moving from bus stop i to destination composed of 
traveling time, Tmi and waiting time, Twi, Bk  is number of 
bus engaged into the bus line k , w  is parameters 
controlling the balance of requirement between user and 
operator of vehicle. Users hope to reduce the first term, Z1  
and operators hope to reduce the second term, Z2. Usually, 
this evaluation function is applied to the whole bus line 
network. However, we apply it for the selection of the 
connection node and connection type. Thus, i and k  mean 
the set of nodes already connecting to the network and 
already existing bus lines respectively. 

The expected waiting time of a bus stop at where more 
than one bus lines stop can be calculated by the following 
equation [12]. 
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Where, N is the number of bus lines running through 

the node i, t1 is the smallest headway in the set of tj 
representing headway of line j. Further more, the 
headway (frequency) is derived from the round trip time 
and bus number simply and the shortest path is found by 
Dijkstra’s algorithm when considering the topology of the 
physical infrastructure network, such as road or rivers. 

 
2.2 Determination of Vehicle Number 

It should be satisfied that the transportation capacity is 
larger than the traffic amount. In the network evolution 
process, node is connected one by one and the bus line 
generated with addition type in Fig.2 is incremented by 
one at each evolution step. Thus, the number of vehicle 
assigned for a bus line can be calculated to satisfy the 
demand occurred at the target node and needless to 
consider the demand at nodes other than the target node. 
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Thus, the number of vehicle is calculated by the 
following equation simply. 

 capakkk BDTrB =
 

 
Where, Tr is round trip time of target node k , and Bcapa 

is capacity of one vehicle. We should consider another 
way for the case of subsumption type in Fig.2, because, 
the round trip time of existing line changes. There are 
several ways to determine the number of vehicles for 
subsumption type. In this paper, it is intended to 
determine the number of vehicle so that the headway of 
already existing line, which one terminal is the 
connection node, doesn’t deteriorate. Thus, the following 
equation is employed. 

   ( )jkjcapakkk TrTrBBDTrB  , max=
 

 
Where, subscript k  and j represent target node and 

connection node respectively. 
An example of network evolution is described in Fig.3.  

Although the number of nodes is only four, many 
possible network of bus line can be considered. It is easy 
to imagine that investigation for all patterns leads to 
combinatorial explosion when the number of nodes 
increases. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.3 Example of process of network evolution 

 
3. Application 

In this section, the model described previous section is 
applied to two situations. One is simple physical 

infrastructure network and the other is waterbus line in 
the three rivers running through Tokyo metropolitan. 

 
3.1 Simple Network 

The arrangement of nodes is illustrated in Fig.4(a). 
Twenty nodes are positioned on the circle with diameter 
of 5 km. The capacity of vehicle, Bcapa and speed, Bs set 
to 50 persons and 20km/hr respectively. The demand of 
each node is 200persons/hr and the road network is 
assumed to have the topology of complete graph with 
straight line. Fig.4(b) and (c) show the bus line network 
generated by the model with w=0 and w=25 respectively. 

 
 
 
 
 
 
 
 (a) (b) (c) 
 

Fig.4  (a) Arrangement of nodes and problem to be 
solved. (b) Result of network evolution with w=0, (c) 

Result of network evolution with w=25, where L and B 
are total number of lines and vehicles respectively 

 
As mentioned above, the model can analyze taking into 

account of the balance of requirement between user and 
operators with the control parameter, w. Fig.5 shows the 
relationship between total vehicle number and total 
required time, TD, normalized with riding time, Tmideal , 
calculated assuming that the all nodes are connected to 
the destination directly. The result varies by the 
controlling parameter, w. It is found the required time for 
traveling to the destination takes about 30% larger than 
that of the idealized bus line network for users. It is 
caused from the waiting time and the topology of not 
directly connected to the destination, even if w is set to 0 
that is acceptable for users. 

 
 
 
 
 
 
 
 

Fig.5 Relationship between bus number and total 
required time for the generated bus line 

 
3.2 Application to waterbus line in the river system 

The Tokyo metropolitan and around the region most 
populated area in Japan have been suffering from heavy 
traffic, congestions and commuter rushes on transport 
networks. Furthermore considering the fact that 
earthquakes occur frequently in Japan, road networks are 
collapsed when an earthquake causes massive destruction. 
The transport mode using rivers and ships that doesn’t 
exist at this time is being expected to contribute to 
reducing traffic congestions or redundancy of logistics 
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system under disaster circumstances. Fig.6 shows 
physical infrastructure network composed of three rivers 
running through Tokyo. There are 24 possible waterbus 
stations in the river system. 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.6 Rivers running through Tokyo, three solid lines 
connecting to ST0 represent generated waterbus lines. 

 
For instance, making the Etchujima station represented 

by ST0 in Fig.6 to be destination, the model was applied. 
Table 1 shows the demand of six bus stops represented in 
Fig.6. The capacity of waterbus, Bcapa and service speed, 
Bs set to 100 persons and 8 knot(15km/hr) respectively 
according to the ships operating for sight seeing around 
Tokyo bay area. 

Table 1 Demand of Six Waterbus Stations 
(Destination: ST0) 

Station No. ST3 ST5 ST 9 ST11 ST16 ST21 
Demand 

(Persons/hr) 34 3 358 607 119 287 

 
Three waterbus lines generated with w=0.1 are drawn 

in Fig.6 by solid lines and Fig.7 shows relationship 
between the number of waterbus and normalized required 
time, as is shown in Fig.5. The generated bus lines 
network in Fig.6 seems rational and required time 
becomes about 30-40 larger than riding times of the 
network connected to destination directly. 
 
 
 
 

 
 
 
 
Fig.7 Relationship between waterbus number and total 

required time for the waterbus line 
 

4. Discussion 
Since our model generates bus line network with the 

evaluation function applied to the local network not to 
global network, it doesn’t  certify the completely 
optimized solution. However, the generated network and 
required time in this paper seem to be rational. Thus, 
advantage of our model is to produce the rational solution 
immediately. This advantage is considerably useful to 
engage a transport operation urgently such as disaster 
circumstance. 

 
5. Conclusion 

We proposed the model generating rational public 
transport network with network evolution. However, 
there are several subjects to be addressed for the practical 
use. For instance, the number of destination is limited to 
one station at this time. Furthermore, in the case of the 
waterbus, the congestion at bus stops should be 
considered, because the number of ships taking piers is 
limited. 
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Abstract 
This paper presents a new method for multiple tasks 
performance based on multiobjective evolutionary 
algorithm. In order to verify the effectiveness, the 
proposed method is applied to evolve neural controllers 
for the Cyber Rodent robot that has to switch properly 
between two different tasks. Furthermore, the tasks and 
neural complexity are analyzed by including the neural 
structure as a separate objective function. Results using 
Cyber Rodent robot show that multiobjective-based 
evolutionary method can be applied effectively for 
generating neural networks controlling the robot to 
perform multiple tasks, simultaneously. 
 
KEY WORDS 
Evolutionary robotics, neural controller, task complexity. 
 
1.  Introduction 
 
Traditionally, the research on intelligent agents has 
mainly focused on evolution or learning of individual 
perceptual-motor and cognitive tasks. Nevertheless, 
intelligent agents operating in everyday life environments 
often are required to perform multiple tasks 
simultaneously or in rapid alternation, which is a 
challenge even for humans and primates. 

Several approaches in the literature have been proposed 
to address robot multiple tasks performance problem. Up 
to now the standard methodology in machine learning 
has been to break large problems into small, independent 
subproblems, learn the subproblems separately, and then 
recombine the learned pieces [1].  In addition to learning, 
evolution of neural controllers is well known for 
providing a family of naturally-inspired algorithms which 
can successfully address a wide range of robot behavior 
learning problems ([2], [3]). In evolutionary robotics, 

different constraints and objectives are handled as 
weighted components of the fitness function ([4], [5]), 
applying Single Objective Evolutionary Algorithm 
(SOEA). 

This article presents a novel approach for robot multiple 
tasks performance  based on Multiobjective 
Evolutionary Algorithm (MOEA) ([6]). Unlike previous 
methods, in the experiments presented here, each task is 
considered as a separate objective function. 
Nondominated Sorting Genetic Algorithm (NSGA) ([7]) 
is used to generate the Pareto set of neural networks. 

In this method, we evolved one single neural controller 
for multiple tasks performance, considering relevant 
information of each task as sensory inputs. Therefore, as 
the number of tasks increases, the neural controllers 
become more complex. This makes the evolution process 
difficult. In addition, the hardware implementation of 
evolved neural controllers may result in poor 
performance due to the increased error in sensory data. In 
order to further investigate if the MOEA can also 
generates efficient neural controllers for multiple tasks 
performance; the structure of neural network is added as 
a separate objective function. 

Simulation and experimental results show a good 
performance of the proposed method. The non-
dominated optimal Pareto neural controllers have a good 
distribution and CR robot behavior varies from 
completing each of both considered tasks to flexibly 
switching between them. Therefore, as a specific 
contribution of proposed method is that in a single run of 
MOEA are generated agents with completely different 
behaviors, making it possible to select the appropriate 
neural controller based on our preferences. Moreover, 
efficient neural controllers with appropriate sensory 
inputs are selected through the course of evolution. 
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2.  NSGA 
 
A real number NSGA was employed to evolve the neural 
controller. In [8], the authors compared the NSGA with 
four others multiobjective evolutionary algorithms using 
two test problems. The NSGA performed better than the 
others did, showing that it can be successfully used to 
find multiple Pareto-optimal solutions. In NSGA, before 
selection is performed, the population is ranked on the 
basis of domination using Pareto ranking. All 
nondominated individuals are classified in one category 
with a dummy fitness value, which is proportional to the 
population size [7]. After this, the selection, crossover, 
and mutation usual operators are performed. 
In the ranking procedure, the nondominated individuals 
in the current population are first identified. Then, these 
individuals are assumed to constitute the first 
nondominated front with a large dummy fitness value [7]. 
The same fitness value is assigned to all of them. In order 
to maintain diversity in the population, a sharing method 
is then applied. Afterwards, the individuals of the first 
front are ignored temporarily and the rest of population is 
processed in the same way to identify individuals for the 
second nondominated front. A dummy fitness value that 
is kept smaller than the minimum shared dummy fitness 
of the previous front is assigned to all individuals 
belonging to the new front. This process continues until 
the whole population is classified into nondominated 
fronts. Since the nondominated fronts are defined, the 
population is then reproduced according to the dummy 
fitness values. As the individuals in the first front have 
higher fitness value, they always get more copies than the 
rest of the population. 
 
3. Multiobjective Evolution of Neural 

Controllers 
 
3.1 Tasks and Environment 
The CR robot has to learn to perform two different tasks: 
protecting another moving robot by following it closely; 
and keeping a high level of energy by capturing the 
battery packs distributed in the environment (Fig. 1). The 
entire environment is a rectangular of 4m x 3.5m 
surrounded by walls. There are 15 battery packs in green 
color distributed in the environment. The CR robot starts 
in the same initial position and orientation. The 
individual life time of each agent is 700 time steps, 
where each time step lasted 0.1s. During this time the red 
color protected robot follows a rectangular trajectory 
with a constant velocity of 0.1m/s. 

3.2 Neural Architecture 
We implemented a feed-forward neural controller with 
11, 4 and 2 units in input, hidden and output layers, 
respectively. The inputs of neural controller are the angle 

(Abat), distance (Dbat) and color (Cbat) of the nearest 
battery pack, the angle (Arob) and color (Crob) of the 
protected robot, the sensor readings of five proximity 
sensors (PSi) and the distance sensor (DS) in the front of 
CR robot. The five proximity sensors are angled as 
shown in Fig. 3. The egocentric angle to the protected 
robot or nearest battery pack varies from 0 to 1 where 0 
corresponds to 45o to the right and 1 to 45o to the left. 
The value of these neurons becomes -1 when the 
protected robot becomes invisible or there is no battery 
pack in the visual field. The proximity sensors can 
measure up to 0.25m, while the distance sensor from 
0.1m to 0.8m. The proximity and distance sensor reading 
varies from 0 to 1, where 0 means no obstacle and 1 
touching the obstacle. Random noise, uniformly 
distributed in the range of +/- 5% of sensor readings, has 
been added to the angle of the nearest battery pack, angle 
of the moving robot, distance sensor and five proximity 
sensors. Because the distance to the nearest battery pack 
during the experiments is determined based on the 
number of pixels, the random noise in simulations is 
considered in the range of +/- 10%. Based on the 
characteristics of CR visual sensor, in simulations, the 
visual distance to the nearest battery pack is limited up to 
1.2m. 

 
 

Fig. 1. Environment. 
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3.3 Evolution 

For any evolutionary computation technique, a 
chromosome representation is needed to describe each 
individual in the population. The genome of every 
individual of the population encodes the weight 
connections of neural controller. The genome length is 
52 and the connection weights ranged from -10 to 10. For 
the protecting task, the target distance dt between the CR 
robot and the protected robot is considered 0.3m. In order 
to minimize the difference between the target and real 
distance dr the fitness, f1, is considered as follows: 

∑
=

−=
st

i

i
r

i
t ddf

max_

1
1                                (1) 

where max_st is the maximum number of steps.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The fitness of battery capturing task, f2, is simply the 

number of battery packs captured during the individual 
lifetime. If an individual happens to hit the protected 
agent or the wall, the trial is terminated and a low fitness 
is attached. Therefore, such individuals will have a low 
probability to survive. The set of genetic parameters used 
are: Nger=100, Npop=50, σshared=0.4.  
 

4. Results 
In this section, we first discuss the best solutions 

obtained from the MOEA in terms of multiple task 
performance. All the simulations were performed in a 
Pentium 4 3.2GHz computer. 
Fig. 2 shows the Pareto optimal front for generations 1, 
30 and 100, averaged for five different runs of MOEA. 

Initial CR 
robot position

Abat 
Dbat 
Cbat 
Arob 
Crob 
PS1 
PS2 
PS3 
PS4 
PS5 
DS 

H2 

H3 
H4 

H1 

Rmotor 

Lmotor 

time step 

(b)

 Abat Dbat Cbat Arob Crob PS1 PS2 PS3 PS4 PS5 DS Rmotor Lmotor 
(c)

(a)

Fig. 3. CR multiple task performance (Box3). (a) CR trajectory. (b) Unit activation. (c) Hinton diagram of 
connection weights. 
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During the first 30 generations there is a great 
improvement on the quality and distribution of Pareto 
optimal solutions. From this figure, it can be deduced 
that MOEA is equally capable of finding the best solution 
for each objective when two conflicting objectives are 
considered, simultaneously. 

The behavior of CR controlled by the neural controller 
of Box 3 solution is shown in Fig. 3(a). The CR robot, 
while follows the protected agent, captured eight of the 
battery packs distributed in the environment. Fig. 3(b) 
shows that all sensory units are activated during the CR 
motion. The proximity and distance sensors helped the 
CR robot not to hit the protected robot while it moves 
very close and perpendicular to the moving direction of 
the protected robot (around 150 steps and 575 steps). The 
Hinton diagram of Box 3 neural controller (Fig. 3(c)) 
shows the Dbat has strong weight connections with hidden 
units. This leads us to the conclusion that CR robot 
switches between two tasks based on the activation of 
Dbat unit.  
 
4.1 Neural and Task Complexity 
 
In the following, the results of applying MOEA to evolve 
efficient neural controllers are presented. In difference 
from previous approaches, where the fitness function of 
obstacle avoidance task and the structure of neural 
controller are included in a single fitness function, we 
considered the structure of the neural controller as a 
separate objective function. The complexity of evolved 
neural structure generated by MOEA could be also used 
as an index to measure empirically the task complexity.  

In addition of 52 genes encoding the weight 
connections of the neural network, the genome encodes 
15 binary genes (11 for sensory input neurons and 4 for 
the hidden neurons), which indicate if an input or hidden 
unit exists in the network or not. 

The objective function f3 is considered as follows: 
hi nrnrf +=3                              (2) 

where nri ,nrh are the number of input and hidden units.  
Fig. 4 shows that as the neural controller complexity 

increases, the solutions move to the upper-left corner, 
which means a better performance. Not surprisingly, the 
most complex neural networks control the CR robot to 
perform both tasks by switching between them based on 
the environment conditions. The neural network has 
seven units in the input and hidden layers and the CR 
robot captured fourteen battery packs while trying to 
keep a short distance from the protected robot. In 
addition, the number of units to complete only the 
protecting task is larger than that of battery capturing 
task, five and four units, respectively.  

 

 
Fig. 4. Performance of neural controllers with different number of 
sensory and hidden units. 
 
5.  Conclusion 
 

This paper has experimentally investigated the 
effectiveness of applying MOEA to address the robot 
multiple tasks performance problem. We considered two 
different tasks for the CR robot that has to protect 
another robot and capture the distributed battery packs. 
In particular, we demonstrated that in a single run of 
MOEA are generated robust neural controllers with 
completely different characteristics ranging from 
performing each of all considered tasks to simultaneously 
performing different tasks by flexibly switching between 
them. In addition, the MOEA generated efficient neural 
controllers with minimum number of sensory and hidden 
units for multiple tasks performance.  
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Abstract 

 

Recent years, researches about biped robot are 

extensively studied at the enterprise and the university.  

The purpose is human assistance, but it aims 

entertainment now.  

Modern society is created for human to live easily. 

Therefore, to assist human, we need robot that is suitable 

for life space.  

The vertical projection area of biped robot on the floor 

side is small, therefore, biped robot can move crooked 

road and narrow road.  So we think it is best system on 

life space that has many irregular ground.  

In this paper, we calculate Center of Gravity and Zero 

Moment Point by simulation. 

 

 

1. Introduction 

 

Recent years, researches about biped robot are 

extensively studied at the enterprise and the university. 

The purpose is human assistance, but it aims 

entertainment now.  

Modern society is created for human to live easily. 

Therefore, to assist human, we need robot that is suitable 

for life space.  

In the past research, wheel type robot was a 

mainstream. As a reason, the major factor is easy and 

steady to control. But, the fault is not able to move at 

irregular ground.  

The vertical projection area of biped robot on the floor 

side is small, therefore, biped robot can move crooked 

road and narrow road.  So we think it is best system on 

life space that has many irregular ground. But, it is 

difficult to control. 

In this paper, we made the biped robot with 

servomotor to generate walking motion by application 

software, and calculate Center of Gravity and Zero 

Moment Point by simulation. 

 

 

 

2. Theory 

 

2.1 ZMP (Zero Moment Point) 

 

ZMP is a point to replace the floor reaction force of 

the normal element that joined on the backside of the 

foot.  

Support polygon is shown in Fig.1. Left square shows 

the footprint of the left leg, and Right square shows the 

footprint of the right leg. 

Operation that ZMP is not in support polygon cannot 

be achieved. 

 

 

 

 

 

 

 

 

Fig.1 Support polygon 

 

2.2 Rate of stance phase 

 

Human's walking consists of state of one leg and state 

of both legs. State of one leg calls single stance phase, 

and state of both legs calls double stance phase. 

Single stance phase is a period standing with one leg, 

and goes ahead. Double stance phase is a period standing 

with both legs, and switches axopodium. 

Static walking cycle is always to keep balance. 

Dynamic walking cycle is presupposes to keep motion. 

Human’s walking cycle (static and dynamic) are 

shown in Table 1 and Table 2. 

 

Table 1 Human’s walking cycle (static) 

Double stance phase Single stance phase 

40% 60% 
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Table 2 Human’s walking cycle (dynamic) 

Double stance phase Single stance phase 

20% 80% 

 

 

3. Specific of biped robot and simulation 

 

Specific of biped robot is shown in Table 3. Setting of 

simulation is shown in Table 4. 

 

Table 3 Specific of biped robot 

Actuator Servomotor  

Computer Intel Pentium Ⅲ 487MHz 

Mother board HSWB-01 

Application software HSWB-01C 

  Height 449[mm] 

  × 

Size Width 200[mm] 

  × 

  Length 120[mm] 

Degree Hip joint 3×2 

of Knee joint 1×2 

Freedom Ankle joint 2×2 

 

 

Table 4 Setting of simulation 

Language Borland C++ Builder5 

Length of thigh 0.145[m] 

Length of shin 0.155[m] 

Degree Hip joint 3×2 

of Knee joint 1×2 

Freedom Ankle joint 2×2 

 

We made Setting of simulation same as Specific of 

biped robot. 

 

 

 

 

 

 

 

4. Experiment 

 

4.1 Experiment of biped robot 

 

We use HSWB-01C to control the biped robot. This 

application software is to control servomotor equipped in 

the biped robot.  

First of all, we set home position to create motion of 

the biped robot. Next, we create the position of 

servomotor by the hour.  

We can create various motions by the position of the 

servomotor. We set position by the trial and error. 

In this paper, we use this method shown in Fig.2 to 

move biped robot. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.2 Method of motion creation 

 

Figure of biped robot's joints are shown in Fig.3.  

 

 

 

 

 

 

 

 

 

 

 

 

Fig.3 Figure of biped robot's joints 
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STEP 2. Create the position of 

servomotor by the hour 
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4.2 Experiment of simulation 

 

Size and Degree of Freedom are done as well as biped 

robot, and perform the advancement operation for 5 

seconds. We gain the result of ZMP and Center of 

Gravity, in that time. 

Screen of simulation is shown in Fig.4. 

 

 

 

 

 

 

 

 

 

 

 

(a) Top view 

 

 

 

 

 

 

 

 

 

 

 

 

(b) 3D view 

Fig.4 Screen of simulation 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5. Result 

 

5.1 Result of biped robot 

 

Angle change graph of Right-and-Left (Hip joint, 

Ankle joint 2) and Angle change graph of 

Backward-and-Forward (Hip joint 2, Knee joint, Ankle 

joint) are shown in Fig.5. 

Position of servomotor (Fig.3) and the color of graph 

(Fig. 5) are corresponding. 

Fig.5 (a) shows the change in Right-and-Left. Fig.5 (b) 

shows the change in Backward-and-Forward. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(a) Right-and-Left 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(b) Backward-and-Forward 

Fig.5 Angle change graph 
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Table 5 Robot’s walking cycle result 

Double stance phase Single stance phase 

41% 59% 

 

The result of this experiment is similar to the ratio of 

double stance phase and single stance phase in human's 

static walking. 

 

5.2 Result of simulation 

 

Result of simulation is shown in Fig.6. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.6 Result of simulation 

 

 

6. Conclusions 

 

In this paper, we researched about walking motion. 

We transmit instruction value to the biped robot, and 

generate walking motion by application software. And, 

we perform walking simulation. 

Comparing with human walking motion and biped 

robot’s walking motion, the ratio of this result is similar 

to the ratio of double stance phase and single stance 

phase in human's static walking. 

It is necessary to research about Center of Gravity and 

Zero Moment Point more. 

In the future, we complete motion of biped robot by 

using these results. 

 

 

 

 

 

 

 

 

Reference 

 

[1] Nikkei mechanical ･ Nikkei design joint 

compilation, ”Robolution” , Nikkei BP Co. , 

P.40~41, 2001 

[2] Ryuichi Nakamura, Hiroshi Saito, “Basic 

Kinematics”, Ishiyaku publication Co.Ltd, 

P.334~342, 2002 

[3] T.Shinohara, "Real-time orbit generation of biped 

robot", 2001 

[4]  

 

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02

0.03

0.04

0 0.1 0.2 0.3 0.4 0.5 0.6

Backward-and-Forward

R
ig

h
t-

an
d-

L
e
ft

Center of Gravity

Zero Moment Point

http://www.ops.dti.ne.jp/~manva/robot/zmp.htm 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 596



A New Technique for Adjusting the Learning Rate of RPEM Algorithm
Automatically

Xing-Ming Zhao1,2, Yiu-ming Cheung3, Luonan Chen1,2,4, Kazuyuki Aihara1,2

1. Aihara Complexity Modelling Project, ERATO, JST, Japan
2. Institute of Industrial Science, The University of Tokyo, Japan

3. Department of Computer Science, Hong Kong Baptist University, Hong Kong, China
4. Department of Electrical Engineering and Electronics, Osaka Sangyo University, Japan

Abstract

Recently, a new Rival Penalized Expectation Maxi-
mization (RPEM) algorithm has been proposed for es-
timating the parameters of the normal mixture model,
meanwhile determining the number of classes auto-
matically. The RPEM is an adaptive algorithm uti-
lizing a small constant learning rate. To speed up its
convergence speed, this paper proposes a new method
to dynamically adjust the learning rate of the RPEM
algorithm on line. The numerical results have shown
the promising results of the proposed algorithm.

1 Introduction

Mixture models have been widely used in data min-
ing [1], image processing [2], gene expression analysis
[3], and so forth. In the literature, the Expectation-
Maximization (EM) algorithm [4] has been widely
used to estimate the parameters of the normal mix-
ture model, which, however, needs to pre-assign class
number. Generally, the EM algorithm almost always
leads to a poor result if the class number is not ap-
propriately pre-assigned. Recently, a new Rival Pe-
nalized Expectation-Maximization (RPEM) algorithm
was proposed by Cheung [2] [5]. The RPEM algo-
rithm can determine the number of classes automat-
ically by gradually fading out the redundant compo-
nents from the mixture during the parameter learning
process. In [2] [5], the RPEM utilizes a small constant
learning rate to ensure the algorithm’s convergence,
which, however, needs more iteration steps. Indeed,
we can dynamically adjust the learning rates to speed
up the performance convergence of the RPEM. In this
paper, we present a new method accordingly for such
a task. Hereinafter, we denote the RPEM algorithm
with dynamic adjustment of learning rate as RPEM-
DLR algorithm.

2 The RPEM-DLR Algorithm

The mixture model assumes that each group of data
is generated by an underlying probability distribution.
Suppose the number of classes is k, and the number
of samples is N . In the RPEM algorithm, the likeli-
hood function for a mixture model can be defined in
a weighted form, i.e.,

l(Θ;x) =
∫ k∑

j=1

g(j|x,Θ)lnp(x|Θ)dF (x), (1)

with

p(x|Θ) =
k∑

j=1

αjp(x|θj) , (2)

k∑

j=1

αj = 1,∀ 1 ≤ j ≤ k, αj > 0 , (3)

and

k∑

j=1

g(j|x,Θ) = 1, (4)

where Θ = {αj , θj}k
j=1 is the set of model parame-

ters, F (x) is the cumulative probability function of x,
p(x|θj) is a multivariate probability density function
(pdf) of x, αj is the proportion that x comes from
Class j, and gs are designable weights. The details
can be found in [5].

The RPEM algorithm in normal mixture models
can be summarized as follows:

• Initialization: Given a specific k (k ≥ k∗, k∗ is
the true class number), we initialize Θ. Then, at
each time step t, we implement the following two
steps:
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• Step 1: Fixing Θ(old), calculate h(j|xt,Θ(old)),
g(j|xt,Θ(old)) and α

(old)
j , where

α
(old)
j =

exp(β(old)
j )

∑k
i=1 exp(β(old)

i )
. (5)

• Step 2: Fixing h(j|xt,Θ(old))s, update Θ

β
(new)
j = β

(old)
j + η1[g(j|xt,Θ(old))− α

(old)
j ] , (6)

µ
(new)
j = µ

(old)
j +η2g(j|xt,Θ(old))Σ−1(old)

j (xt−µ
(old)
j ) ,

(7)

Σ−1(new)
j = [1 + η2g(j|xt,Θ(old))]Σ−1(old)

j

−η2g(j|xt,Θ(old))Ut,j ,

where Ut,j = [Σ−1(old)
j (xt − µ

(old)
j )(xt −

µ
(old)
j )T Σ−1(old)

j ], η1 and η2 are small positive
learning rates with η1 ¿ η2 ≤ 1. The procedure
repeat until Θ converges.

In RPEM algorithm, it can be seen that the learning
rate is generally a fixed small positive constant. Actu-
ally, the choice of the learning rate can affect the con-
vergence performance of the RPEM. In general, there
is a tradeoff between the residue deviation and rate of
convergence [6]. When using a fixed learning rate, it
should be small enough for the algorithm to converge.
The smaller the learning rate, the smaller the residue
deviation, but the slower the convergence speed. It is
usually difficult to determine an optimal learning rate
in advance because it is problem dependent.

According to the condition for the asymptotic con-
vergence provided by a standard theorem [7] from
stochastic approximation theory, the learning rate
should satisfies:

lim
it→∞

η(it) = 0, and
∞∑

it=1

η(it) = ∞, (8)

where it is the it-th epoch. Under the circumstances,
we propose a new method here for adjusting the learn-
ing rate dynamically. The learning rate is defined as:

η(j, it) = η(j, it− 1) ∗ 1− α(j)
1 + α(j)

,

1 ≤ j ≤ k, and 1 ≤ it < ∞,

where η(j, it) is the learning rate for the j-th compo-
nent in the it-th epoch, and αj is the proportion that
x comes from Class j. The initial learning rate η0 is
set at a fixed small positive constant. Therefore, the
learning rate will be adjusted dynamically according
to αj in each epoch.

3 Experimental Results and Discus-
sions

In this section, two sets of data were used to inves-
tigate the performance of the RPEM-DLR algorithm.
First, we generated 1,000 synthetic data points from
a mixture of three bivariate Gaussian densities:

p1(x|Θ) = 0.3G[x|
(

1
1

)
,

(
0.10 0.05
0.05 0.20

)
]

+0.4G[x|
(

1.0
5.0

)
,

(
0.10 0.0
0.0 0.10

)
]

+0.3G[x|
(

5.0
5.0

)
,

(
0.10 −0.05
−0.05 0.10

)
].

Suppose the number of seed points was set k = 10
and k = 20, respectively. We initialized each of Σjs
to be an identity matrix, and all βjs to be zero. The
initial learning rate η0 was set at 0.01. With the same
initial parameters, the performance of the RPEM-
DLR algorithm was compared to that of the RPEM
algorithm. The results obtained by RPEM-DLR and
RPEM are shown in Figure 1, where the points marked
by ‘+’ are the learned cluster centers via RPEM-DLR
and EM, respectively. As shown in Figure 1, both
the RPEM algorithm and RPEM-DLR can locate the
cluster centers correctly by pushing away the redun-
dant seed points when the pre-assigned class number
is larger than the true mixture number, i.e., k = 3.

0 2 4 6 8

0

5

10
Positions of the 10 seed points learned by RPEM−DLR

0 2 4 6 8

0

5

10
Positions of the 20 seed points learned by RPEM−DLR

0 2 4 6 8

0

5

10
Positions of the 10 seed points learned by RPEM

0 2 4 6 8

0

5

10
Positions of the 20 seed points learned by RPEM

Figure 1: Convergent positions of the seed points
learned via RPEM and RPEM-DLR for the data gen-
erated by p1.

Furthermore, we investigated the computation time
taken by RPEM and RPEM-DLR algorithm during
the learning procedure. The number of the seed points
was set at 5, 10, 20 and 30, respectively. Table 1
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Table 1: The comparison of computation time of
RPEM and RPEM-DLR (seconds)

number of methods
seed points RPEM RPEM-DLR

5 101.5961 11.1861
10 239.0037 33.9889
20 402.2885 112.7221
30 1.0397e+003 225.6845

5 10 15 20 25
0

0.005

0.01

5 seed points
10 20 30 40 50

0

0.005

0.01

10 seed points

20 40 60 80 100
0

0.005

0.01

20 seed points
50 100 150

0

0.005

0.01

30 seed points

Figure 2: Learning curves of ηjs via RPEM-DLR for
the data generated by p1

shows the comparison of the computation time by
RPEM and RPEM-DLR under the same conditions.
As shown in Table 1, the computation time taken
by RPEM-DLR is much less than that of the RPEM
algorithm, i.e. our proposed RPEM-DLR algorithm
largely reduces the calculation time. In a word, our
proposed RPEM-DLR algorithm is really efficient, and
speeds up the learning of the RPEM technique.

We further investigated the corresponding values of
ηjs learned via RPEM-DLR when the number of seed
points was set at 5, 10, 20 and 30, respectively. As
shown in Figure 2, the values of ηjs corresponding to
the extra seed points approached to zero slower than
those of the true ones, which was reasonable because
the learning rate was a monotonously dropping func-
tion of αjs. It can seen from Figure 2 that the learn-
ing rate was adjusted dynamically during the learning
procedure, which speed up the learning of the RPEM.

Upon the data clusters well-separated above, we
further investigated the performance of the RPEM-
DLR algorithm on the data clusters that were consid-
erably overlapped. We generated 1,000 synthetic data
points from a mixture of three bivariate Gaussian den-
sities:

p2(x|Θ) = 0.3G[x|
(

1
1

)
,

(
0.15 0.05
0.05 0.20

)
]

+0.4G[x|
(

1.0
2.5

)
,

(
0.15 0.0
0.0 0.15

)
]

+0.3G[x|
(

2.5
2.5

)
,

(
0.15 −0.1
−0.1 0.15

)
]

The number of seed points was set at 10 and 20,
respectively. We initialized each of Σjs to be an iden-
tity matrix, and all βjs to be zero. The initial learn-
ing rate η0 was set at 0.01. Again, The performance
of the RPEM-DLR algorithm was compared to that of
the RPEM algorithm. The results obtained by RPEM-
DLR and RPEM are shown in Figure 3. It can be seen
from Figure 3 that both the RPEM and RPEM-DLR
algorithm can stabilize at the corresponding cluster
centers when the number of seed points is larger than
the true mixture number.
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Figure 3: Convergent positions of the seed points
learned via RPEM and RPEM-DLR for the data gen-
erated by p2.

The computation time taken by RPEM was com-
pared to that of the RPEM-DLR algorithm during the
learning procedure. The number of the seed points was
set at 5, 10, 20 and 30, respectively. Table 2 shows the
comparison of the computation time by RPEM and
RPEM-DLR under the same conditions. As shown in
Table 2, the computation time taken by RPEM-DLR
is much less than that of the RPEM algorithm, which
shows again that our proposed RPEM-DLR algorithm
can adjust the learning rate dynamically and speed up
the learning of RPEM.

Furthermore, Figure 4 shows the learning curves of
ηjs when the number of seed points was set at 5, 10, 20
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Table 2: The comparison of computation time of
RPEM and RPEM-DLR (seconds)

number of methods
seed points RPEM RPEM-DLR

5 124.5791 9.3735
10 152.4893 25.9974
20 486.4795 111.0196
30 1.0870e+003 266.6434

0 10 20 30
0

0.005

0.01

5 seed points
0 20 40 60

0

0.005

0.01

10 seed points

0 50 100
0

0.005

0.01

20 seed points
0 50 100 150

0

0.005

0.01

30 seed points

Figure 4: Learning curves of ηjs via RPEM-DLR for
the data generated by p2

and 30, respectively. As shown in Figure 4, the learn-
ing rates changed as we expected, and the RPEM-
DLR technique can adjust the learning rate dynami-
cally in the learning procedure. It can be concluded
from the above experiments that the RPEM-DLR al-
gorithm outperforms RPEM in terms of computation
time, and adjusts its learning rate dynamically in the
learning procedure.

4 Conclusions

This paper proposed a new method to dynamically
adjust the learning rate of RPEM algorithm. Com-
pared to the constant learning rate as used in the
RPEM algorithm, our proposed method can efficiently
speed up the performance convergence of RPEM algo-
rithm. The numerical results have demonstrated its
efficacy.
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Abstract
Avian influenza H5N1 has caused large outbreaks

in birds in Southeast Asia. This virus is highly viru-
lent in humans who have been infected directly from
birds. But, the virus has not achieved human-to-
human transmission. If a new virus of bird flu ca-
pable of human-to-human transmission appears, this
change could cause pandemic influenza. We propose
the SEIR epidemic model of influenza transmission to
assess the influence of facility closure as a containment
strategy. Mathematical models are important tools in
analyzing the spread and control of infectious diseases.
If the fraction of infected individuals exceeds the set
threshold, we execute the facility closure for the set
period and there are assumed to be no transmission
among a population. If the basic reproduction num-
ber R0 was assumed to be 2.0, our model suggested
that it was not necessarily the case that long period of
facility closure reduced the prevalence. The final size
of an epidemic depended on the number of infected
individuals when the susceptible fraction was equal to
1/R0.

1 Introduction

The threat of pandemic influenza has increased for
decades [1]. H5N1 highly pathogenic avian influenza
is causing outbreaks among poultry in Southeast Asia.
The transmission from birds to human and other mam-
malian species has been sporadic. The virus has not
required the ability to be transmitted from human
to human. But, if mutation of the virus occurs, the
novel variant could be capable of sustaining human-to-
human transmission. Besides, pandemic influenza can
cause a public health crisis because many people are
immunologically naive to the new virus. Although an-
tiviral drugs offer protection against infection, produc-
tion delays would limit availability in the first months

of pandemic [2].
Influenza prevention and containment strategies

can be considered under the broad categories of antivi-
ral, vaccine, and nonpharmaceutical measures. In this
study, we focus on nonpharmaceutical measures, espe-
cially in the facility closure. For example, schools are
known to be the primary context of influenza transmis-
sion [3]. However, no data or analyses exist for recom-
mending illness thresholds or rates of change that lead
to considering closing or reopening schools [4].

The purpose of this study is to clarify the impact of
facility closure by changing the threshold or the dura-
tion of closure. Here we construct a simple epidemic
model of influenza transmission with deterministic dif-
ferential equations. Mathematical models and com-
puter simulations are useful tools for building and test-
ing theories, assessing quantitative conjectures, an-
swering specific questions, and determining sensitivi-
ties to changes in parameter values [5]. The model for-
mulation process clarifies assumptions, variables, and
parameters. We can use mathematical models in com-
paring, planning, implementing, and evaluating vari-
ous detection, prevention, and control programs.

2 Model and general theory

We use a mathematical model called the SEIR epi-
demic model, which is represented as follows:

dS

dt
= −βSI, (1)

dE

dt
= βSI − σE, (2)

dI

dt
= σE − γI, (3)

dR

dt
= γI. (4)
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S(t), E(t), I(t), and R(t) are the number of suscep-
tible, exposed, infective, and recovered individuals,
respectively. This model is based on the Kermack-
McKendrick model [6].

The susceptible class S contains individuals who
have a risk of becoming infected. When there is a
contact of a susceptible with an infective so that trans-
mission occurs, the individual enters the exposed class
E in the latent period. An exposed individual is in-
fected but non-contagious. After the latent period, the
individual enters the infective class I in the infection
period. An infective individual is contagious, that is
capable of transmitting the infection. After the infec-
tion period, the individual enters the recovered class
R. A recovered individual is permanently immunity
to further infection.

Movements out of the class E and I are governed
by σE and γI, respectively. It is shown that these
terms correspond to exponentially distributed waiting
times. For example, the transfer rate γI corresponds
to P (t) = e−γt as the fraction that is still in the infec-
tive class t units after entering this class and to 1/γ
as the mean waiting time. We define the duration of
latent period and infection period as 1/σ and 1/γ.

The key value governing the time evolution of these
equations is the basic reproduction number R0, which
is defined as the mean number of secondary infections
generated by a primary infection in a susceptible pop-
ulation [7]. R0 for the SEIR model is given by

R0 =
βN

γ
, (5)

where N is the total number of individuals so that
N = S(t) + E(t) + I(t) + R(t). If R0 < 1, one in-
fected individual will infect fewer than one suscepti-
ble individual before recovering. The infection will
die out certainly. If R0 > 1, one infected individual
will infect more than one susceptible individual before
recovering. There is some possibility of a major epi-
demic. Therefore, R0 is considered as the threshold
that determines whether an infection can persist in a
population or not.

We propose the new epidemic model with facility
closure. If the proportion of infective individuals ex-
ceeds the threshold of closure θ, we assume that facil-
ities are closed for d days and that there is no trans-
mission among the people. The dynamics with closure
is represented as follows:

dS

dt
= 0, (6)

dE

dt
= −σE, (7)

dI

dt
= σE − γI, (8)

dR

dt
= γI. (9)

If the proportion of infective individual is less than the
threshold after the facility closure of d days, facilities
reopen and the transmission occurs again. The dy-
namics with or without closure follows equations (1)-
(4). Figure 1 shows the dynamics with or without
closure schematically.

Closed

Not Closed S E I R
β SI σ E γ I

S E I R
0 σ E γ I

Figure 1: The dynamics of the SEIR epidemic model
with or without closure

3 Results

We performed a numerical simulation to investigate
the dynamics of our epidemic model. As an initial
state, we set {S(0), E(0), I(0), R(0)} = {99, 1, 0, 0}.
Since recent estimates of the basic reproduction num-
ber of the 1918 pandemic strain were in the range 2-3
[8], we assumed that R0 = 2.0. We also assumed dis-
tributions of infectiousness consistent with previous
studies [9], giving mean latent and infection periods
of 1.9 days and 4.1 days, respectively. These assumed
parameters are shown in Table 1. We estimated the
value of β, σ, and γ from equation (5) and Table 1.

Table 1: Parameters for transmission
Parameters Description Value
R0 Basic reproduction number 2.0
1/σ Mean latent period 1.9
1/γ Mean infection period 4.1

Figure 2 shows the transition of the susceptible frac-
tion, exposed fraction, infective fraction, and the sum
of exposed and infective fraction without facility clo-
sure. The horizontal auxiliary line shows that the sus-
ceptible fraction is 0.5 and the vertical auxiliary one
shows the day when it is 0.5. Both the susceptible frac-
tion and infective fraction has the maximum on about
30th day. About 80% of a population is infected on
the 180th day.
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Figure 2: The transition of susceptible fraction, ex-
posed fraction, infective fraction, and the sum of ex-
posed and infective fraction without facility closure

Figure 3 shows the relation between the threshold of
closure and the prevalence, which is the proportion of
recovered individuals. We examined three parameters
for the duration of closure d, i.e. three, five, and seven
days. The prevalence doesn’t reduce monotonically
with reducing the threshold of closure regardless of the
closed period. Many of the long term closure reduce
the prevalence broadly if the threshold of closure is
fixed. But, there is a little possibility that the long
term closure produce somewhat high prevalence than
short term one.

Figure 4 shows the transition of susceptible fraction
and the sum of exposed and infective fraction with
facility closure for five days. Thresholds of closure θ
were assumed to be 0.06, 0.07, and 0.09. When the
threshold is 0.06, the facility closure is implemented
twice on the 20th and 40th day.

 0.5

 0.6

 0.7

 0.8

 0.9

 0  0.02  0.04  0.06  0.08  0.1  0.12  0.14

P
re

va
le

nc
e

Criterion of Closure

d = 3
d = 5
d = 7

Figure 3: The relation between the threshold of closure
and the prevalence

4 Discussion

Figure 2 represents that the number of exposed and
infective individuals reaches a peak on the 30th day.
After this time, the following formula is formed:

dE

dt
+

dI

dt
< 0. (10)

From equations (2), (3), and (5), we can obtain the
following formula:

S

N
<

1
R0

. (11)

This formula indicates that the number of exposed and
infective individuals start to reduce when the suscepti-
ble fraction is less than 1/R0. This threshold of reduc-
tion is 0.5 because we assumed that R0 = 2.0. This
analytical solution gives good agreement with experi-
mental results in Figure 2.

From equations (10) and (11), at least a half of a
population is infected in this model. Therefore, the
number of exposed and infected individuals when the
susceptible fraction is equal to 1/R0 is important value
to reduce the prevalence.

Figure 4 is an example of why zigzag lines are drawn
in Figure 3. First, the transition of the sum of exposed
and infective fraction achieves a peak twice when the
threshold of closure θ is 0.09 or 0.07. If the thresh-
old changes from 0.09 into 0.07, the sum of exposed
and infective fraction in the first peak is reduced but
in the second peak is increased. In the second peak,
both susceptible fraction is the same by 0.5, and more
prevalence is produced by more exposed and infective
individuals with θ = 0.07 than with θ = 0.09. Sec-
ond, if we reduce θ from 0.07 much further more, the
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Figure 4: The transition of susceptible fraction and
the sum of exposed and infective fraction with facility
closure for five days

transition of the sum of exposed and infective frac-
tion achieves a peak three times as θ = 0.06 in Fig-
ure 4. The sum of exposed and infective fraction with
θ = 0.06 is less in the third peak when the susceptible
fraction is equal to 0.5 than with θ = 0.07. These two
mechanism generate the zigzag line in Figure 3.

In this study, we reveal that the low prevalence is
generated by the small number of exposed and infec-
tive individuals when the susceptible fraction is equal
to 1/R0. However, since R0 of a future newly emer-
gent influenza strain is unknown, we can not change
the number of exposed and infective individuals pur-
posely. It seems to be the desirable measure to close
facilities at the low threshold and for a long term if at
all possible.

5 Conclusions

We propose the simple epidemic model based on the
SEIR epidemic model to explore the effect of facility

closure. Long period closure has the high possibility
to reduce the prevalence than short period closure.
However, there are some situations it is better to close
facilities for long period.

References

[1] Anthony S. Fauci (2006) Pandemic influenza
threat and preparedness. Emerging Infectious Dis-
eases 12(1):73-77
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Abstract

Robustness as a system-level property is mainly de-
termined by structural characteristics rather than fine-
tuning parameter values. The relative contribution of
network components or interactions to robustness re-
mains little studied. By decomposing an overall net-
work into smaller subnetworks and then analyzing ef-
fects of the interactions between them, relative impor-
tance of the network components for robustness prop-
erty of oscillations can be derived. Moreover, the im-
provement of robustness against perturbations can be
also made through modification of the structural char-
acteristics or regulatory interactions of the network.
Our analysis focuses on a molecular network that pro-
duces spontaneous oscillations in Dictyostelium dis-

coideum cells.

1 introduction

Robustness is a property that allows a system main-
tains its functions despite external or internal pertur-
bations and uncertainty [1]. It is a key to under-
standing cellular complexity and elucidating design
principles. Owing to intimate links to cellular func-
tions, robustness properties of many oscillatory net-
works through negative or interlocked feedback loops
have been extensively investigated [2]. Investigation
of robustness for general oscillators may focus on the
persistence of regular oscillations, which does not pre-
lude quantitative changes in period or amplitude to
occur. While for circadian oscillators, it may focus
on the period and amplitude sensitivities to evaluate
their precise time-keeping ability with respect to noises
or parameter variations. Most works mainly assess
robustness as a system-level property. The relative
contribution of network components or interactions to
robustness remains little studied.

2 A linear analysis approach to robust-

ness

We model a biochemical network as

ẋ = f(x, p), (1)

where x is the state vector containing the concentra-
tion or activity of all components in the network and
p are the parameters. Since our goal is to consider the
relative importance of interactions for robustness, we
decompose the overall network (1) into smaller sub-
networks Γi consisting of single components modelled
by

ẋi = fi(xi, ui, p). (2)

Each subnetwork Γi has components xi as its only
internal state and output, while all other components
are treated as inputs ui.

The linearization of system (1) around an equilib-
rium x0 is given by

∆ẋ(t) = A∆x(t) with A =
∂f(x(t), p)

∂x
|x0 , (3)

where ∆x(t) = x(t)−x0 denotes deviation of the con-
centrations or activities from the equilibrium x0. The
decomposition of the linearized system (3) into one-
component subnetworks Γi is as follows

∆ẋ(t) = Ã∆x(t) + (A − Ã)∆u, (4)

where Ã is a diagonal matrix containing the diagonal
entries of A. In this way, the linear biochemical net-
work (3) can be seen as an open-loop interaction free
network (4). In other words, we analyze the whole
network by breaking the feedback loop at each step,
viewing the effects of all other components on each xi

as input signals, and after analyzing the relative im-
portance of each component on the robustness prop-
erties of the oscillations, we do re-close the loop by
letting ∆u = ∆x.
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The key to our approach is standard feedback con-
trol theory. Following Laplace transformation, the lin-
ear open-loop system (4) then transforms to an alge-
braic equation in s

∆x(s) = L(s)∆u(s), (5)

where L(s) = (sI − Ã)−1(A− Ã). The element Lij(s)
corresponds to the transform function from the com-
ponent j to component i in the absence of any feedback
effects, i.e. the ratio of the output xi to the input xj .

According to the generalized Nyquist criteria, for a
stable open-loop network L(s), a sufficient condition
for instability under positive feedback is that one char-
acteristic locus λi(L(jω)) crosses the real axis to the
right of the point 1 at a single frequency ω = ωcrit. A
perturbation applied to element Lij(iωcrit) such that
this λi(L(jω)) moves to the point 1 on the real axis
corresponds to a stabilizing perturbation.

A perturbation that moves one characteristic locus
λi(L(jω)) at ω = ωcrit to the point on the real axis
corresponds to making the return difference I −L(jω)
singular at the ω = ωcrit, that is,

det(I − Lp(jωcrit)) = 0, (6)

where Lp is the perturbed open-loop system.
The required perturbation ∆ij is given by

∆ij(ωcrit) = −
1

[RGA(I − L(jωcrit))]ij
, (7)

where RGA(M) = M × (M−1)T and the × symbol
denotes element by element multiplication (Hadamard
or Schur product). Thus, elements with relative small
values of stabilizing perturbations |∆ij | correspond to
pairwise interactions that have a large influence on
stability and play an important role in destabilizing
the equilibrium. In other words, elements with rela-
tive small values of stabilizing perturbations |∆ij | are
sensitive to perturbations, while elements with relative
large values of stabilizing perturbations are more ro-
bust to perturbations. If all stabilizing perturbations
are large, the oscillations of the network will be more
robust.

3 Results

Adenosine 3′, 5′-cyclic monophosphate (cAMP) os-
cillations in Dictyostelium discoideum cells are neces-
sary for chemotaxis and further development of Dic-

tyostelium cells. The model, based on the network
depicted in Fig.1, induces spontaneous oscillations in

ERK2

CAR1 ACA

internal
cAMP

k1

external
cAMP

REG A

PKA

k11k13

k5 k9

k7 k3

k8 k10

k6

k2

k4

k14

k12

Figure 1: Molecular interactions generating cAMP os-
cillations in Dictyotelium discoideum cells. Compo-
nents are connected by regulatory interactions that are
direct or indirect. Arrows and bar heads indicate pos-
itive and negative regulation, respectively. Pulses of
cAMP are produced when adenlylate cyclase (ACA)
is activated after the binding of extracellular cAMP
to the surface receptor CAR1. When cAMP accumu-
lates internally, it activates the protein kinase PKA.
Ligand-bound CAR1 also activates the MAP kinase
ERK2. ERK2 is then inactivated by PKA and no
longer inhibits the cAMP phosphodiesterase REG A.
A protein phosphatase activates REG A such that
REG A can hydrolyse internal cAMP. When REG A
hydrolyses the internal cAMP, PKA activity is inhib-
ited by its regulatory subunit, and the activities of
both ACA and ERK2 go up.

cAMP observed during the early development of D.

discoideum [3]. The deterministic dynamics is gov-
erned by the following equations:

d[ACA]/dt = k1[CAR1] − k2[ACA][PKA],

d[PKA]/dt = k3[internal cAMP] − k4[PKA],

d[ERK2]/dt = k5[CAR1] − k6[PKA][ERK2],

d[REG A]/dt = k7 − k8[ERK2][REG A],

d[internal cAMP]/dt = k9[ACA] − k10[REG A][internal cAMP],

d[external cAMP]/dt = k11[ACA] − k12[external cAMP],

d[CAR1]/dt = k13[external cAMP] − k14[CAR1],

(8)

where ki (i = 1, · · · , 14) are kinetic constants. The
model is based on the common positive and negative
control elements.

For the oscillatory network shown in Fig.1, from the
linearization around the underlying equilibrium we ob-
tain ω = ωcrit = 0.8560 rad/min, at which the critical
characteristic locus λcrit(L(jω)) crosses the real axis to
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the right of the critical point (1, 0). The rank-ordered
stabilizing perturbations are shown in Fig.2(a). Even
the largest amplitude of stabilizing perturbations is
small (< 0.035), and it shows the poor robustness
properties of the model. Such result is also supported
in [4].

Different from the parameter sensitivity analysis
used in [2], by which the clues on the importance
of individual regulatory processes on the oscillations
and relative importance of individual regulatory pro-
cesses can be directly derived by the linear analysis
approach. The parameter sensitivity analysis needs
a large amount of computing, as shown in [2], while
the relative importance can be easily obtained by the
linear analysis approach, as shown in Fig.2(a). For in-
stance, the network shows a higher sensitivity toward
perturbations affecting external cAMP. It has shown
that constant high levels of external cAMP lead to at-
tenuation, whereas a brief pulse of cAMP can advance
or delay the phase such that interaction cells become
entrained [3]. The regulation of PKA inhibiting ERK2
enhances the robustness properties, although its role
in enhancing robustness is poor. The results show that
different regulatory mechanisms are of different impor-
tance for the robustness of the network.

From the Lyapunov’s indirect method, it follows
that local stability of an equilibrium can be deter-
mined from the linearization of the system around
the equilibrium. The system is locally unstable at the
equilibrium if its Jacobian has some eigenvalues in the
open right-half plane. Since oscillations can be traced
to destabilization of an underlying equilibrium, linear
stability analysis can be used to identify mechanisms
causing the oscillations by analyzing the destabiliz-
ing mechanisms of the underlying equilibrium. Linear
analysis, therefore, can also be used to determine the
mechanistic basis of the robustness property due to the
direct connection between robustness and functional-
ity.

3.1 Improvement of robustness

The PKA holoenzyme is composed of two tightly
bound regulatory subunits R and two catalytic sub-
units C. Different from the linear kinetics used in the
original model [3], we use second-order kinetics as an
approximation of the interactions of two molecules of
internal cAMP on each of the two regulatory subunits.
Thus, the rate of accumulation of the disassociated
catalytic subunit is proportional to the square of the
amount of internal cAMP. The catalytic subunits re-
bind with PKA independently, and hence their rate of
removal is assumed to be proportional to the amount
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Figure 2: The magnitude of the relative perturba-
tion |∆pq | required in element Lpq of the open-loop
model, i.e. the effect of component q on component
p in absence of feedback interactions, so stabilize the
closed-loop system, where x = [x1, · · · , x7] represents
the concentrations of the seven proteins: x1=[ACA],
x2=[PKA], x3=[ERK2], x4=[REG A], x5=[internal
cAMP], x7=[external cAMP], and x7=[CAR1]. (a)
At the nominal parameter values. (b) At k2 = 1.5
Mol−1min−1 and k3 = 1.6 min−1, all other parame-
ters at their nominal values.

of catalytic subunit present. The modified form of the
dynamics for PKA thus reads

d[PKA]/dt = k3[internal cAMP]
2
− k4[PKA]. (9)

Note that the changes in the mathematical description
capture the specific interactions between the internal
cAMP and PKA. Equation (9) and other equations in
Equations (8) except the second one define the struc-
ture of the modified model.

Still using the monotone control theory, we obtain
that the modification of the structural characteristics
does not change the number of equilibria. We still use
the two sets of parameter values, because the modified
model can produce similar oscillations at these values,
and obtain ωcrit = 1.0545 rad/min at the nominal pa-
rameter values. The perturbations required to stabi-
lize the underlying equilibrium for the modified model
at the same two sets of parameter values are shown in
Fig.3. We can see that the relative perturbations re-
quired are largely increased due to the modification of
the structural characteristics. A direct comparison of
Fig.2 and Fig.3 indicates that the slight modification
of the structural characteristics has a large impact on
the robustness property. Even the smallest perturba-
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tion required for the modified model is greater than
the largest one for the original model.

For the original model, although the magnitude of
the perturbations at the second set of parameter values
is relatively larger than at the nominal ones, the order
keeps unchanged. Although the order changes due to
the parameter variations, the order of the most impor-
tant pairwise interactions corresponding to L2,5, L6,1,
L7,6, L5,1, and L1,2, which involve the components
ACA, PKA, REK2, internal cAMP, external cAMP,
and CAR1, does not change despite the parameter
variations. These components are instrumental to gen-
erate oscillations and relatively sensitive to perturba-
tions. The large difference between the magnitude of
the relative perturbations for the original and modified
models further confirms that the structural character-
istics is the major determining factor for robustness
properties, although sometimes parameter variations
can also have some contribution to them.
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Figure 3: The magnitude of the relative perturbations
|∆pq | required for the modified model. (a) At the nom-
inal parameter values. (b) At k2 = 1.5 Mol−1min−1

and k3 = 1.6 min−1, all other parameters at their
nominal values.

The improvement of robustness properties by the
modification of structural characteristics can be also
supported by single parameter robustness analysis.
The bifurcation points and degrees of robustness for
the modified model are also shown in Table 1. We
can see that all of them are largely increased due to
the the modification of structural characteristics. it
is clear that the single parameter intervals in which
stable oscillations occur are largely increased.

Table 1: Comparisons of DOR for the two models

P NV original model modified model
kl

i ku
i DOR kl

i ku
i DOR

k1 2.0 1.92 k1,max 0.04 0.64 28.22 0.68
k2 0.9 0.72 1.60 0.20 0.08 20.18 0.91
k3 2.5 k3,min 2.76 0.09 k3,min 38.96 0.94
k4 1.5 k4,min 1.58 0.05 k4,min 4.64 0.68
k5 0.6 0.54 k5,max 0.10 k5,min k5,max 1.00
k6 1.0 0.10 0.86 0.07 0.00 3.24 0.75
k7 1.0 k7,min 1.10 0.09 k7,min 9.64 0.90
k8 1.3 1.18 k8,max 0.09 0.34 k8,max 0.74
k9 0.3 0.60 0.32 0.06 k9,min 1.18 0.75
k10 0.8 0.00 0.88 0.09 k10,min 7.72 0.90
k11 0.7 0.68 k11,max 0.03 k11,min k11,max 1.00
k12 4.9 2.64 5.18 0.05 1.52 13.38 0.63
k13 23.0 22.22 k13,max 0.03 9.32 k13,max 0.59
k14 4.5 2.58 4.78 0.06 1.46 12.42 0.64

Remarks. (1): ki,min = 0 and ki,max = 90, i =
1, · · · , 14. (2): Abbreviations: P, parameters; NV,
nominal values. (3) DORi = 1 − max

{

pl
i/pi, pi/pu

i

}

,
stable limit cycles occur parameter range (pl

i, p
u
i ).

4 Conclusion

A linear analysis approach was proposed to study
the relative importance of components for robustness.
A modification scheme which captures the specific in-
teractions between the internal cAMP and PKA was
developed to enhance robustness.
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Abstract

We study the synchronization of limit cycle oscilla-
tors in a fluctuating environment. When environmen-
tal conditions fluctuate due to various kinds of noise,
the dynamics of elements in the environment are in-
evitably perturbed and this may cause some synchro-
nization between them. We analyze this phenomenon
using models in which system parameters are subject
to external noise and fluctuate within a certain range.
Using the phase reduction method, we discuss the syn-
chrony of limit cycle oscillators and show that the Lya-
punov exponent is negative when amplitude of noise
is sufficiently small, namely, synchronization of limit
cycle oscillators in a fluctuating environment is stable.

1 introduction

Phase synchronization of limit cycle oscillators is a
ubiquitous phenomenon, found in a variety of biolog-
ical, chemical and physical fields, and has attracted
much attention for several decades since Winfree’s pi-
oneering work [1] in 1960s. Populations of limit cycle
oscillators that are subject to a strong periodic force
may be entrained to oscillate at the same frequency
as the periodic driving force. Alternatively, limit cy-
cle oscillators interacting with each other directly or
indirectly can synchronize precisely due to mutual in-
teractions among oscillators. In either case, external
or internal noise sources may disturb the phase syn-
chronization of the oscillators because the main effect
of noise on oscillation is phase diffusion. And there-
fore noise has long been considered to exert a negative
influence on synchronization of limit cycle oscillators.

However noise can play also an active role in syn-

chronization of non-interacting oscillators. Challeng-
ing works by Teramae and Tanaka [2] and Goldobin
and Pikovsky [3] have shown that oscillators under
the influence of common weak additive noise can syn-
chronize regardless of their intrinsic properties and
the initial conditions. Since this noise-driven synchro-
nization does not depend on the natural frequency of
oscillators, it obviously differs from entrainment to
an external periodic force. Using the phase reduc-
tion method, they proved in general that the maxi-
mal Lyapunov exponent of an orbit is always negative
with little constraints when they are subject to weak
Gaussian-white noise and this means the phase syn-
chronization of the oscillators.

In their works, noise perturbs states of elements
in the system directly and amplitude of fluctuations
are identical for all elements. However, in some natu-
ral systems, the influence of noise on elements should
be construed in a different way. In a variety of nat-
ural systems, environmental conditions such as tem-
perature and pressure, which determine the dynamics
of elements in the systems, are perturbed by various
kinds of noise sources. In such systems, noise does
not perturb system states directly but dynamics of
systems. Under such an environment, dynamical el-
ements, which exhibit oscillation, are perturbed indi-
rectly by those kinds of noise sources and amplitude
of fluctuations are depend on the states of elements.
Thus we investigate behaviors of non-coupling limit
cycle oscillators in a fluctuating environment and show
another scenario to reach synchronization. In a math-
ematical model, we can treat this situation by adding
noise on system parameters instead of system states.
Using the phase reduction method which is applicable
to an arbitrary oscillator [4, 5], we analytically calcu-
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late the Lyapunov exponent of the synchronizing state
and prove that the exponent is negative with some rea-
sonable restrictions. With system parameters fluctu-
ating within a structurally stable region under influ-
ence of external weak noise, phase synchronization of
limit cycle oscillators can occur.

2 Model Description

Population of N identical nonlinear oscillators with
fluctuating parameters is described as

ẋ(i) = F (µ;x(i)) (1)
µ̇ = η(µ, t) = −∇U(µ) + ξ(t) (2)

where i = 1, . . . , N and x(i) is a state vector of the i-th
element in this system. F is common dynamics of the
elements and µ is a parameter vector of the function
F . µ has its energy function U and is perturbed by
noise ξ. ξ is a vector of Gaussian white noise. The
elements of the vector are normalized as 〈ξk(t)〉 = 0
and 〈ξk(s)ξl(t)〉 = 2Dklδ(s− t), where D = (Dkl) is a
variance matrix of the noise components.

We assume that:
(a) µ is bounded within a bounded domain by the en-
ergy function U with probability 1,
(b) F has no bifurcation in the domain,
(c) F has a limit cycle attractor C(µ) in the domain,
(d) F is continuously differentiable by µ and x,
(e) Dkl is sufficiently small.
For these assumptions, we can assume that an attrac-
tor of F is always a limit cycle, which varies contin-
uously with changing of the parameter vector µ, and
that a state of an element is always sufficiently close
to the limit cycle C(µ).

3 Reduction To Phase Dynamics

Just as in the previous works, we use the phase
reduction method to analyze this system. However,
in this system, the limit cycle, on which the elements
are, varies constantly according to fluctuations of the
parameters. And this makes it difficult to define a
phase for an element. Thus, we should make some
preparations for phase reduction.

At first, with constant parameter vector µ, we can
define a phase for a point on C(µ) following stan-
dard procedure [4, 5]. In this article, we normalize
phase by the period of the limit cycle C(µ) so that
its range is [0,1], where 0 and 1 represents the same

phase. We represent a phase θ for a point x ∈ C(µ)
with constant parameter vector µ by θ = Θµ(x) and
its reverse function by x = Xµ(θ). If the parameter
vector µ is constant, phase dynamics are simply writ-
ten as θ̇(i) = ω(µ). Note that the zero phase point
Xµ(0)(= Xµ(1)) can be chosen arbitrarily.

Secondly, a phase for a point in neighborhood of
C(µ) can be defined using an isochrone of a point
on C(µ), i.e., identify a point x′ /∈ C(µ) to a point
x ∈ C(µ) in a way that the orbits from the two
points asymptotically coincide with the parameter vec-
tor fixed to µ (see Fig.1), we represent this map from a
point x′ /∈ C(µ) to a point x ∈ C(µ) by x = Ψµ(x′),
and let the phase of x′ be the phase of x = Ψµ(x′)
with constant parameter µ.

Figure 1: When the parameter vector is fixed to µ, a
phase of a point x′ in a neighborhood of C(µ) can be
defined by identifying its phase to a phase of a point
x which satisfies that the orbit from x asymptotically
coincide with the one from x′.

When the parameter vector varies from µ to µ+∆µ
at time t, a phase of an element varies according to
changing of the attractor C(µ) → C(µ + ∆µ). A
map from a phase with µ to a phase with µ + ∆µ
that describes phase slipping caused by varying the
parameters at time t can be defined as

θ′ = Φµ,∆µ(θ) = Θµ+∆µ(Ψµ+∆µ(Xµ(θ))). (3)

Fig.2 is an example of Φ. Note that, because the zero
phase point can be chosen arbitrarily as mentioned
above, we can always align the phase for µ + ∆µ to
satisfy Φµ,∆µ(0) = 0 (Φµ,∆µ(1) = 1) as we see in
Fig.2. With this alignment, a value ∆s = Φµ,∆µ(θ)−θ
means a phase shift caused by changing of the param-
eter vector µ → µ + ∆µ.

Imagine that the variation of the parameter vec-
tor µ → µ + ∆µ is occurred continuously during ∆t
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Figure 2: If the parameter vector varies from µ to
µ + ∆µ at time t, a phase of each point is redefined
by Eq.(3). Origin of phase for µ + ∆µ is aligned so
that Φµ,∆µ(0) = 0 (Φµ,∆µ(1) = 1) is satisfied. ∆s =
θ′ − θ means a phase shift caused by changing of the
parameters.

without moving an element x by F in order to extract
only the effect of phase shift from dynamics. Now we
should define a phase shift function not for µ and ∆µ
but for µ and µ̇. And this is derived by taking a limit
of ∆t to 0 as

φ(µ, µ̇, θ) = lim
∆t→0

∆s(µ,∆µ, θ)
∆t

. (4)

Using Eq.(4), we can reduce Eq.(1) as following:

θ̇ = ω(µ) + φ(µ, µ̇, θ) = ω(µ) + φ(µ,η, θ) (5)

where ω(µ) is a rotating velocity term determined by
µ and F , and φ(µ,η, θ) is a phase shift term deter-
mined by µ, µ̇ and F . In fact, this reduction is valid
only when ω(µ) is sufficiently larger than φ(µ,η, θ)
and the assumption (e) that we have in the previous
section ensures this.

4 Phase Synchronization Induced By
Fluctuating Environment

Suppose that the two phases have an infinitesimally
small difference ∆θ = θ2 − θ1 where θi obeys Eq.(5).
Then the Lyapunov exponent is defined as the long

time average of
d
dt

log ∆θ. By replacing the long time
average with the ensemble average with respect to ξ,
we can represent the Lyapunov exponent as

λ =
〈

d
dt

log ∆θ

〉
ξ

.

With following additional assumptions:
(f) φ is second-times continuously differentiable by θ,
(g) φ is continuously differentiable by µ and η,
we can obtain the following formula:

λ = −
∫

1

0

dθ

∫
dP (µ)

∑
k,l

Dkl
∂φ′(µ,0, θ)

∂ηk

∂φ′(µ,0, θ)
∂ηl

(6)

where φ′ means φ′ =
∂φ

∂θ
and P (µ) is a steady distri-

bution function of µ.
We have the last assumption here:

(i) φ(µ,η, θ) 6= 0 for almost every (µ,η, θ).
This assumption means that fluctuation of parameters
almost always causes phase shift. Since this assump-
tion ensures ∂φ′

(µ,0,θ)

∂ηk
6= 0 for almost every (µ,η, θ)

and the variance matrix Dkl is always positive definite,
λ is negative. This means that the phase synchroniza-
tion induced by perturbation of system parameters is
stable in an arbitrary oscillator system with the as-
sumptions we have.

5 Simulation

In this section, we demonstrate that phase synchro-
nization of limit cycle oscillators can occur when noise
strength is sufficiently small by numerical simulation
using van der Pol oscillator and measure the Lyapunov
exponents numerically.

Dynamics of van der Pol oscillator is described as

ẍ = γ(1 − x2)ẋ − x − bx3

where γ and b are system parameters. Within a certain
region of (γ, b), this system has a structurally stable
limit cycle attractor. This differential equation can be
rewritten in following form.½

ẋ1 = x2

ẋ2 = γ(1 − x2

1
)x2 − x1 − bx3

1

(7)

In order to implement a fluctuating environment, we
regard all coefficients in the terms in these differential
equations as parameters (µk) and attach some addi-
tional terms (µ1, µ3x

2

2
, µ8x

2

1
) as follows:½

ẋ1 = µ1 + µ2x2 + µ3x
2

2

ẋ2 = µ4(µ5 − µ6x
2

1
)x2 − µ7x1 − µ8x

2

1
− µ9x

3

1

And we adopt a “U-shape” function U(µ) =∑
k Uk(µ) with

Uk(µ) =

{
0 (|µk(t) − µk(0)| < 0.05)
2.5(µk(t) − µk(0))4 (otherwise)
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for the energy function of µ. Initially, the parameters
are set as: µ1 = µ3 = µ8 = 0, µ2 = µ5 = µ6 = µ7 =
1, µ4 = γ, µ9 = b so that dynamics at the initial time is
equivalent to the original equations Eq.(7). The sim-
ulation results are shown in Fig.3. At the initial time,
the elements in the system are not synchronized at all.
However, after long transient, they reach synchroniza-
tion almost completely.
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Figure 3: (a) and (b) show temporal evolution of pa-
rameters µ1, . . . , µ9 for [0, 50] and [1000, 1050] respec-
tively. They fluctuate all along the time by noise al-
though bounded by U . Temporal evolution of x2 of 16
orbits which start from points randomly chosen is plot-
ted in (c) and (d). The variance matrix of the noise is
set as Dkk = 0.01, Dkl = 0(k 6= l). The parameters γ
and b are γ = 0.2 and b = 1.

Fig.4 shows the Lyapunov exponents that are nu-
merically calculated for various noise strengths. When
noise strength is smaller than a certain value, λ de-
creases linearly with the increase of the noise strength
as indicated by Eq.(6). Meanwhile, when noise
strength is strong, λ increases with the increase of the
noise strength and too strong noise eventually desta-
bilize the synchronization of oscillators and the Lya-
punov exponent is no longer negative.

6 Summary

We analyzed phase synchronization induced by per-
turbation of system parameters by reducing the dy-
namics to phase dynamics. And we proved that when
noise that perturb parameters are sufficiently weak
and perturbation of parameters almost always causes
phase shift, the Lyapunov exponent becomes negative.

0
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-0.008

-0.01

-0.012

0 0.005 0.01 0.015 0.025 0.0350.02 0.03 0.04

Figure 4: The horizontal axis is Dkk (Dkl = 0) and
the vertical axis is the Lyapunov exponent λ. Each
point is obtained by taking an average of 25 trials.

This result is achieved regardless of details of dynam-
ics and initial distributions of elements.

In this article, we only treated the case in which
parameters fluctuate continuously under influence of
noise. Nagai and Nakao [6] discussed phase synchro-
nization induced by a fluctuating input which jumps
between two values at random moments and proved
that when intervals of the jumps are sufficiently large
and phase shift map is monotonic, the Lyapunov ex-
ponent of the system becomes negative. Using their
ideas, our model is also applicable to the case in which
parameters are perturbed discontinuously by noise.
Studies for this case will be reported in the future.
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Abstract

This paper theoretically describes calling behav-
iors of Japanese tree frogs Hyla japonica with a sim-
ple model of phase oscillators. Experimental analysis
showed that while isolated single frogs called nearly
periodically, a pair of interacting frogs called alter-
nately. We model these phenomena as a system of
coupled phase oscillators, where each isolated oscilla-
tor behaves periodically as a model of the calling of
a single frog and two coupled oscillators shows anti-
phase synchronization, reflecting the alternately call-
ing behavior of two interacting frogs. Then, we extend
the model to a system of three oscillators correspond-
ing to three interacting frogs and analyse the dynam-
ics. We also discuss a biological meaning of the calling
behaviors and its possible application to Artificial Life
and Robotics.

1 Introduction

Nonlinear dynamics like synchronization has been
both experimentally and theoretically analyzed in
many biological systems [1–7] with respect to possible
functions. In this paper, we consider calling behav-
iors of frogs from the viewpoint of nonlinear dynam-
ics. There have been some experimental studies on
synchronization of calls of frogs. Loftus-Hills studied
the synchronization in calling behaviors of frogs Pseu-

dacris streckeri [8], where tape-recorded calls were
used to evoke response of frogs. Lemon and Struger
studied acoustic entrainment to randomly generated
calls in frogs Hyla crucifer [9]. Here, we theoreti-
cally study spontaneous calling behaviors [10, 11] of
Japanese tree frogs Hyla japonica shown in Fig. 1
and discuss a possible application to artificial life and
robotics.

Figure 1: Japanese tree frog Hyla japonica.

2 Experimental Results

Male Japanese tree frogs Hyla japonica which were
collected from breeding assemblages in paddy fields in
Kyoto, Japan were used for the experiment. Sponta-
neous mating calls were recorded and analyzed.

Figure 2 shows an example of the waveforms of
the calls recorded from (a) a single frog calling alone
and (b) two interacting frogs calling together. While
a single frog called nearly periodically as shown in
Fig. 2(a), two frogs called alternately as shown in
Fig. 2(b). The detail of the experiment was reported
elsewhere [10, 11].

3 Mathematical Modeling of Frogs’

calling behaviors

3.1 Phase oscillator model

We model the calling behaviors of frogs as phase
oscillators. The calling of a single frog is regarded
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Figure 2: The waveforms of the calls of (a) a single frog and (b) two interacting frogs. A single frog called nearly
periodically, and a pair of frogs called alternately.

as a periodic phase oscillator, and the calling of two
interacting frogs as two coupled phase oscillators.

First, we consider the situation that each frog calls
alone. The calling behavior of respective frogs is de-
scribed as a phase oscillator with the phase variable θ
with θ ∈ S

1 = (R mod 2π) = [−π, π]/{−π ≡ π} [6]
as follows:

dθ

dt
= ω, (1)

where ω is an intrinsic natural frequency. It is assumed
that θ = 0 correspond to each call. This model repre-
sents the property that single frog calls periodically.

Then, we model the situation that two frogs call to-
gether through interaction. The system is described as
two coupled phase oscillators with two phase variables
θA and θB as follows (see also [10, 11]):

dθA

dt
= ω + gAB(θB − θA), (2)

dθB

dt
= ω + gBA(θA − θB), (3)

where ω is the intrinsic frequency that is assumed to
be the same between two frogs, and gAB and gBA are
2π-periodic functions that represent the mutual inter-
action. To examine whether two oscillators synchro-
nize, we analyze the dynamics of the phase difference
φ ≡ θA − θB with φ ∈ S

1. Subtracting Eq.(3) from
Eq. (2), we obtain the following equation on φ:

dφ

dt
= gAB(−φ) − gBA(φ). (4)

Here, we assume gAB and gBA to be a sinusoidal
function for the sake of simplicity, according to the

former studies [2, 3], then, Eq.(4) is calculated as fol-
lows:

dφ

dt
= 2K sinφ, (5)

where K is a positive coupling coefficient as schemati-
cally shown in Fig. 3(a). The stable equilibrium point

φ∗ which satisfies dφ

dt

∣

∣

∣

∣

φ=φ∗

= 0 and
(

d
dφ

(dφ

dt
)
)

∣

∣

∣

∣

φ=φ∗

<

0 is given by φ∗ = π. This stable equilibrium point re-
produces the experimental result qualitatively, namely
these two oscillators synchronize in anti-phase.

3.2 Extension to a system of three frogs

Next, we extend this model to a system of three
coupled oscillators as follows:

dθA

dt
= ω − K1 sin(θB − θA) − K3 sin(θC − θA),(6)

dθB

dt
= ω − K1 sin(θA − θB) − K2 sin(θC − θB),(7)

dθC

dt
= ω − K3 sin(θA − θC) − K2 sin(θB − θC),(8)

where Ki’s (i = 1, 2, 3) are symmetrical coupling co-
efficients between two frogs as schematically shown in
Fig. 3(b). Here, for the simplicity, we assume that
ω = 1.0 and K1 = K3 = 1.0. In order to examine dy-
namical properties in this system, we define the phase
differences φ1 ≡ θA − θB and φ2 ≡ θB − θC . Then,
we change the value of K2 from 0 to 1.0 as the bifur-
cation parameter and numerically examine the stable
equilibrium points φ∗

1 and φ∗

2.
The bifurcation diagram is shown in Fig. 4. In the

region 0 < K2 < 0.5, oscillators A and B synchro-
nize in anti-phase and oscillators B and C synchronize
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(a) (b)

Figure 3: Schematic diagrams in modeling of a system of (a) two frogs and (b) three frogs.
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Figure 4: The bifurcation diagram in the system of
three coupled oscillators, where the red line represents
the phase difference φ∗

1, and the blue line φ∗

2.

in-phase. With increasing the value of K2 in the re-
gion 0.5 < K2 < 1.0, on the other hand, the property
of synchronization in this system gradually changes,
and finally three oscillators synchronize in tri-phase
at K2 = 1.0.

4 A Possible Application to Artificial

Life and Robotics

We discuss a biological meaning of the calling be-
haviors and a possible application to artificial life and
robotics. Generally speaking, it is said that the main
purpose of calling by male frogs is to attract females
and tell their own positions to other males [12].

If one male frog mates with one female in a one-
to-one manner, it is important for two males to make
females distinguish them each other. In fact, many
kinds of frogs are known to mate in such a one-to-one
manner [13], including the mating in Japanese tree
frogs [14]. Thus, it is probable that two male Japanese
tree frogs call alternately to be distinguished by a fe-

male. On the other hand, male Japanese tree frogs are
known to inhabit with a low density in breeding as-
semblages [12]. Then, we suppose that the anti-phase
synchronization of two male frogs can play a role of
telling their own positions to other males, resulting in
sparse distribution. In that meaning, anti-phase syn-
chronization would be applicable for multiple artificial
agents and robots to prevent collisions each other in
some real or abstract spaces.

In the actual system of male frogs, coupling coef-
ficients would depend on the distance between male
frogs, because they interact by calling and hearing.
It was numerically confirmed by varying the coupling
coefficient K2 that the system of three coupled oscil-
lators shows more complicated properties than that of
two frogs does similarly to coupled chemical oscilla-
tors [15]. Therefore, the calling behaviors in a system
of many frogs should be much more complicated. For
the purpose of understanding such a system, it is im-
portant to extend the model to a system of many os-
cillators. A simple extension of our model to a larger
system composed of N frogs is given as follows:

dθi

dt
= ωi −

1

N − 1

N
∑

i=1

Kij sin(θj − θi), (9)

where for the ith frog (i = 1, 2, . . . , N), θi is the phase
variable, ωi is an intrinsic natural frequency, and Kij

represents interaction with the jth frog. It is an im-
portant future problem to analyze such a system of
many frogs both experimentally and theoretically.

Moreover, such a study would provide useful mech-
anisms of controlling distributed systems composed of
many artificial agents and robots. For example, in-
phase synchronization and anti-phase one may repre-
sent cooperation and competition between agents and
robots. Moreover, frogs that call in phase together
can be interpreted as a cooperative cluster, which may
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produce emergence of a kind of communication.

5 Conclusion

We have theoretically modeled the calling behav-
iors of Japanese tree frogs Hyla japonica as a system of
coupled phase oscillators where two coupled phase os-
cillators synchronize in anti-phase like the real calling
behaviors of two frogs. Biologically speaking, the anti-
phase synchronization would be important for a frog to
tell his own position to the other frog. In this meaning,
anti-phase synchronization would be applicable to pre-
vent collisions of multiple agents and robots. Then, we
have extended the model to a system of three coupled
oscillators and confirmed that such a system shows
more complicated properties than that of two oscilla-
tors does. For the purpose of application to a system
of many agents and robots, it would be an important
future problem to analyze a system of many frogs both
experimentally and theoretically. It is also our future
problem to modify our models more realistic, for ex-
ample, by considering phase shift parameters and dis-
tribution of intrinsic frequencies of frogs.
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Abstract

We have performed numerical study on random
Boolean networks with power-law rank outdegree dis-
tributions to find local structural cause for emergence
of high or low degree of coherence in binary state vari-
ables of the entire networks. The degree of random-
ness and coherence of the binary sequence, are mea-
sured by entropy and mutual information, depend on
local structure that consists of a node with highly con-
nected, called hub, and its upstream nodes, and types
of Boolean functions for the nodes. With the larger
number of output connections from a hub, the effects
of Boolean function on the hub are more prominent.
The local structures that give larger entropy tends to
give rise to larger mutual information. On the ba-
sis of both numerical results and structural condition
we derived time-independnt transmission characteris-
tic function of state variables for local structures. We
show good relations between the numerical and the
analytical results, reveals that dynamical properties
from the whole networks can be inferred from the dif-
ferences in the local structures.

keywords : Boolean networks; power-law; coherence;
mutual infomration; entropy; transcriptional regula-
tory networks

∗Correspoding author: chikoo@bio.kyutech.ac.jp
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1 Introduction

Biological system is consist of complex adaptive sys-
tems, for example neural and transcriptional regula-
tory system whose structure often can be abstracted
to graph or network. In general the systems per-
form their functions correctly when certain appropri-
ate communications among nodes are established be-
cause such systems need to add, delete own nodes or
change a strength of connectivity to optimally adapt
to exogenous inputs. Transcriptional regulatory net-
work is one of the complex adaptive systems where the
node mainly corresponds to transcriptional unit, and
responds to environmental changes to survive and pro-
liferate. The Boolean network[1] is one of the discrete
dynamical models for the transcriptional regulatory
network and exhibits binary sequences of state vari-
ables that represents expression pattern of transcrip-
tional regulatory network. Since the state variables
in Boolean network are sensitive to inputs from other
nodes via directed edges, and affect on other nodes
vise versa, a quality of communication is character-
ized as a size of mutual information. The mutual infor-
mation indicates degree of coherence, synchronization,
amount of information content in state variables or po-
tential for computational capability of the network[2].

In this study, we show local structural cause for
emergence of coherence in Boolean network. Since we
embeded power-law rank output connectivity distri-
butions in Boolean networks whose input connectivity
Kin=2, the model networks have some hubs that inte-
grate many output connections. Because the hubs syn-
chronously transmit their state to downstream nodes,
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the downstream nodes are affected by single or mul-
tiple hubs simultaneously. The structural condition
seems to automatically provide global coherence in
state variables, however the structural aspects give
only possible influence from hubs, in fact we need to
consider a type of Boolean function at hubs and their
upstream nodes. We show both effect of Boolean func-
tions and the number of output connections on size of
entropy and mutual information. In addition some re-
sults can be explained by transmission characteristic
functions that can be derived from numerical results
and local structures.

Please notice that Table 2–3, Fig. 4–6 can be found
in Sec.6, Appendix.

2 Model

Dynamics of the Boolean networks [1, 5] is deter-
mined by the

Xi(t + 1) = Bi [X(t)] (i = 1, 2, ..., N), (1)

where X(t) is the binary state, either 0 or 1, of node i
at time t, Bi(·) is Boolean functions [See Table 1] used
to simultaneously update the state of node i, and X(t)
is a binary vector that gives the states of the N nodes
in the network. After assigning initial states X(0)
to the nodes, the successive states of the nodes are
update by input states and its Boolean function. The
dynamical behavior of these networks is represented
by the time series of binary states. The time course
follows a transient phase from an initial state until
a periodic pattern, called an attractor, is eventually
established.

Table 1: 4 of 16 Boolean functions with indegree
Kin=2. In this paper we used only 1,2,4, and 8 are
used because of feasibility and biological meaning of
the functions[3, 4].

Inputs Output
0 0 0 0 0 1
0 1 0 0 1 0
1 0 0 1 0 0
1 1 1 0 0 0

Decimal index 1 2 4 8

3 Numerical condition

We constructed 104 Boolean networks in each
power-law rank distribution [See Fig. 1] with fixed
network size. 2x103 initial states are applied to each
network. Four different Boolean functions [See Ta-
ble 1] are used in almost equalprobably [See Table 2].
Please note that all generated networks use the same
amount of resources since the size of network is fixed,
256 nodes and 512 directed edges.
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Figure 1: Power-law rank connectivity distributions
in the model. Power exponent, γ for type I and II is
about 0.8 and 0.5, respectively, where Kout(rank) ∼
rank−γ . We performed only sigle network size that is
256 in the paper.

We have measured entropy(randomness) and mu-
tual information(coherence) of state variables to char-
acterize the dynamics of Boolean networks[2, 5] [See
Fig. 2].

4 Results

4.1 Numerical results

In total we obtained 70622 and 177098 attractors
from type I and type II distribution, respectively. Size
of entropy and mutual information are measured from
the attractors. Together with the network structural
condition we show the dependence of distribution’s
rank on entropy and mutual information in Fig. 3.

The dependence of Boolean function on entropy and
mutual information are priominent in higher ranked-
hubs on both style of output distributions. The
Boolean functions that give larger entropy tends to
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Figure 2: Flow of state variables from upstreams to
downstream. Since input connectivity for all nodes
equls to 2(=Kin), there are two pathways for mutial
information in each node. Input sequence Ini1 for the
node i is the same as the output sequence of an up-
stream node Outj1 and that the output sequence of
Outi for the node i is the same as the input sequence
of a downstream node Ink. When node i has mul-
tiple output connections, they have the same binary
sequece because state variables in networks is subject
to Eq. (1).

give rise to larger mutual information. These re-
sults suggest that the collective(global) coherence in
state variables of networks may be due to style of up-
stream(local) conditions, including connections among
upstream nodes and assignment of Boolean functions.

4.2 Transmission characteristic function

In order to elucidate dependence of rank on ran-
domness and coherence we first focus on local structre
around hubs as shown in Fig. 4. Because each node
has two inputs by definition, outputs from hubs are
subject to 4 inputs and 3 Boolean functions. From
numerical results we obtain statistical properties to
determine the relationships between 4 inputs. Fig.
5 shows two statistical properties, 1) Range of input
probability is almost limited from 0.0 to 0.5. 2) De-
gree of correlations between inputs are very low in the
range of input probability.

The two statistical properties allow us to take a
following analytical approach. We define the out-
put property as a function of input probability, called
transmission characteristic function [See fig. 6]. For
the simplicity we assume that 4 inputs(p1 ∼ p4

in Fig. 4) receive binary sequence with the same
probability[6]. The transmission characteristic func-
tions can be described as at most 4th order polyno-
mial and obtained with combination of Boolean func-
tions[Table 3] on the local structure[Fig. 4].

When we ignore the specificity of Boolean functions
in upstream nodes in a local structure, we can get av-
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Figure 3: Dependence of proportion of positive en-
tropy a) and c) and mutual information b) and d)
on type I and II distribution in Fig. 1. Three differ-
ent symbols denote different styles of Boolean function
on hubs, square:type 8, triangle:type 2 or 4, and cir-
cle:type 1 [Table 1]. The vertical bar ”|” in the legend
denotes one of the either Boolean function on both
side of the bar. H denotes hub’s Boolean function.
Dashed horizontal lines indicate the proportions from
all realizations [See Table 2].
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erage transmission characteristic function, means that
considering only hub’s Boolean function, also be ob-
tained from weighted average of the indiviaual trans-
mission characteristic functions. The average trans-
mission characteristic function can be written in :

(
P

(1,∗,∗)
out (p) =

1
16

)
<

(
P

(2|4,∗,∗)
out (p) =

3
16

)

<

(
P

(∗,∗,∗)
out (p) =

1
4

)
<

(
P

(8,∗,∗)
out (p) =

9
16

)
, (2)

where an asterisk ”*” denotes one of any Boolean
functions in Table 1. The triple asterisks in the braces
represent that the average transmission characteristic
function from over all 18 [See Table 3 and Fig. 6]
Boolean function combinations. The order of their
entropies is described as:

H
(
P

(1,∗,∗)
out (p)

)
< H

(
P

(2|4,∗,∗)
out (p)

)

< H
(
P

(∗,∗,∗)
out (p)

)
< H

(
P

(8,∗,∗)
out (p)

)
. (3)

The same order of entropy size is already shown
in Fig. 3 a) and c). In particular the tendency can
be seen in higher-ranked hubs in both style I and II,
demonstrating that transmission characteristic func-
tions are useful tool to infer network dynamics.

5 Summary and Discussion

After making comparison avearage taransmission
characteristic functions and numerical results we
found that good relations between them, suggesting
that local structure at hubs effects on global dynami-
cal properties in networks. These results may as well
provide a blueprint of design principle for an artificial
gene regulatory network and help to elucidate the role
of hubs in dynamical system.

In recent years many large-scale complex networks
such as social, metabolic and neural networks have
been paid great attention from many fields. It has
been revealed that the biological networks contain
prominent local structures, called motif, subgraph or
clique that consist of small number of nodes and edges
[7, 8]. In the artile we demonstrate just one of local
structures in simplified dynamical model for transcrip-
tional regulatory networks. In fact size of biological
complex adaptive systems varies in very long time due
to many various events. Since clique models[9, 10]
seem to promising approach for explaining growing

complex networks , an exchange of information among
a local structures may contribute to the mechanisim
for maintenance and growing of complex networks.
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6 Appendix

Table 2: The numbers of realizations out of 104 net-
works are indicated. Different 4 Boolean functions [See
Table 1] at hubs are used equalprobably. ”H” in the
table denotes hubs Boolean function [See Fig.4].

Hub’s rank H=1 H=2 H=4 H=8
1 2496 2508 2540 2456
2 2564 2517 2459 2460
3 2463 2452 2564 2521
4 2575 2471 2518 2436
5 2454 2556 2529 2461
6 2516 2467 2476 2541
7 2525 2609 2486 2380
8 2502 2494 2491 2513
9 2529 2519 2445 2507

H

U

U

(H, U, U)

Pout (p)
(H,U,U)

p1

p2

p3

p4

Figure 4: Typical local structure around hub: Squares
and directed edges (arrows) correspond to nodes and
connections that are pathways of binary sequence, re-
spectively. Dashed arrows indicate inputs from up-
streams. H and U in the squares correspond to
Boolean function on hub and its upstream nodes. Each
node has one of Boolean functions, 1,2,4, and 8 as
shown in Table 1. A set of three characters in a
brace at the bottom of each figure denotes a set of
Boolean function combination on nodes in the local
structure. P

(H,U,U)

out (p) represents transmission char-
acteristic function of input probability p [See Fig.6]
and the combination of Boolean functions [See Table
3].
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Figure 5: Statistical properties of inputs to local struc-
ture in Fig.4: a) Cumulative distribution of input
probability(p1 ∼ p4). b) Cumulative mutual informa-
tion between 4 inputs. c) Correlation between input
probability a) and mutual information b). These dis-
tribution are obtained from 1st-ranked hubs on the
basis of 70622 attractors from 104 networks with style
I distribution and 2x107 initial states.
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Table 3: The combination number of Boolean func-
tions on the local structure shown in Fig. 4. 64(= 43)
combinations can be reduced into 18 because of sym-
metry in local structure [See Fig.4] and in-out rela-
tions in Boolean functions [See Table1]. There are
two major columns and each major column consist 2
subcolumns. The left subcolumns contain all possible
combinations of Boolean functions in the case that hub
has one of Boolean funtions. The right subcolumns
indicate integrated combinations. The combinations
with dagger can be consolidated into the combinations
with prime. A set of numbers at both ends of arrow
at the bottom line in each major column denotes the
original and reduced number of combinations. When
Boolean function of 8 is located in hub, the similar
procedure as shown in left major column can be taken.

(1,U,U) (2,U,U) or (4,U,U)
(1,1,1) (1,1,1) (2,1,1)†(4,1,1)† (2|4,1,1)′
(1,1,2)† (1,1,2|4)′ (2,1,2) (4,1,2) (2|4,1,2|4)
(1,1,4)† (1,1,8) (2,1,4) (4,1,4) (2|4,1,8)
(1,1,8) (1,2|4,2|4) (2,1,8) (4,1,8) (2|4,2|4,2|4)
(1,2,1)† (1,2|4,8) (2,2,1) (4,2,1) (2|4,2|4,8)
(1,2,2) (1,8,8) (2,2,2) (4,2,2) (2|4,8,8)
(1,2,4) (2,2,4) (4,2,4)
(1,2,8) (2,2,8) (4,2,8)
(1,4,1)† (2,4,1) (4,4,1)
(1,4,2) (2,4,2) (4,4,2)
(1,4,4) (2,4,4) (4,4,4)
(1,4,8) (2,4,8) (4,4,8)
(1,8,1) (2,8,1) (4,8,1)
(1,8,2) (2,8,2) (4,8,2)
(1,8,4) (2,8,4) (4,8,4)
(1,8,8) (2,8,8) (4,8,8)

16 =⇒ 6 32 =⇒ 6
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Figure 6: Example of transmission characteristic func-
tions a)–d) and their output entropy e)–h). Each
set of 3 characters in a brace shows a Boolean func-
tion combinations [See Table 1 and Fig.4]. A verti-
cal bar ”|” denotes one of the either Boolean func-
tion on both sides of the bar. An asterisk ”*” de-
notes one of any Boolean functions in Table 1. The
triple asterisks, (*,*,*) means that all 18 possible com-
binations. a) Transmission characteristic function for
(1,1,1), P

(1,1,1)
out (p) = p4. Other transmission charac-

teristic functions are also described as at most 4th or-
der polynomial. c) Entropy of the transmission char-
acteristic function in a). d) Average transmission char-
acteristic functions as indicated in braces. h) Entropy
of the transimission characteristic function in d). As
a guide for a)–d), thick region of these curves corre-
spond to p ∈ [0, 0.5]. Dashed lines show Pout(p) = p
or H(Pout(p)) = p relationship for e)–h).
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Abstract

Process calculus is a kind of models for concurrent sys-
tems. Recent researches in Systems Biology have applied
process calculus as the computational model to capture the
dynamic behaviors of biomolecular systems. In this paper,
we integrate a continuous framework with stochasticπ-
calculus to model the biomolecular systems. To verify the
correctness of this approach, a modified stochastic Pi ma-
chine(SPiM) which was previously developed to simulate
the systems described by stochasticπ-calculus is proposed.
From the consistency of the data obtained from the simu-
lation of biomolecular system and the experimental data, it
shows that the continuous framework introduced into Sto-
chasticπ-calculus is effective in simulating biomolecular
systems.

1 introduction

Concurrency theory [1], especially the process calcu-
lus [2], has been used as a suitable tool to study Systems Bi-
ology [3, 4]. The main characters of biomolecular systems
are interaction and the concurrence. The systems modeled
by process calculus is the same as biomolecular systems to
some extent. The main idea of using process calculus is to
model molecular processes as interaction/communicating
systems. That is to see biological components as concur-
rent processes and their interaction as process communica-
tion or process movement.

Using stochasticπ-calculus [5] to formal model biolog-
ical systems was first introduced by C.Priami [6]. The sto-
chasticπ-calculus enables its application to a wide variety
of biomolecular systems in which quantitative aspects are
key. In stochasticπ-calculus,kinetic constantin biological
reactions are abstracted as channels with base rates, and the
actual reaction rate is calculated as an actual channel rate
from the base rate and the number of processes offering
communications. The selection of a time step and actual
communication is based on these actual rates and follows
Gillespie algorithm. Using the Gillespie algorithm [7], we
can obtain the probability distribution for rules and times.

The simulation of biomolecular processes which modeled
by stochasticπ-calculus is executed based on the Gillespie
algorithm that calculates explicitly which reaction occurs
next and how long it takes. But there are two problems in
this simulation method. First, as we know, the biomolec-
ular system is a concurrent system, all the reactions react
independently. They are not sequential but parallel. But
by using Gillespie algorithm, all the reactions occur one
by one. It cannot describe the real biological system. Sec-
ond, the most important benefit of process calculus is used
to exhibit the concurrence of systems. By using Gillespie
algorithm in the simulation, we cannot see the benefit of
process calculus. Gillespie algorithm cannot simulate the
systems described by process calculus accurately.

To address the above problems, we integrate continuous
framework to simulate the biomolecular systems. This is
inspired by the fact that, in vivo, biomolecular reactions
evolve in a continuous way following a rate that depends
on the concentration of the reactants. Therefore, we should
deal with a non-integer number of processes in process cal-
culus. Furthermore, we need to develop approximations in
order to simulate the continuous reactions. Here we sup-
pose time stepti+1 − ti is small enough to assume that
the reaction rate and the concentrations of reactants remain
constant. To address the concurrent problem, we useLaw
of Mass Actionwhich states that the rate of a reaction is
proportional to the product of the concentration of the reac-
tants. And in every time step, the communications between
processes are applied in parallel way according to the rate.
In order to validate the efficiency of this continuous frame-
work, we modified the stochastic Pi machine(SPiM) [8] to
integrate the continuous framework, so called continuous
SPiM. The original SPiM is a system used to simulate sto-
chasticπ-calculus based on Gillespie Algorithm. From the
consistency of the data obtained from the simulation of Cir-
cadian Clock [9] by the continuous SPiM and the experi-
mental data, it shows that the integration of this continuous
framework with stochasticπ-calculus is effective in mod-
eling biomolecular systems.

The paper is organized as follows. The stochasticπ-
calculus used in this paper is introduced in the next section.
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In section 3 the continuous simulation is described. We
apply our approach to model Circadian Clock in Section 4.
Finally, conclusions are given in section 5.

2 The Stochasticπ-Calculus

In a biomolecular system, the molecules are abstracted
as computational processes and the network of interact-
ing molecules are abstracted as a mobile concurrent system
in stochasticπ-calculus. A complicated chemical process
can always be decomposed into a set of many elementary
bimolecular reactions, such as (A + B → · · · ) or uni-
molecular reactions, such as (A → · · · ). Two unimole-
cular reactions can be regarded as one bimolecular reac-
tions, such as (A + A → · · · ). Trimolecular reactions
such as (A + B + C → · · · ) are very rare. Therefore, the
biochemical reactions between reactants can be abstracted
as a communication between two channels with the same
name. This kind of systems is composed by a commu-
nity of co-existing computational process that communi-
cate with each other and that change their interconnection
structure at execution time. The stochasticπ-calculus used
in this paper is introduced in [8]. Here, we briefly introduce
the syntax and the reduction of the stochasticπ-calculus.

Definition 2.1 The syntax of stochasticπ-calculus is as
follows

P, Q ::= νxP Restriction

|P |Q Parallel

Σ Summation

π.P Replication

where:

Σ ::= 0 Null

|π.P + Σ Action

π ::= x〈n〉 Output

x(m) Input,x 6= m

Definition 2.2 The reduction of stochasticπ-calculus is as
follows, each channel x is associated with a corresponding
reaction rate given byrate(x):

Q ≡ P
r
→ P ′ ≡ Q′ ⇒ Q

r
→ Q′

P
r
→ P ′ ⇒ νxP

r
→ νxP ′

P
r
→ P ′ ⇒ P |Q

r
→ P ′|Q

x〈n〉.P + Σ|x(m).Q + Σ′
rate(x)

−→ P |Q{n/m}

According to Definition 2.1, the basic component is a
summationΣ, which is a choice between zero or more out-
putx〈n〉or inputx(n) actions that the component can per-
form. P |Q is parallel composition, and a given component
P can contain a restricted reaction channelνxP . Replica-
tion !π.P represents multiple copies of a given component
π.P . π is either output or input actions. Two components
in a biological system can react by performing complemen-
tary input and output actions on a common reaction chan-
nel. As show in Definition 2.2, summation containing an
outputx〈n〉.P can react with a parallel summation con-
taining an inputx(m).Q. The reaction occur withrate(x),
after which the namen is bound tom in processQ and
processesP andQ{n/m} execute in parallel.

3 Continuous Simulation

A configuration of the biomolecular system described
by stochasticπ-calculus is a matrix ofMn×2(R+) where
mi,1 represents the concentrations of interacting molecules
which is described by input channelxi(m), whilemi,2 rep-
resents the concentrations of output channelxi〈n〉. The el-
ements in the matrix are real numbers. An instantaneous
configurationE(t) = (mi,j(t))1≤i≤n,j=1,2 with each in-
stantt ∈ R+.

To model the reactions we use theLaw of Mass Action
which states that the rate of a reaction is proportional to the
product of the concentrations of the reactants. That is, if we
have a reaction of the formA + B → · · · , then the rate of
this reaction isr = k × |A| × |B|, for unimolecular reac-
tions, such as (A → · · · ), the rate isr = 1

4
× k × |A|2,

wherek is calledkinetic constant. In the stochasticπ-
calculus, we are using the rate of channel to representski-
netic constant, and the concentrations of the reactants can
be obtained from the configurationMn×2(R+). In order
to simulate evolution of biomolecular systems in computer,
we need to develop approximations. Here for simplicity we
use the rectangle rule; that is, we supposetl+1 − tl = p is
small enough to assume that the rate and the configuration
remain constant. With this assumption we can approximate
the effect of a communication during an interval of time of
lengthp by p×r. The implementation of continuous simu-
lation based on stochasticπ-calculus executes five steps as
follows:

1. Initialize the configuration of the biomolecular system
described by stochasticπ-calculus

2. Initialize the absolute simulation timet = 0

3. Select out the communications which can be applied.

4. According to the rates of the communications, config-
uration and the small enough time intervalp, calculate
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the quantities of reactants and productions changed in
each communication, and update the configuration.

5. Set the timet = t + p, and go to step 3.

4 Simulation of Circadian Clock

Circadian Clock phenomena are found in a large va-
riety of organisms from cyanobacteria to mammals, and
have probably evolved more than once. Recent works [9]
suggest that the biomolecular mechanism of clocks shares
common features over a wide range of organisms.The in-
teraction consists of two interleaved feedback loops. In the
positive loop, the activator element enhances its own ex-
pression. In the negative loop, the activator element en-
hances the expression of the negative element, which in
turn sequesters the activator, as shown in Figure 1. The bi-
ological process involves two genes, an activator,A, and
a repressorR, they are transcribed into mRNA and subse-
quently translated into protein. The activatorA binds to the
A andR promoters, and increases their basal transcription
rates. Thus,A acts as the positive element in the system,
whereasR acts as the negative element by sequestering the
activator. This simple model is not intended to abstract any
particular biomolecular system, but to capture the basic de-
sign principles shared by many systems, and believed to
produce its basic functionality.

Figure 1: The network for a core Circadian Clock

We start by building a stochasticπ-calculus abstraction
of the Circadian Clock process. The reactions in the
process are abstracted as communications on channels,
and reaction rates as channel rates.

A-related process
DNA A ::= tA().(DNA A|RNA A)|pA(u).DNA A2(u)
DNA A2(u) ::= tA′().(RNA A|DNA A2(u))|u〈〉.DNA A

RNA A ::= trA().(RNA A|A)|drA()
A ::= pA〈uA〉.uA().A|pR〈uR〉.uR().A

|νu(bind〈u〉.A Bound(u))|dA()
A Bound(u) ::= dA().ReleaseR|u().A
ReleaseR ::= u〈〉

R-related process
DNA R ::= tR().(DNA R|RNA R)|pR(u).DNA R2(u)
DNA R2(u) ::= tR′().(RNA R|DNA R2(u))|u〈〉.DNA R

RNA R ::= trR().(RNA R|R)|drR()
A ::= bind〈u〉.R Bound(u)|dR()
R Bound(u) ::= dR().ReleaseA|u().R
ReleaseA ::= u〈〉

In order to simulate our model abstracted by stochas-
tic π-calculus we chosen the following basal channel
rate: rate(tA) = 4, rate(tR) = 0.001, rate(trA) =
1, rate(trR) = 0.1, rate(drA) = 1, rate(drR) =
0.02, rate(bind) = 100, rate(pA) = 10, rate(pR) =
10, rate(tA′) = 40, rate(tR′) = 2, rate(dA) =
0.1, rate(dR) = 0.01. And we take the stochasticπ-
calculus abstraction of Circadian Clock as the input of con-
tinuous SPiM. The numbers of channels and processes ob-
tained from continuous SPiM were plotted as a function of
time and illustrate the oscillatory behavior.

Figure2: The oscillatory behavior ofA Protein

Figure3: The oscillatory behavior ofR Protein
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From Figure2, we can see the oscillatory behavior ofA
protein, and Figure3 exhibits us the oscillatory behavior of
R protein. At first, thekinetic constantof A promoter’s
transcription is larger thanR promoter’s. With the accu-
mulation ofA proteins, it will activateA andR promoters,
increase their transcription rates. It will result in moreA
andR proteins, meanwhile, becauseR − A binding has
the largestkinetic constant, moreR proteins will bind to
A proteins to repress the binding betweenA protein and
A, R promoters, and decrease the number ofA proteins.
Small number ofA proteins may lead to low transcription
rates ofA andR promoters because there will be few ac-
tivatedA andR promoters. The smallkinetic constantof
R promoters then leads to oscillations, which can be de-
scribed as successive transitions between induced and re-
pressed states.

As shown in Figure2 and Figure3, the results of the
model yield the required oscillatory behaviors. In this we
have reproduced the known result of [9], providing support
for the correctness of the continuous abstraction framework
based on stochasticπ-calculus.

5 Conclusion

In this paper we integrate a continuous framework with
the stochasticπ-calculus. The numbers of channels and
processes in the stochasticπ-calculus are regarded as the
real number to show continuous quantities of the sub-
stances. The communications in the stochasticπ-calculus
occurred in a parallel way in each time unit. This approach
has been used to formal model the Circadian Clock. In or-
der to validate our approach, we modified the Stochasitc
Pi Machine(SPiM) to approximate the continuous simula-
tion of biomolecular systems. From the continuous simula-
tion of Circadian Clock, it can show us that the continuous
framework of stochasticπ-calculus is a reliable approach
for simulating quantitive aspect of biomolecular systems.
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Abstract 
 

This work proposes essential improvements based on 
Chaos theory to enhance adaptive ability of Feed-forward 
Neural Network (FFNN).   A novel structure of a single 
neuron is proposed with a feedback connection and a 
periodic active function. The proposal model obtained the 
best results on least mean square error as well as dramatic 
decrease of training time. Results are also illustrated and 
compared through XOR problem, 7-point problem and 
application for classification of EEG data. 

 
 

Keywords: Chaos Neural Networks, backpropagation, 
electroencephalogram (EEG) 
 
 
1 Introduction 

 
Artificial Intelligent (A.I) Computation always reaches 

higher ability to be adaptive with changes of realistic 
environments. Neural Networks is one of the most 
interesting areas of A.I. of which the well-known 
characteristic is the learning ability. However the training 
of networks is being argued  to improve it. Freeman 
(1991) decided that chaos may be the chief property that 
makes the brain different from an artificial-intelligence 
machine. K. Aihara [2] said that a usual neuron model is a 
simple threshold element transforming a weighted 
summation of the inputs into the output through a non-
linear. However from the viewpoint of neurophysiology, 
there is a firm criticism that real neurons are far more 
complicated than simple threshold elements.  
 

 
One of the problems associated with the 

backpropagation algorithm is its parameterization. 
Beforehand, the value of a number of parameters needs to 
be specified. It has been found that very small variations 
in these values can make the difference between good, 
average or bad performance. This also implies that one 
can never be sure to have found the optimal solution. 

Furthermore, the backpropagation algorithm can converge 
in a local minimum or oscillate between two (or more) 
different solutions shown in Fig. 1.  
 
 

 
Fig. 1. Error surface of FFNN. 
 
 

The rule for weight-modifications shows some similar 
structures with a well known chaotic equation, so a 
possible explanation for the hyper-sensitive and 
sometimes problematic behavior of the backpropagation 
algorithm may be found in chaos theory shown by K. 
Bertels and et. al in[5].  

 
 

This work follows the approach considering neural 
networks as a Chaos dynamic system which has been 
proposed by K. Aihara [2], and M. Nakagawa [1]. Many 
of applications were examined in [1] such a chaotic 
memory retrieval model, image processing, 
telecommunication signal synchronous.  

 
  
EEG signals classification have been carried out with 

many different methodologies as Autocorrelation in [7],  
Neural Networks in [8], Fuzzy logic in [9].   This work 
proposes a novel neural network with some improvements 
based on Chaos theory to speed up the learning time and 
to escape the local optimum. The present learning model 
is properly characterized in terms of periodic chaos 
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neuron to involve a chaotic dynamics as well as external 
or autonomous control of the periodicity.  The obtained 
results are examined by XOR problem, 7-point problem 
and application for classification of 
Electroencephalogram (EEG) signals. In addition 
illustrations are compared to some conventional neural 
networks. 

 
 

2 Electroencephalogram (EEG) 
 
 

Electroencephalogram (EEG) signals provide one 
possible means of human–computer interaction, which 
requires very little in terms of physical abilities. By 
training the computer to recognize and classify EEG 
signals, users could manipulate the machine by merely 
thinking about what they want it to do within a limited set 
of choices. 

 
 
 
 
 
 
 
 
 
 
 

Fig. 2. EEG data acquisition. 
 
The reliable operation of brain–computer interfaces 

(BCIs) based on spontaneous electroencephalogram 
(EEG) signals requires accurate classification of multi-
channel EEG. The design of EEG representations and 
classifiers for BCI are open research questions whose 
difficulty stems from the need to extract complex spatial 
and temporal patterns from noisy multidimensional time 
series obtained from EEG measurements. 

 
 

3  Models 
 
3.1 The conventional Neuron 
 

 
Fig. 3. Conventional NN model. 
 

The standard FFNN is usually 3 layers following:  Input 
layer: X= {x1,  x2,…,xN}, hidden layer and output layer. 
All neurons are connected by weights and their output s 
value are calculated through net value and transfer 
function.  
 

Net value: 

∑
=

+=
N

i
iij xwnet

1
. θ   (1) 

 
 

Transfer function is usually used a saturation function 
such sigmoid function.  
 
 
3.2 A Periodic Chaos Neural Network Model 
 

This work mentions a novel FFNN with periodic active 
functions and a feedback factor, k, from the output to the 
inputs of a neuron. It is shown that a neuron with an 
ability of dynamic memory feedback is better the 
conventional model with such a monotonous mapping as 
a sigmoid function. The utility of periodic chaos is used to 
escape from local minimum values and speed up the 
learning time. In addition the global minimum value 
could be reached efficiently since chaos region in 
bifurcation diagram.  
 
 

 
Fig. 4. Chaos Neural Network Model. 

 
Modified net value: 

 
    1) 
      (2) 
 

Periodic chaos transfer function: 
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The use of chaos functional help networks independent 
on the initial conditions and can not trap in the saturation 
of transfer function. In addition, this speeds up the 
training time of network and can avoid the local minimum. 
 
 
4 Results 
 
 

The proposed model is compared to the conventional 
model within the same conditionals such as number of 
neurons, number of layers, initial values of weights, 10-3 
in tolerance square error, and upper limit of learning 
epochs as 104 times. 
 
 
4.1 XOR problem 
 

Conventional Model:  with 2 hidden neurons, logsig 
transfer function, learning rate=0.8. The conventional 
model result is Epochs =10.000, Tolerated error = 
0.0619shown in Fig. 5. 
 

 
Fig. 5. Tolerance square error of conventional FFNN. 
 
 

Result of Chaos Neural Networks Model is shown in 
Fig. 6. with Epochs=48, Tolerated error = 0.001 
 

 
Fig. 6. Tolerance square error of  Chaos Neural Networks. 

4.2 7-point problem 
 
 
This problem has 7 patterns with 2 inputs and 1 output. 

X1=[0 0 1 1 0.5 0.25 0.75], X2=[ 0 1 0 1 0.5 0.75 0.25], 
and Y=[0 1 1 0 1 0 0]. Conventional Model: 7 hidden 
neurons, logsig transfer function, learning rate=0.8.The 
conventional model result is Epochs =10.000, Tolerated 
error = 0.3884 shown in Fig. 7. 

 

 
Fig. 7. Tolerance square error of conventional FFNN. 
 
 

Result of Chaos Neural Networks Model is shown in 
Fig. 8. with Epochs=22, Tolerated error = 0.001 

 

 
Fig. 8. Tolerance square error of Chaos Neural Networks. 
 
 
 
4.3 Classification of 2 EEG types  
 
 

Two types of EEG data used to examine are foot 
moving and left-hand moving. These data are obtained 
from 16 channels and they are equivalent to 16 inputs of 
Neural Models. Result of Chaos Neural Network 
classifies EEG data into 2 groups with Tolerance error= 
0.1. The output errors are shown in Fig. 11.  
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Fig. 9. EEG data of foot moving. 
 

 
Fig. 10. EEG data of left-hand moving. 
 

 
Fig. 11. Output error of classification 2types EEG data. 
 

This results is just limited in 2 types of EEG signals, 
however the proposed neural network model is clearly 
adaptive with the kinds of EEG data. With more than 2 
signals, the binary output will be extended with more than 
1 neuron.  

 
 

5  Conclusion 
  

From conventional neural networks with the back-
propagation learning algorithm, this work proposes some 
improvements based Chaos theory such as modifying net 
value with a feedback factor and changing the transfer 
function to avoid the saturation of outputs. However, all 
intelligent computing algorithms need to examine 
adaptive characteristic through realistic applications. 

Therefore, other applications of the proposals will be 
investigated in future works.  
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Abstract 
 

Presently, breakthrough industrial technology and scientific 
technology produce various instruments of downscale and 
weight saving. But the metal parts are widely used for 
magnetic motors. It is difficult to lighten the weight and to 
miniaturize the motor. Therefore, we need small, light 
actuators that can be built into motor. We focus attention on 
the polymer material artificial muscle that responds to 
electrical stimulation with a significant shape or size change. 
In this research, the artificial muscle was produced by 

using the conductive grease and the polymer material. We 
used several kinds of polymer material films in our 
experiments to compare the performance of them. The 
displacement when the voltage is applied to electrode was 
measured. At last the result and conclusion are given. 
 

Keyword: EAP, Artificial muscle, Acrylic form elastomer,   
Urethane gel 

 
1. Introduction 
 
� The needs of miniaturization and weight saving of the 
machine are being increased more due to the development of 
the technology in recent years (For example, the small 
actuator for the miniature camera is mounted in the portable 
telephone). As we know, the biped robot which imitates a 
person's movement appears. But, it still seems that the 
movement of the robot is awkward. The reason is that 
person's muscle moves in a straight line, but the motion of the 
robot is by the rotation movement of servomotor, and this 
motion is thought as the main reason. 
� From these reasons, we paid attention to the soft actuator 

which is usually regarded as the artificial muscle. In this paper, 
we describe the results of the basic experiment and 
application about the dielectric elastomer EAP (Electro Active 
Polymer).  
 
2. Dielectric elastomer EAP artificial muscle[1][2][5][6] 
 
� Dielectric elastomer EAP artificial muscle has the similar 
structure to the condenser that a dielectric is put with in the 
soft electrode as the Fig.1. A dielectric is film-shaped and 
very thin. The high voltage of about 4000V is impressed on 
that film. The big electric field occurs between the electrodes 
and electrodes attract each other. A dielectric film produces 
elastic deformation and expands in the horizontal direction by 
using elastomer of the acrylic form and the urethane gel. 
 
 

 
 

Fig.1   Structure of experiment 
 
 

The displacement of compression between electrodes is 
very small. Therefore the dielectric elastomer EAP can be 
used as the actuator by applying the expanding force. 
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3. Fundamental experiment [1][2][3][5][6] 
 
� The stress that occurs between the electrodes is expressed 
by the equation (1).  
 

2
0 EP rεε= � � � � � � �          (1) 

,where P: stress,  0ε : permittivity in vacuum, rε : relative 
permittivity,  E : electric field strength. 
 
By the experiment, we confirm that the relationship 

between the displacement and the electric field strength 
corresponds to the equation(1). And we also examine that 
which materials are suitable for the soft actuator 
The urethane gel and the acrylic form elastomer are used 

for the experiments. Each sample is fixed on the frame of an 
acrylic, which is shown in Fig.2.  Fig.3 shows the structure 
of Fig.2. The reason to fix the film is to prevent the film from 
slackening. And it is also to prevent the electric discharge 
which happens easily for the experiment by high voltage.  
Conductive grease was used for the electrode. And the 

diameter of the electrode is 15mm. The voltage of 4000V was 
applied to the electrode. The displacement was measured by 
the displacement measure instrument which uses the image 
processing . 
And also the characteristics of the multi-layer of acrylic 

form elastomer are examined. Fig.4 shows the structure of 
multi-layer experiment. Since acrylic form elastomer is easy 
to be tested, it is selected to be used as the sample. 
 
 

 
Fig.2. Photograph of experimental sample 

 
Fig.3. Structure of experimental sample 

 
 

 
Fig.4. Structure of multi-layer experimental sample 
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4. Experimental result and consideration 
4.1 Comparison urethane gel between acrylic form 
� Fig.5 shows the result of the comparative experiment 
between urethane gel between acrylic form. It shows that the 
displacement describe a parabola according to the increasing 
of the electric filed strength. The relationship between them 
coincides with the equation (1). 

�

���

����

����

����

����

����

����

����

����

� �� �� �� �� ��

��	
��
��	�	����	�����������

�
�
�
�
�
�
�
�
	
�


�
�

�
	
�

���������	�
�����	
���	�������

������������

 
Fig.5 Relationship between electric field strength and 
displacement (One sheet) 
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Fig6. Relationship between electric field strength and 
displacement (multi-layer) 

From Fig.5, it is clarified that even a small voltage can 
affect the displacement of urethane gel when compared with 
acrylic form. And the maximum displacement of urethane gel 
can be obtained by the 20 MV/m of electric field strength, 
that is half of the voltage for the same displacement of acrylic 
form.  But the response rate of urethane gel is slower than 
that of acrylic form.  
�  
4.2 Effect of the multi-layer of acrylic form 
Next, for confirming the effect of the multi-layered acrylic 

form, the acrylic forms of from one layer to five layers are 
tested and the results of the multi-layer of acrylic form are 
shown in Fig.6. Each multi-layer of acrylic forms results in 
the similar curve.   
High voltage is necessary to change dielectric elastomer 

EAP, and the thinner the film of EAP becomes, the lower the 
voltage to apply is. However, the thinner the film becomes, 
the more the strength of the film reduces.  
On the other hand, the multi-layer of acrylic form can 

increase the strength by the same voltage of the single layer.  
Furthermore, it has the possibility that the compression 
displacement in the vertical direction to the electrodes can be 
used for the application of the multi-layer EAP.  
The compression displacement in the vertical direction will 

be large when we increase the number of the multi-layer and 
the multi-layer EAP will be able to apply as an actuator. 
 
5.� An application example as an actuator 
 
We propose an actuator for the pump to circulate the air as 

an application example. The main parts of the actuator can 
consist of the dielectric elastomer EAP and the spring, 
Therefore the actuator can be miniaturized and lightened the 
weight. The structure of the proposed application example is 
shown in the Fig.7. 
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Fig.7�  Structure of application example as actuator 
 
At the initial condition, the springs press down the 

elastomer film to the central axis. And a film stretches by 
increasing a high voltage and at the same time the springs 
extend to the direction of the central axis. When the applied 
voltage becomes low, the spring regains the initial position. 
By repeating this cycle, the gas inside the pump is circulated. 
This simple mechanism can break down the   problem 
which is the weak point of present pulse pattern pump that is 
difficult to miniaturize. And it also may be able to be applied 
to the artificial heart if the fluid circulate is strengthened by 
using the strong spring. However, because the high voltage 
power supply is used, it is necessary to take care about the 
electrical discharge. 
 
6. Conclusions 
 
In this paper, we described the soft actuator that is called 

dielectric elastomar EAP artificial muscle in the introduction. 
The fundamental experiment of artificial muscle was done, 
and the application of artificial muscle was proposed. The 
various other applications are suggested by a lot of 
researchers[3][4]. Therefore, the artificial muscle is improved 
every day. 
If the artificial muscle which respond instantly to the very 

weak electric stimulus from the human body can be 
developed, a big revolution will be brought to the artificial 
limb technology. 

Big evolution was also made for the biped walking robot in 
recent years by easily imitating a person's movement. But, the 
vibration that occurs by the rotation movement of motors 
causes a big trouble when controlling many motors of the 
biped robot. 
The soft actuator which can make a straight line-like 

movement by only given voltage without vibration attract the  
attention of the researchers of robotics. Because it is possible 
to be used to the various fields as mentioned above, a soft 
actuator can be thought as the new technology for the 
research and application of various filed. 
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Abstract 

Object recognition is playing an increasingly important 
role in modern intelligent control. Traditionally, special 
object can be recognized by the template matching 
method, but the recognition speed has always been a 
problem. In this paper, the genetic algorithm (GA) - 
based face recognition method is proposed. The 
chromosomes generated by GA contain the information 
of the facial model, by which can we recognize it in an 
image. The purpose of the paper is to propose a 
practical method of face recognition. Finally, the 
experimental results, and a comparison with the 
traditional template matching method, and some other 
considerations, are also given. 
Key Words: Face recognition, Genetic algorithm, 
Template matching 
 
1. Introduction 

We know that the higher the degree of intelligence in 
a control system, the more important the image 
recognition technology. For an intelligent control 
system (autonomous mobile vehicle, robot, etc), it is 
necessary to acquire information about the external 
world automatically by sensors, in order to recognize 
its position and the surrounding situation. A camera is 
one of the most important sensors for computer vision. 
That is to say, the system endeavors to find out what is 
in an image (the environment) taken by the camera: 
traffic signs, obstacles or guidelines, etc. 

The reliability and time-response of object 
recognition have a major influence on the performance 
and usability of the whole object recognition system 
[1]. The template matching method is a practicable and 
reasonable way used to the object detection [2]. This 
paper gives an improvement in the general template 
matching method. 

Since GA has been considered to be a robust and 
global searching method (although it is sometimes said 
that GA cannot be used for finding the global 
optimization) [3], it is used as the recognizer. In this 
paper, the chromosomes generated by GA contain 
information about the image data, and the genetic and 
evolution operations are used to obtain the best match 
to the template. Searching for the best match is the goal 
of the paper. 

In this paper, section 2 gives the encoding method of 
the GA and the experimental settings that is used. In 
section 3, the experiment and the analysis are 
addressed. Some conclusions are given in section 4. 
  
2. Theory and experimental settings 

For an image recognition system, the interested part 
that has special features has to be detected and 
recognized from the original image. The whole 
procedure is shown in Figure 1. 

One of the oldest techniques of pattern recognition 
is matching filtering [4], which allows the computation 
of a measure of the similarity between the original 
image ),( yxf and a template ),( yxh . Define the 
mean-squared distance 

∫∫ −= dxdyyxhyxfd fh
22 )},(),({              (1) 

Image 

Preprocessing Feature 
extraction 

Pattern 
matching 

Result 

Figure 1 Object recognition system 

Standard 
pattern 

 template 
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∫∫= dxdyyxhyxfR fh ),(),( , if the image and template 

are normalized by  

∫∫ ∫∫= dxdyyxhdxdyyxf ),(),( 22               (2) 
and then 

∫∫ −=
∫∫ +−=

∫∫ −=

fhRdxdyyxf
dxdyyxhyxhyxfyxf

dxdyyxhyxfd fh

2),(2
)},(),(),(2),({

)},(),({

2

22

22

            

(3) 
For the right hand side of eqn.(3), the first term is 

constant, and thus Rfh can measure the least-squared 
similarity between the image and template [5]. If Rfh 
has a large value (which means that 2

fhd  is small 
enough), then the image is judged to match the 
template. If Rfh is less than a preselected threshold, the 
recognition process will either reject the match or 
create a new pattern, which means that the similarity 
between the object in the image and the template is not 
satisfied. 
 
2.1 Genetic encoding 

As introduced above, the chromosomes generated by 
the GA contain information about the image data, so 
the first step is to encode the image data into a binary 
string. The parameters of the center of a face (x, y) in 
the original image, the rate of scale to satisfy eqn.(2), 
and the rotating angle � are encoded into the elements 
of a gene [6]. Some important parameters of the GA 
used here are given in Table 1, and the search field and 
region are given in Table 2. 

As shown in Table 2, one chromosome contains 4 
bytes: the coordinate (x, y) in the original image, the 
rate of scale and the rotation angle � . 

 
2.2 Experimental setting 

The experiment is done by first loading the original 
and the template images. The GA is used to find 
whether or not there is the object of the template in the 
original image. If the answer is YES, then in the 
original image the result gives the coordinates of the 
center of the object, the scale, and the rotating angle 

from the template [7]. 
For comparison, the general template matching 

method is also presented [8]. The executive time shows 
the effectiveness of the GA-based recognition method. 

Figures 2 and 3 are the template and original images 
for the experiment. The values are the width × height in 
pixels of the image. 

 
Table 1 Some GA parameters 

 
Source The original and template images 
Fields x, y, rate, �  
Generations Max = 300 (the stopping criterion) 
Population 
Size 200 

Reproduction 
(selection) 

Pr of the best individuals will be 
selected to survive. 
The remainder (1-Pr) will be treated 
by the genetic operators (crossover 
and mutation) 

Crossover 
Offspring are produced from parents 
by exchanging their genes at the 
crossover point, the ratio is Pc 

Mutation 
Produce spontaneous random 
changes in various chromosomes. 
General random changes occur at the 
rate of Pm 

 
 

Table 2 Settings for the experiment 
 

Parameters Length Region 
x 8 bits (0, max_x) 
y 8 bits (0, max_y) 

rate 8 bits (1.0, 3.0) 
�  8 bits (-35o, 35o) 
Pr 0.6  
Pc 0.2  
Pm 0.2  

 
 

 
Figure 2 Template for matching 

 (size: temp_x × temp_y) 

 
32 × 32 
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 Figure 3 The original image (size: max_x, max_y) 
 
3. Experiment and comparison 

The genetic operations and GA parameters are 
presented in Table 1 and Table 2. The fitness is defined 
as 

 
 

  
 (4) 

In eqn.(4), temp(i,j) is the gray level of the 
coordinate (i, j) in the template image, the width and 
height of which are temp_x and temp_y.  f(x, y, rate, 
� ) gives the gray level in the original image, the 
coordinate of which is calculated by translation from (x, 
y), and by changing the scale and the rotation angle �  
from the template [6, 7]. Since the images are 256 
gray-level images, in eqn.(4), division by 255 ensures 
that the resulting fitness is between 0 and 1. 

  The maximum number of generation is limited to 
300, and the threshold of the matching rate is set to 0.9. 
Thus if within 300 generations the matching rate can 
reach 0.9, then it is said that the template is found in 
the original image (the template matched the original 
image by the threshold). The result of the GA-based 
face recognition is given in Figure 4 and Table 3. The 
result shows that it reaches the matching rate 0.944 at 
the 112th generation. 

 
Table 3 Results of searching by GA 

 
Fitness 0.944 

Generation 112 
Time [sec] 5 

(x, y) (112, 107) 
Rate 1.02 

Angle [deg] 2.24 
 

For the purpose of comparing the effect of the 
GA-based algorithm, the result of the general matching 
method [8] is also presented. From Figure 5, we see 
that although both the original image (the top-left 
image in Figure 5) and the template (the top-right 
image) are simplified by binarization, the matching 
time is 3 min 18s. The recognized result is the 
bottom-left image in Figure 5. 

 
4. Conclusions 

In this paper, the GA-based image recognition 
method is tested, and a comparison with the general 
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Figure 4 Result of the GA-based recognition 

Figure 5 Result for the general matching method 
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matching method is presented. 
The GA starts with an initial set of random solutions 

called the population. Each individual in the population 
is called chromosome, and represents a solution to the 
problem. By stochastic search techniques based on the 
mechanism of nature selection and natural genetics, 
genetic operations (crossover and mutation) and 
evolution operation (selecting or rejecting) are used to 
search the best solution [9]. 

In this paper, the chromosomes generated by the GA 
contain information about the image, and we use the 
genetic operators to obtain the best match between the 
original image and the template. The parameters are the 
coordinate (x, y) of the center of the object in the 
original image, the rate of scale, and the rotation angle 
� .  

In fact, translation, scale and rotation are three main 
invariant moments in the field of pattern recognition. 
However, for face recognition, the facial features are 
difficult to extract, and are calculated by the general 
pattern recognition theory and method [10]. Even these 
three main invariant moments will not be invariant 
because the facial expression is changed in different 
images. 

Thus the recognition only gives the best matching 
result within an upper predetermined threshold. The 
result in the paper shows that the recognition is 
satisfied. 

By using GA-based recognition method, the settings 
of the search field (in this paper, (x, y, rate, � ) is 
selected), the determination of the genetic operations, 
and the selection and the optimization of the fitness 
function all have a strong effect on the level of 
recognition of the resultant image. 

Based on the results of experiments described here, 
further work will emphasize (i) optimizing the fields of 
chromosomes, and (ii) improving the fitness function 
by adding some terms to it [7]. This work is important 
and necessary in order to improve the GA-based face 
recognition system. 
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Abstract: In the pneumatic experiment system in which 
Mckibben muscles are applied, the electropneumatic 
regulator provides gas pressure to Mckibben muscles. 
The structure of the electropneumatic regulator is 
analyzed, and that the electropneumatic regulator can 
stabilize its output gas pressure is pointed out. The 
stiffness expression of Mckibben Muscles is formulated 
from both its force model and the characteristic of the 
electropneumatic regulator. The process of gas pressure 
transmission with the whole pneumatic experiment 
system is investigated. The model of the gas pressure 
transmission based on the integrated pneumatic 
experiment system is established. The experiment is 
done to prove its validity. The result shows, that the inner 
pressure of Mckibben muscle doesn’t vary when its 
length is changed by outer force, and there are bath a 
pure time delay and a raise course of gas pressure when 
Mckibben muscles are input by pressed air. The pure 
time delay comes from the turning on of the valve of the 
electropneumatic regulator, and the raise course 
corresponds with the filling process of the inner gas 
pressure of Mckibben muscle. 
Keywords: Mckibben muscle; pneumatic experiment 
system; electropneumatic regulator; stiffness; gas 
pressure transmission 
 

1. Introduction 
Mckibben pneumatic artificial muscle (it will be called 

as Mckibben muscle later) is a kind of motion engine 
which is stimulated and can contract. It constructs with 
two layers-the inner layer rubber tube and the outer layer 
fiber wave. When the inner layer closed tube is input by 
pressed gas, the outer layer wave expands and shortens 
its two ends and then outputs pulling force[1-3]. Therefore, 
the electro-pneumatic regulator is necessary, which is 
capable of providing the required gas pressure. In this 
case, the whole pneumatic experiment system includes 

not only Mckibben muscles but also the 
electro-pneumatic regulator. But the former literatures 
usually didn’t mention the electro-pneumatic regulator. 
Here the writer thinks that the integrated pneumatic 
system should include both Mckibben muscles and the 
electro-pneumatic regulator which will effect the 
characteristics of Mckibben muscles. This paper is just to 
investigate the characteristics of Mckibben muscles 
based on the integrated pneumatic experiment system. 
 

2. Pneumatic experiment system 
Fig.1 is an ordinary pneumatic experiment system. 

The computer-controlled electro-pneumatic regulator can 
output determined gas pressure. Mckibben muscle input 
by the pressed gas contracts and output pull force and 
then works on the load. The gas source is usually from a 
compressor. Obviously the experiment should mainly 
include both the electro-pneumatic regulator and 
Mckibben muscles. 
 

 
 

Fig.1 Pneumatic experiment system 
 

Firstly let’s discuss the electro-pneumatic regulator. It 
is a computer-controlled system which can output 
determined gas pressure. Its input is the electric current 
or electric voltage which’s quantity can be controlled by 
the computer, and the output gas pressure is proportional 
to the current or the voltage within definite field. It has 
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multiple output channels for the practical need. Every 
output channel can output a gas pressure proportional to 
the input. Fig.2 is just the principle block diagram related 
one channel. Thereinto, the control circuit can control all 
the channels. From Fig.2, every channel consists of the 
control circuit, two electromagnetism proportion valves, 
and one pressure sensor. The pressure sensor measures 
the output gas pressure and feedback it to the control 
circuit. Accordingly, a closed feedback loop is made up. 
It is not difficult to understand that the closed loop can 
automatically regulate and restrain the out gas pressure 
when it changes because of the later links. This is why 
the electro-pneumatic regulator can output stable gas 
pressure. The compressor provides the pressed gas input 
to the electro-pneumatic regulator. The magnitude of the 
gas pressure should be larger than the maximal output 
gas pressure. 
 

 
 

Fig.2 Principle figure of the electropneumatic regulator 

 

3. The stiffness of Mckibben muscle 
There have been many papers discussed the 

characteristics of Mckibben muscle itself, especially its 
force characteristic[4-6]. But few paper mentioned its 
stiffness. Mckibben muscle changes its shape when 
acting, a little like the spring. To the spring, its stiffness 
is constant within definite field. To Mckibben muscle, 
how about its stiffness? Now let’s discuss this problem. 

The basic concept of the stiffness is the needed force 
making a shape change in unit length. It is just the 
differential of force to length in actual calculation. Based 

on the concept, th stiffness of Mckibben muscle is the 
differential of its output force to its length. To Mckibben 
muscle, there has been clear conclusions about the force 
characteristic especially its static force characteristic. 
Different literatures gave the same ideal force output 
expressions. Some of them gave revisory ones for 
idiographic products of Mckibben muscles[7-8]. In this 
paper the ideal force output characteristic will be used to 
discuss the stiffness. 

 
The force characteristic expression is 

 
F=Pb2(3L2/b2-1)/(4πn2)   (1) 
 

Thereinto, F is the force output, P is the input gas 
pressure, and L is the current length of Mckibben muscle. 
Both b and n are structure parameters and they keep 
constant. Formula (1) expresses that the force output of 
Mckibben muscle is proportional to gas pressure, and is 
nonlinear to the length. 

 
Based on both the stiffness and its force characteristic 

of Mckibben muscle, the stiffness k is 
 
k=dF/dL 

=d[Pb2(3L2/b2-1)/(4πn2)]/dL 

=Pb2(3L2/b2-1)/(4πn2)dP/dL + 3PL/(2πn2)  
 

There are two items in the above formula. Generally, 
dP/dL in the first item is very difficult to calculate, 
because the inner pressure has to change with its volume 
varying to enclosed gas. To Mckibben muscle, if the 
related valve is shut up after some pressed gas is input, 
its inner gas becomes enclosed, and its length change 
must make its inner volume change, consequently its 
inner pressure P will change. Based on the above 
analysis to the electro-pneumatic regulator, the inner 
pressure actually as the controlled object, together with 
the related channel of the electro-pneumatic regulator, 
constitute a enclosed loop control system. In practice, the 
inner pressed gas can exchange its mass with the 
regulator. It is not an enclosed gas. The sensor in the 
channel of the regulator will send feedback signal about 
the change immediately to the control circuit when the 
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inner pressure varies because of some outer factors. Then 
the control circuit will make the related 
electromagnetism proportion valve act. Then definite gas 
will be input to or output from Mckibben muscle, so as 
to stabilize the inner pressure. Some experiments have 
clearly proved that. The inner pressure changes instantly 
and recover to the former immediately when the length 
of Mckibben muscle is enforced to change after 
determined gas pressure is input. Therefore it can get 

 
dP/dL=0 
 

So, the stiffness of Mckibben muscle is 
 

    k=3PL/(2πn2)    (2) 
 

Based on the formula (2), there is conclusion that the 
stiffness of Mckibben muscle is not constant. It is 
proportional to gas pressure, and is proportional to the 
length too. Larger the pressure, larger the stiffness. The 
stiffness at the beginning of contraction is larger than the 
one after contraction under the condition of the constant 
inner pressure. This is quite different from the spring 
with constant stiffness. Just like he spring, there is a 
length field within which the expression (2) is correct. 
Because there is a length field in the force expression (1), 
and the length field is just the normal operation field of 
Mckibben muscle. 

Formula (2) express that the stiffness of Mckibben 
muscle has finite volumes within its normal operation 
field. In another word, the force needed to change its 
length is not very large. Just because there is so called 
“compliance” which means that the shape is easy to be 
changed by the outer force, the robot actuated by 
Mckibben muscles is related safe to human when contact 
with it[9-10]. 

 

4. The model of gas pressure transmission 
in Mckibben muscle 

Mckibben muscle is stimulated. In another word, it 
contracts after gas pressure is input and then output force. 
So the gas pressure is greatly related with the output 
force. Formula (1) has proved that the output force is 
proportional to the input gas pressure. Therefore, the 

transmission of the gas pressure will greatly effect the 
forming of the contraction force of Mckibben muscle. To 
a factual pneumatic experiment system, the opening of 
the gas valve of the electropneumatic regulator has 
definite time delay, and different valves have different 
delays. To the familiar valve products, the time delay is 
usually less than 50ms. For simple calculation, it can be 
considered as a pure delay less than 50ms. The actual 
delay in the used electropneumatic regulator is about 
30ms. In addition, the diameter of Mckibben muscle is 
usually much larger than the one of the gas transmission 
tube. So the gas pressure inputting to Mckibben muscle 
can’t be stepped. It should have a very complicated rise 
course. For simple dealing with, the course is considered 
as one-order inertia link. Its rise time will be much larger 
than the delay of the electropneumatic regulator. 
Probably it can be a few hundred milliseconds[7,11] and 
the ideographic quantity is related with the inner volume 
of Mckibben muscle. Based on the above analysis, the 
opening of the gas valve considered as the pure delay, 
and the gas pressure transmission from the output port of 
the gas valve to the inerior of Mckibben muscle as 
one-order inertia course, the input pressure P can be 
expressed as  

 
P(t) = P0 (1-e-(t-Td)/Tc) u(t-Td)  (3) 
 

Thereinto, P0 is the static volume, Td is the time delay of 
gas valve, and Tc is the time constant of the one-order 
inertia course. 

A experiment is conducted to validate the above 
conclusion. Because of that it is different to directly 
measure the inner pressure of Mckibben muscle, a 
measurement of its pull force is done to validate the 
formula (3) indirectly. Fig.3 shows the comparison 
between the pull force model and the experiment data in 
which the used Mckibben muscle has a nominal length 
300mm and nominal diameter 20mm, under the 
condition of that P0 equals to 0.5MPa and L keeps 
300mm. Besides, the time delay of the electropneumatic 
regulator is 30ms and the time constant of the one-order 
inertia course is 260ms. From the formula (1), The pull 
force F and the gas pressure P will change in the same 
way if L keeps constant. From fig.3, the raise course of 
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the gas pressure is consistent with the experiment on 
whole. Then it infers that the gas pressure transmission 
model expressed by formula (3) is basically close to the 
factual system. This model will greatly consult the 
design of the control algorithm of Mckibben muscle. 

From fig.3, the opening time delay of the 
electropneumatic is much less than the gas pressure 
filling time to mckibben muscle. Scanning he whole gas 
pressure transmission, according to the pull force model, 
the gas pressure gets to 90% of the stable volume at 
about 600ms. 
 

 

 

Fig.3 Comparison between 
 the model and the experiment 

 

5. Conclusion 
In factual applications of Mckibben muscles, to a typical 
pneumatic experiment system, usually the 
electropneumatic regulator is used to control the gas 
pressure. Based on the whole system, the stiffness of 
Mckibben muscle is proportional to both its gas pressure 
and its length. Enforcing to change its length, its inner 
gas pressure doesn’t change. When gas pressure input, 
there is a time delay of several hundred milliseconds 
because of both the delay of the gas valve of the 
electropneumatic regulator and the filling course of the 
inner gas pressure of Mckibben muscle. And the filling 
course is much larger than the delay of the gas valve. 
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Abstract
In previous studies, we have proposed an algorithm

named the edge histogram based sampling algorithm
(EHBSA) with EDA scheme for permutation domains.
In EHBSA, new solutions are obtained by combining
partial solutions which exist in the current population,
and partial solutions newly generated according to an
edge histogram model of the current population. In
this paper, we show using partial solutions can main-
tain the diversity of the population, resulting in a suc-
cessful search. We also show that using partial solu-
tions in ACO can greately enhance its performance.

1 Introduction

Genetic Algorithms (GAs) are widely used as
robust black-box optimization techniques applicable
across a broad range of real-world problems. GAs
should work well for problems that can be decomposed
into sub-problems of bounded difficulty [1]. However,
fixed, problem-independent variation operators are of-
ten incapable of effective exploitation of the selected
population of high-quality solutions [1, 2]. One of the
most promising research directions is to look at the
generation of new candidate solutions as a learning
problem, and use a probabilistic model of selected so-
lutions to generate the new ones [3, 4]. The algorithms
based on learning and sampling a probabilistic model
of promising solutions to generate new candidate solu-
tions are called estimation of distribution algorithms
(EDAs) [5] or probabilistic model-building genetic al-
gorithms (PMBGAs) [3].

Most work on EDAs focuses on optimization prob-
lems where candidate solutions are represented by
fixed-length vectors of discrete or continuous variables.
However, for many combinatorial problems permuta-
tions provide a much more natural representation for
candidate solutions. Despite the great success of EDAs
in the domain of fixed-length discrete and continuous

vectors, only few studies can be found on EDAs for
permutation problems [6, 7].

In previous studies [8, 9], we have introduced a
promising approach to learning and sampling prob-
abilistic models for permutation problems using edge
histogram models. This algorithm is called the edge
histogram based sampling algorithm (EHBSA). In
EHBSA, new solutions are created by combining par-
tial solutions which exist in the current population,
and partial solutions newly generated based on the
edge histogram model of the current population. The
EHBSA worked well on several benchmark instances
of the traveling salesman problem (TSP). Nonethe-
less, the methods proposed are not limited to TSP, like
most other TSP solvers and specialized variation oper-
ators. As a result, this approach provides a promising
direction for solutions of other problems that can be
formulated within the domain of fixed-length permu-
tations; flow shop scheduling is an example of such a
problem as described in [9].

In this paper, we focus our attention on the effects
of using partial solutions in EHBSA. The basic sam-
pling algorithms in EHBSAs are very similar to the
sampling algorithms that are used in ant colony opti-
mization (ACO) [10, 11] and thus this method can be
applied to ACO [12]. We also discuss these results.

In the remainder of this paper, Section 2 gives a
general scheme for using partial solutions in EDAs. In
Section 3, we discuss the effect of using partial solu-
tions in EHBSA and show how using partial solutions
can maintain the diversity of the population, resulting
in a successful search. The effectiveness of using par-
tial solution in ACO is discussed in Section 4. Finally,
Section 5 concludes this paper.

2 Using Partial Solutions in EDAs

Figure 1 shows a typical scheme of EDAs. EDAs
evolve a population of candidate solutions to the
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given problem by building and sampling a probabilis-
tic model of promising solutions. EDAs start with a
random population of candidate solutions (individu-
als). Each iteration of EDAs starts by selecting better
individuals from the current population. Next, the
probability distribution M of the selected population
of individuals (P sel) is estimated. New individuals are
then generated according to this estimate, forming the
population of candidate solutions for the next gener-
ation. The process is repeated until the termination
conditions are satisfied.

The scheme of EDAs with partial solutions is shown
in Figure 2. In the figure, new solutions are obtained
by combining partial solutions which exist in the cur-
rent population, and partial solutions newly generated
according to the model M of P sel. What kind of effect
can we be expected with this scheme in Figure 2? In
a typical EDA scheme in Figure 1, new solutions are
directly reflected from the distribution of P sel. If the
selection operator is not designed properly, the repeti-
tion of iterations within the scheme may cause strong,
but incomplete positive feedback to model M , result-
ing in a premature convergence of the population and
a failed search. On the other hand, with the scheme
described in Figure 2, new solutions are generated not
only according to model M but also using partial so-
lutions from the existing solutions in P . This reduces
the rapid change of the population. Thus, we can ex-
pect that using partial solutions as shown in Figure 2
has the effect of maintaining diversity and preventing
premature convergence of the population.

P

Psel

Selection

M= p(x1, x2,…, x
n
)

Estimate of distribution

Generate solutions according 

to M

F
it

n
es

s

Figure 1: General Scheme of EDAs

3 EHBSA

3.1 Edge Histogram Model

An edge is a link or connection between two nodes.
The basic idea of the edge histogram based sampling
algorithm (EHBSA) is to use the edge distribution of

P

Psel

M= p(x1, x2,…, x
n
)

F
it

n
es

s

Partial solutions

Existing solutions

Selection

Estimate of distribution

Generate solutions according 

to partial solutions and M

Figure 2: Scheme of EDAs with Partial Solutions

the whole population in generating new strings. The
algorithm starts by generating a random permutation
string for each individual population of candidate so-
lutions. Promising solutions are then selected using
any popular selection scheme. An edge histogram ma-
trix (EHM) for the selected solutions is constructed
and new solutions are generated by sampling, based
on the edge histogram matrix. New solutions replace
some of the old ones and the process is repeated un-
til the termination criteria are met. An example of
EHM at t EHM t = (et

i,j) is shown in Fig 3. The in-
teger value of each (et

i,j) represents number of edges
from node i to node j in the population. The frac-
tional value represents minimum value to give a bias
to control pressure in sampling nodes.

s
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Figure 3: An Example of EHM

3.2 Using Partial Solutions in EHBSA

In EHBSA, a template individual, from which a
partial solution is obtained, is chosen from P (t) (nor-
mally, randomly). A crucial question when we create a
new solution c[] is how to determine which part of the
partial solution the c[] will borrow from the template.
To ensure robustness across a wide spectrum of prob-
lems, it is advantageous to introduce variation both
in the portion and the number of nodes of the partial
solution that is borrowed from the template. First we
choose the starting node position of the partial solu-
tion randomly. Thereafter, the number of nodes of the
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partial solution must be determined. Let us represent
the number of nodes that are constructed based on
EHM by ls. Then, lc, the number of nodes of the par-
tial solution, which c[] borrows from the template, is
lc = L–ls. Here, let us introduce a control parameter
γ which can define E(ls) (the average of ls) by E(ls) =
L×γ. To determine the sampling portion in a string,
we used the n cut-point approach in previous study
[8]. However with the approach, E(ls) is L/2, L/3, .
. . for n= 2, 3, and so on, and, γ corresponds to 1/n,
i.e., γ can take only the values of 0.5, 0.333, and 0.25,
corresponding to n= 2, 3, 4 and so on. In the current
research, we extend this elementary method to a more
flexible technique which allows for γ taking values in
the rage [0.0, 1.0]. The probability density functions
for ls in this research are:

fs(l) =
1 − γ

Lγ

(
1 − l

n

) 1−2γ
γ

, for 0 < γ ≤ 0.5. (1)

fs(l) =
γ

L(1 − γ)

(
l

n

) 2γ−1
1−γ

, for 0 < γ ≤ 0.5. (2)

Using partial solutions in EHBSA is summarized in
Figure 4. For a given γ value, ls is generated according
to Eqs. 1 or 2, and ctop, the first position of partial
solution for c[] to borrow from the template, is sam-
pled randomly. Then, the partial solution of length
lc = L–ls, and which starts from ctop is copied to c[]
from the template. Then the remaining sequence of
nodes of length ls in c[] is sampled according to EHM
probabilistically.

template T[]

partial solution

new solution c[]

EHM

L

sampling

Ll
s

sc
lLl

c
top

Figure 4: Using partial solutions in EHBSA

3.3 Results

In this section, we show the results using the scheme
described in Section 3.2 on TSP instances of gr48 and
pr76. The γ values were tested from 0.1 to 1 with step
size 0.1. Here note that γ = 1 corresponds to the case

where no partial solutions are used. The following
control parameter values were used: population size
N = L×2 (L is the number of cities), maximum num-
ber of tour constructions Emax = L×20, 000. Results
are summarized in Table 1 where #OPT indicates the
number of runs which found the best-known solution,
MNE indicates the mean number of tour construc-
tions to find the best-known solution in those runs
where it did find the solution, and Error indicates
the average excess value from the best-known solution
over 25 independent runs.

From these results, we can see that good results of
#OPT , MNE, and Error are found with γ values
in [0.3, 0.4] for both gr48 and pr96. In the case in
which we do not use partial solutions (γ = 1), the sec-
ond worst results were obtained on both instances, i.e.,
#OPT = 0 for both instances, and a Error = 1.159%
for gr48 and Error = 9.747% for pr76, respectively.

Table 1: Results of EHBSA on gr48 and pr76

#OPT MNE Error #OPT MNE Error

0.1 0 - 1.753% 0 - 14.895%

0.2 25 185458.3 0.000% 10 1276794.0 0.175%

0.3 25 115680.5 0.000% 24 735272.6 0.005%

0.4 24 113575.6 0.022% 23 595011.3 0.010%

0.5 23 135540.6 0.029% 21 622464.3 0.045%

0.6 16 182385.0 0.099% 17 687602.9 0.092%

0.7 4 256192.0 0.278% 13 960202.4 0.115%

0.8 0 - 0.682% 2 1400801.5 1.076%

0.9 0 - 0.912% 0 - 5.336%

1 0 - 1.159% 0 - 9.747%

gr48 pr76

Figure 5 shows the change of the diversity of the
population. Here, the diversity was measured by the
standard deviation (STD) of tour length of individuals
in the population and was averaged over 25 runs. From
this figure, we can see that for γ = 0.1 the change of
the STD is very slow. This is because only 10% of
new edges are sampled in generating a new string on
average. Thus, the population did not converge in the
defined maximum number of tour constructions Emax.
With γ values of 0.3, and 0.4, each STD gradually
becomes smaller as the number of tour constructions
increases, resulting in successful searches. However, in
the case in which we do not use partial solutions (γ =
1), the population loses diversity rapidly, resulting in
a failed search. Thus, we can see the effectiveness of
using partial solutions with appropriate γ values.

4 Using Partial Solutions in ACO

As a bio-inspired computational paradigm, ACO
has been applied with great success to a large number
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Figure 5: Change of population diversity on gr48

of hard problems in permutation domains [11]. The
first ACO algorithm was called the Ant System (AS),
and was applied to the TSP. Since then, many variant
ACO algorithms have been proposed as extensions of
AS [11]. On a TSP, AS works as follows: Let m be the
total number of ants. Initially, each ant is put on a
randomly chosen city k(k=1, ..., n). Let τ ij(t) be the
trail density on edge (i, j) at iteration t. Each of m
ants at iteration t makes a tour by choosing a sequence
of cities. When all ants complete their tours, the trail
density of each edge on their tours is updated. We
can note here that the τij(t) corresponds to EHM t =
(et

i,j) of EHBSA and thus ACO has a tight relation
with EDAs.

In this section, we present the results of a new ACO
which uses partial solutions in generating new solu-
tions. Please see [12] for more detail. The algorithm
is called the cAS (cunning AS). In traditional ACO
algorithms, each ant generates a solution probabilisti-
cally or pseudo-probabilistically based on the current
pheromone trail τij(t). In cAS, an agent called cun-
ning ant (c-ant) is introduced. The c-ant differs from
traditional ants in the manner of solution construc-
tion. It constructs a solution by borrowing a part of
existing solutions. The remainder of the solution is
constructed based on τij(t) probabilistically as usual.
An agent which has a solution borrowed by a c-ant is
called a donor ant (d-ant). Using c-ant in this way,
we can prevent premature stagnation the of search, be-
cause only a partial solutions are newly generated, and
this can prevent over exploitation caused by strong
positive feedback to τ ij (t) as discussed in Section 2.

Figure 6 illustrate the convergence process by the
change of Error on kroA100 TSP instance for γ val-
ues of 0.1, 0.3, 0.5, 0.7, and 0.9. Early stagnations
of search can be observed with γ vales of 0.7 and 0.9.
With γ values of 0.3 and 0.5, stagnations of search oc-
cur much later in the search. With a γ value of 0.1,
no stagnation can be observed. But the convergence

process is very slow. Thus we can see that using appro-
priate small values of γ can prevent over exploitation.
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Figure 6: Convergence process on kroA100

Here we show cAS with a local search on TSP. One
of the best performing local searches for TSP is the
well-known Lin-Kernighan algorithm (LK) [13]. We
used a Chained LK which applies the basic LK re-
peatedly. For γ value, γ =0.4 was used.

Table 2: Results of cAS with LK on TSP. Tavg is aver-
age time in second to find optimal in successful runs.
The machine we used had two Opteron 280 (2.4GHz)
processors with Java code.

#
O

P
T Error

(%)
T avg

#
O

P
T Error

(%)
T avg

#
O

P
T Error

(%)
T avg

#
O

P
T Error

(%)
T avg

pr2392 25 0.00 104.9 24 0.00 137.2 12 0.00 211.3 4 0.17 122.4 240

fl3795 25 0.00 435.1 15 0.00 615.9 17 0.00 770.7 0 0.57 - 1400

rl5934 25 0.00 1336.1 1 0.00 1854.6 10 0.00 2533.6 0 0.27 - 3300

Chained LK 

TSP T max

c AS ( =0.4) non-c AS ( =1)

c AS
MMAS

To confirm the effectiveness of combining cAS with
LK, we also tested the following three algorithms:
non-cAS with LK (i.e., γ=1; no partial solutions are
used), MMAS with LK, and Chained LK alone. The
results are shown in Table 2. We can see all algorithms
of cAS, non-cAS, and MMAS showed very small val-
ues of Error by combining LK and thus the advantage
of combining these algorithms with LK is very clear.
However, when we focus our attention on the results of
#OPT, all algorithms except for cAS could not attain
#OPT = 25. In contrast to this, cAS could attain
#OPT = 25 within the allowed run time Tmax show-
ing the smallest Tavg (average time in seconds to find
optimal in successful runs) among algorithms tested.
Thus, we can see that using partial solutions is use-
ful when the approach is combined with local search.
Figure 7 shows the variations of Tavg and #OPT for
various γ values.
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Figure 7: Results of cAS for variable γ values with LK
on (1) fl3795 and (2) rl5934

5 Summary

In previous studies, we have proposed an algorithm
referred to as the edge histogram based sampling al-
gorithm (EHBSA) with EDA scheme for permutation
domains. In EHBSA, new solutions are obtained by
combining partial solutions which exist in the current
population, and partial solutions newly generated ac-
cording to an edge histogram model of the current
population. In this paper, we showed that using par-
tial solutions can maintain diversity of a population
resulting in a successful search. We have also shown
that using partial solutions in ACO can greatly en-
hance its performance. Thus, we can expect that a
scheme using partial solutions in generating new solu-
tions can be used in a wide range of EDAs. Appling
this scheme to EDAs in other domains, such as real
coding and binary coding remains for for future work.
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Abstract

We have studied e�ects of stochastic �uctuation
in the process of GA evolution of OneMax problem�
We applied the Wright�Fisher model and the di�u�
sion model for the analysis of GA with mutation and
crossover� By using the di�usion model� we derived
the stationary distribution of the �rst order schema
frequency� In the comparison of numerical experi�
ments and the theoretical calculations� we found that
crossover is a very important factor determining the
work of stochastic �uctuation�

� Introduction

It is a di�cult problem to determine the popula�
tion size N in the application of GAs� Too small N
may cause a poor performance in �nding optimal solu�
tion�s�� while too large N costs unnecessary computa�
tional power� The study of population sizing requires
a stochastic treatment� which is in general a di�cult
task for the mathematical analysis�

In genetics� there are theories of Markov processes
and di�usion equations� Population genetics uses the
Wright�Fisher model of Markov processes 	
�� and dif�
fusion models 	��� In the �eld of GAs� researchers
apply Markov theory and its di�usion approxima�
tion� Nix and Vose proposed a stochastic model
of GA evolution within the framework of Markov
processes	�� There are also analyses which use dif�
fusion theories	�� ���

Theoretical analyses in Genetics usually focus on
one locus� and study the changes in frequencies of al�
leles within the locus� On the other hand� GA re�
searchers treat multi�locus systems� This causes prob�
lems of dimensionality in Markov and di�usion ap�
proaches� To make the analysis tractable� Asoh and
M�uhlenbein restricted their study within the �rst or�
der schemata	��� In this study� we also used a math�
ematical framework of the �rst order schema theory�

and investigated their evolution by using the Wright�
Fisher model and di�usion equations� We analyzed
the evolution of GA with mutation and crossover in
OneMax problem�

� Mathematical Model

A population is consisted of N individuals� and we
�x N throughout the evolution process� We represent
individuals by binary strings of length �� and there are
n � �� genotypes� We identify integers and binary
strings by

i �� i���� � � � � i�
� ��

where i�k� � f�� 
g is the kth component of the binary
string�

Denoting a genotype � i���� � � � � i�
� � by i� we
represent the number of individuals with genotype i
at generation t by Ni�t�� We also use the relative
frequency xi�t� for describing the evolution

xi�t� � Ni�t��N�

The process of �tness proportionate selection is
given by

xi�t� 
� � fixi�t�� �f�t�� �
�

where �f�t� is the average �tness of the population

�f�t� �

n��X
i��

fi xi�t�� ���

� Deterministic Model

We derive here the evolution equation for the �rst
order schema within the framework of the determinis�
tic theory�
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��� Linkage Equilibrium

Linkage means the correlation between the di�er�
ent loci in a population� and if there is some corre�
lation we call this linkage disequilibrium 	��� In GA
applications� we usually generate an initial population
by producing � and 
 randomly and independently at
each bit position� The initial population of this type is
obviously in linkage equilibrium� However� as the GA
calculation proceeds� the population frequently goes
into linkage disequilibrium state� The causes of this
change are the functional form of the �tness and ge�
netic drift in the selection process 	��� It should be
noted that crossover and mutation have the e�ect of
recovering linkage equilibrium� and if crossover works
su�ciently� the population is in linkage equilibrium
throughout the evolution process�

The distribution of a population in linkage equilib�
rium is given by using relative frequencies

xi�t� �
�Y

k��

hi�k��t�� ��

where hi�k��t� is a frequency of the �rst order schema
at position k� and i �� i���� � � � � i�
� �� We also use

the notation of h
�k�
� and h

�k�
� for the �rst order schema

frequencies of bit � and bit 
� respectively�

��� OneMax Function

In this study� we use the OneMax �tness function
fi

fi �
�X

k��

i�k�� ���

Since the string of all ones � 
� 
� � � � � 
 � is the opti�
mum solution for this landscape� bit 
 is the favorable
allele at all positions�

In the deterministic schema theory� the evolution of
the �rst order schema in linkage equilibrium is given
by 	��� The relative frequency of the �rst order schema
at position k is determined by

h
�k�
� �t� 
� � ah

�k�
� �t� � b� ���

where constants a and b are

a � �
�



�
� �
� ���� b �




�
�
� ��� � ��

The solution is given in terms of a�

b� � 
�
�

��� �
� �����
�

and the initial value h����

h��t� � at fh����� b�g� b�� ���

� Markov Model

The stochastic model like Markov model explicitly
treats the number of schemata� We consider the fre�
quencies of two alleles at some locus� Two alleles are
denoted by A and a� and the number of individuals
having allele A and a are N� and N�� respectively�
Since N � N��N� is constant� we consider N� in this
analysis�

We �rst consider the case in which both alleles have
the same �tness� The probability Q�jji� that N� � i
at generation t becomes N� � j at generation t� 
 is
given by the binomial distribution

Q�jji� �

�
N

j

� �
i

N

�j �

�

i

N

�N�j
� ���

The probability qi�t� ofN� � i at generation t obeys
the evolution equation

qj�t� 
� �

NX
i��

Q�jji� qi�t�� ���

This equation is represented by using �N � 
��
dimensional vector q�t�

q�t� � �q��t�� � � � � qN �t��
T �

where T is transversion� and the matrix Q � 	Q�jji��

q�t� 
� � Qq�t�� � ���

This model is called as the Wright�Fisher model	
�．
We can express the evolution process analytically if

we obtain the eigenvalues and eigenvectors of Q� We
know the eigenvalues of the matrix 	
�


� 
� 
�



N
� � � � �

N��Y
i��

�

�

i

N

�
�

Unfortunately� we do not have the analytical expres�
sion of all eigenvectors� We only have two eigenvectors
corresponding to the eigenvalue 


qA � �
� �� � � � � ��T � qa � ��� �� � � � � 
�T �

These eigenvectors represent two absorbing states in
Markov process� All processes converge to one of these
absorbing states� The eigenvector qA stands for the
extinction state where there is no favorable allele in
the population� and qa for the �xation state of the
favorable allele�

Next� we consider the case where two �rst order
schemata have di�erent �tness values� We use allele
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A and a to denote binary values � and 
� respectively�
and their �tness values are

fA � 
� fa � 
 � s� �s � ���

The transition matrix Q�jji� is given by

Q�jji� �

�
N

j

�
u�s�j f
� u�s�g

N�j
� �
��

u�s� �
�
 � s�i

N � si
�

This matrix also has a maximum eigenvalue 
 with
multiplicity �� and their corresponding eigenvectors
are

qA � �
� �� � � � � ��T � qa � ��� �� � � � � 
�T �

It is also true that qA and qa are absorbing states�

Finally� we derive the transition matrix on the One�
Max �tness� Replacing

h��t�� i�N

in the evolution equation of the �rst order schema ����
we have the transition matrix

Q�jji� �

�
N

j

�
u�y�j f
� u�y�g

N�j
� �

�

u�y� � ay � b � a
i

N
� b�

where y � i�N � This transition matrix has eigenvalues
��� � � � � �N

�� � 
� �� � a� � � � � �k �

k��Y
i��

a�
� i�N�� � � � �
��

These eigenvalues are independent of b� and the second
largest eigenvalue �� � a does not depend on N �

� Di�usion Model

Though it is believed that Markov model can repro�
duce many evolution processes in biology� its mathe�
matical analysis is very di�cult� Therefore� the ap�
proximation of Markov model by the di�usion equa�
tion is used in genetics	
�� In the following� we derive
the di�usion equation for OneMax problem�

We de�ne

�y�t� � y�t� 
�� y�t��

Noting that i� therefore y�t�� is �xed� we calculate its
expectation value

Ef�y�t�g �

NX
j��

j

N
� qj�t� 
�� y�t��

and variance

Vf�y�t�g �



N�

NX
j��

j� � qj�t� 
�� Ef�y�t�g��

Using

NX
j��

j

N
� qj�t� 
� �

NX
j��

j

N

�
N

j

�
u�y�j f
� u�y�g

N�j
�

we have

Ef�y�t�g � u�y�� y � �a� 
�y � b� �
�

In the same way� we have

Vf�y�t�g � u�y�f
� u�y�g�N� �
��

From equations �
� and �
��� we de�ne two func�
tions of y

M�y� � �a� 
�y � b� V �y� � u�y�f
� u�y�g�N�

The di�usion approximation of Markov process in
OneMax problem is given in terms of M�y� and V �y�

�	�y� t�

�t
�




�

��

�y�
fV �y�	�y� t�g �

�

�y
fM�y�	�y� t�g�

�
��
This equation is called Kolmogorov forward equation�
and 	�y� t� stands for the probability density function
of the relative frequency y and time t�

We derive the solution of Kolmogorov forward equa�
tion �
��� At t � �� we try to obtain the stationary
solution 
�y�� Since �	�y� t���t � �� 
�y� satis�es

d�

dy�
fV �y�
�y�g � �

d

dy
fM�y�
�y�g � ��

By integrating the di�erential equation� we have


�y� � C �ay � b��c��� �
� ay � b��c��� �
��

where C is a normalization constant� and c� and c�
are

c� � Nb�a�� c� � N�
� a� b��a��
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� Numerical Experiment

In this section� we compare results of the theoreti�
cal analysis with numerical experiments� We use the
�tness proportionate selection and uniform crossover�
The length of string is � � �� We performed 
��� runs
for each parameter set� and averaged over them�

Figure 
 shows the average �tness �f�t� with the
use of three population sizes� N � ��� ��� 
��� We
used the crossover rate � � 
 and mutation rate
� � ����
� The solid line with the label THEORY is
obtained by the deterministic evolution equation（�）
and �f�t� � �h��t�� Figure � shows the same results of
GA calculations without crossover�

In the calculations with crossover� we observe small
N dependence except for N � ��� and these results al�
most coincide with the deterministic theory� This fact
can be explained by the fact that the population is in
linkage equilibrium due to the action of crossover� In
linkage equilibrium� Wright�Fisher model can describe
the distribution of alleles in good approximation� in
which the second largest eigenvalue does not have N
dependence� Since the population size is small in the
case of N � ��� there is large e�ect of genetic drift
that makes the population in linkage disequilibrium�

On the contrary� we observe large di�erences in the
results of di�erentN in Fig��� Especially� ifN is small�
the performance of the calculation is very poor� The
strong N dependence suggests large e�ects of genetic
drift in calculations without crossover�

Figure  explains the result of N � �� with
crossover� In 
��� repeated calculations� the numbers
of �xations and extinctions of the favorable �rst order
schema are shown as functions of generation� From
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Figure � Fixation and extinction probabilities of
the favorable �rst order schema� Without crossover�
N � ��，� � �� � � ����
�

this �gure� we see that about 
�� of favorable schema
disappear from the population�

Linkage equilibrium due to crossover does not mean
small N dependence� Figures � and � show distribu�
tions of the favorable �rst order schema at the station�
ary states �t � 
��� with � � ���� and � � 
� The
abscissa represents the relative frequency of bit one�
The solid lines are the results of numerical calculations
and dotted lines are those of di�usion approximation
（
�）� The large di�erence between two distributions
comes from the di�erence in N �
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� Summary

This study treats the schema evolution in OneMax
by the use of the Wright�Fisher model and di�usion
equations� If we can de�ne favorable and unfavorable
genes in one locus model� the �xation and extinction
states are absorbing states in usual Markov processes�
and this brings the N �dependence in GA calculations�
for example� on the multiplicative landscape� While in
the case of OneMax problem� the extinction state acts
as a re�ecting wall� and the probability of extinction
state is zero� The reason is that the probability of
the genotype � �� �� � � � � � � is zero� The assumption
of linkage equilibrium means the probability of h� is
also zero� Therefore the state N� � � cannot work
as an absorbing wall� This partly explains the weak
N �dependence in OneMax problem�
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Abstract
Genetic Programming (GP) is one of the promising

methods to detect exon-intron boundaries from DNA se-
quences. In conventional method, two- or four-bit binary
codes represent four bases, and each bit of codes are used
as input to the identification model. These bit-oriented GP
is simple, but it is difficult to know which bases are key
to identify the boundary. Here we develop a novel base-
oriented GP which can directly use bases as inputs. More-
over, we integrate the model generated by base-oriented
GP with heuristics that is defined as bias of appearance
frequencies on particular loci around “GT” and “AG” ex-
tracted from about 8,000,000 DNA sequences. Simulation
results show that our method can improve the accuracy
about 10% on the“ AG”boundary identification.

1 Introduction

A gene in DNA consists two parts; one is exon and the
other is intron. Exon encodes information how to synthe-
size proteins. Intron exists between exons, and function
of intron is not clear still yet. Now it is a very important
subject to automatically extract exon regions and intron re-
gions from DNA to diagnose some kinds of diseases or to
create new medicine. However, it is very difficult to ana-
lyze gene data because it is too many and still increasing
day after day.

To automatically extract exons and introns from DNA
sequences by computers, Some methods have been inves-
tigated until now. Kamimai[1] had proposed multi-modal
neural network and succeeded to improve accuracy of iden-
tification. Ohta[2] had developed a combination of GA
(Genetic Algorithm) and GMDH (Group Method of Data
Handling), and showed good performance of identifica-
tion. In these method all bases in a region including fo-
cusing bases are encoded to two- or four-bits binary codes,
and each bit is used as inputs to the identification model.
These binary encoding lead indistinctness which bases are
the keys to identify boundaries.

Our aim is to develop a method that can directly use

Junk Junk Junk

Gene

transcript region

non-transript region

Boundaries

exon intron exon

Figure 1: DNA and gene.

the bases as inputs to the model, and it also achieves accu-
rate exon extraction from DNA sequences. So we modify
Genetic Programming (GP) to be able to handle the base
characters directly. And we combine the GP and statistical
heuristics extracted from 8 million DNA sequences.

2 DNA sequences and heuristics

2.1 Decision of input region

Figure 1 illustrates that most 5’-end and 3’-end of in-
trons has the bases “GT” and “AG”[3]. Since the sequences
“GT” and “AG” also appear in exons and introns, it is im-
possible to identify boundaries by this rule. On the other
hand some bases often appear in specific locus around the
boundary. We utilize this bias of appearance to identify
boundaries between exons and introns.

Human DNA sequences was obtained from NCBI1

database, then ±200 bases around “GT” or “AG” are ex-
tracted. The number of extracted sequences is as follows;

• Sequences with “GT”

– Boundary data: 26,046

– Non-boundary data: 7,610,718

• Sequences with “AG”

– Boundary data: 22,633

– Non-boundary data: 8,481,368
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Locus

Address

Figure 2: Addressing for loci.

Here P(b, X) denotes the appearance probability of the
base ‘X’ at the locus b, and the address of locus b is defined
as shown in Figure 2. The P(b, X) only from sequences in-
cluding boundary is described as PB(b, X), and that without
boundary is also described as PN(b, X). Then the differ-
ence Pd(b, X) between PB(b, X) and PN(b, X) is calculated
as Equation (1).

Pd(b, X) = PB(b, X) − PN(b, X), (1)

here b = {−200,−199, · · · ,+200} and X ∈ {A,G,C,T }.
From the bias of Pd(b, X), we decide to use 20 bases to

identify “GT” boundary (10 bases for 5’-side and 3’-side),
and 37 bases to identify “AG” boundary (30 bases for 5’-
side, 7 bases for 3’-side)[4].

Fujita[4] also said that the appearance frequencies of
specific bases at some loci are different between bound-
aries and non-boundaries. So we define heuristics as the
combination of the base and the locus with high bias in ap-
pearance frequency. These combination of specific loci and
bases is integrated with GP by the following two method.

2.2 Majority method

In this way Pd(b, X) is used as heuristics and combined
through the majority operator into the model generated by
GP. Following steps shows how to combine the model and
the heuristics.

Step.1 Calculation of Pd(b, X).

Step.2 Four combinations of b and X with the highest
|Pd(b, X)| are selected as heuristics.

Step.3 Four sub-trees consisting of a terminal node and
a comparing node explained in Section 3 are con-
structed. The comparing node has Eq(X, I) if the bias
of appearance frequency at the locus b is positive.
Otherwise it has Eq(X, I).

Step.4 Four sub-trees and an individual generated by
GP is combined through the tree-fifth majority node
M(3/5).

All individuals combine with the same heuristics, and the
fitness is evaluated by the output of the final M(3/5). The
same sub-trees as the heuristics never appear in individuals.

1National Center for Biotechnology Information

2.3 Embedding method

In this method a couple of bases are used as heuristics.
These heuristics are called as 2-tuple heuristics. The 2-
tuple heuristics are found from the ±200 bases around the
focusing “GT” and “AG”, then 30 2-tuple heuristics will be
combined with the model by the following steps.

Step.1 The appearance frequency P2
B(b1, b2, X1, X2) and

P2
N(b1, b2, X1, X2) are calculated from boundary data

and non-boundary data, respectively. Here b1 and b2
is address of locus, and X1 and X2 denote bases.

Step.2 Calculation of P2
d(b1, b2, X1, X2) =

|P2
B(b1, b2, X1, X2) − P2

N(b1, b2, X1, X2)|.

Step.3 30 combinations of (b1, X1) and (b2, X2) with the
largest P2

d(b1, b2, X1, X2) are selected as the 2-tuple
heuristics.

Step.4 Two sub-trees are constructed; a terminal node b1
and a comparing node Eq(b1, X1), and a terminal node
b2 and a comparing node Eq(b2, X2).

Step.5 The comparing node with “AND” operator inte-
grates two sub-trees if P2

d(b1, b2, X1, X2) > 0. Oth-
erwise they are integrated by a node with “NAND”
operator.

These 2-tuple heuristics are inserted into individuals at
the following processes.

Insertion into initial individuals: 30 individuals are ran-
domly selected and a part of individual is exchanged
to a 2-tuple heuristics at the generation of initial pop-
ulation.

Insertion at mutation process: A part of individual is ex-
changed to 2-tuple heuristics at the mutation process.

3 Genetic operations

3.1 Operators

In this research we directly use the base characters
themselves as inputs to GP. Figure 3 shows an example of
individual to identify boundaries generated by GP. Fig.3
shows that terminal nodes keep the address of locus, and a
non-terminal node is either a logic operator or a comparing
operator. A node with a logic operator calls as a logic node,
and a node with a comparing operator also calls a compar-
ing node. Equation (2) says that the comparing operator
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Figure 3: An example of individual.

Table 1: Logic operators in the model.
#s of arguments logic operator

1 NOT
2 AND OR XOR NAND NOR XNOR

M(2/3) Two-third majority
3

NM(2/3) Negative of M(2/3)

returns 1 if the input I from the terminal node is as same as
the target base character X.

Eq(X, I) =
{

1 X = I,
0 X , I, X, I ∈ {A,G,C,T } (2)

Table 1 shows available logic operators in logic nodes.
Since an output of a terminal node is a character and inputs
to a logic operator have to be boolean, a comparing node is
coupled with a terminal node. These nodes are arranges as
a tree for a boundary identification model.

3.2 Genetic operations

To make models, GP performs the following genetic op-
erations.

Initialization: It randomly generates terminal nodes, logic
nodes and comparing nodes, then arranges them as in-
dividuals.

Crossover: It randomly selects two individuals then ex-
change a part of individual (sub-tree) each other. So
two children are generated by this operation. This
operation does not allow some kinds of sub-tree ex-
changing because a terminal node must combine with
a comparing node. The combinations of exchangeable
nodes are completed in Table 2. In Table 2, L. node,
C. node and I. node denote a logic node, a comparing
node and an input node, respectively.

Fitness evaluation: Equation (3) defines the fitness.

f itness =

T∑
k=1

Zk, (3)

Zk =

{
1, Y ′k = Yk,
0, Y ′k , Yk,

Table 2: Available combination at crossover operation.
L. node C. node I. node

L. node OK OK NG
C. node OK OK NG
I. node NG NG OK

where Yk is 1 when the identification result by model
says true (boundary) and Y ′k is also 1 when the k-th
sequence is actually boundary. So

∑T
k=1 Zk means the

sum of the correctly identified sequences.

Mutation: This operation randomly exchange the opera-
tor in a node to the other one with the same number
of arguments if the selected node is a logic node. If a
terminal node is selected, the other locus is employed.
When a comparing node is selected, the other com-
paring operation take place of original one.

Selection: roulette strategy and elite preserving are em-
ployed.

4 Experiments and discussions

4.1 Parameters

We make eleven data sets from the sequences mentioned
in Section 2, then a data set is used for model generation,
and the others are used for model evaluation. No duplica-
tion exists among the data sets. The parameters of GP for
simulations are as follows;

• Numbers of individuals: 100

• Maximum nodes in a model: 200

• Crossover ratio: 100%

• Mutation ratio: 1%

• Maximum generations: 4,000

The number of simulations are 10 on each data set for
model evaluation.

4.2 Measures for evaluation

Sensitivity S n and Specificity S p defined by Equation (4)
and Equation (5) evaluate accuracy.

S n =
Nc

B
× 100 (%), (4)

S p =
Nc

Nc + Nm
× 100 (%), (5)
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Figure 4: S n by each method on “AG” boundaries.

Figure 5: S p by each method on “AG” boundaries.

where B denotes the number of boundary data, Nc and Nm

denote the number of correctly identified boundaries and
miss identified non-boundaries, respectively.

4.3 Results and discussions

Figure 4 and Figure 5 show the average S n and S p for
verification sequences. Here we only show the result on
“AG” boundaries because relatively poor results was re-
ported in previous works[2]. In Fig.4 and Fig.5, “Standard”
means the result by GP without heuristics.

In Figure 4, S n by majority method falls about 10% than
that of standard GP, it means the model combined with
the majority operator often ignore the boundaries. It is
because the answer from the model generated by GP and
answers from the heuristics sometimes compete and can-
cel each other. Figure 5 illustrates that the GP with 2-tuple
heuristics improves S p about 10% than that by standard
GP. It means that the embedding method can detect more
boundaries than those by the other methods, and less non-
boundaries are detected as boundaries.

Experimental results show that embedding method with
2-tuple heuristics improves accuracy of boundary identifi-
cation with keeping boundary detection.

5 Conclusions

Automatic extraction of exon regions from DNA se-
quences is very difficult because the sequences have too
much variety, and the number of sequences is also too huge.
In particular, the identification of “AG” boundaries was
not accurate by previous works because features to iden-
tify “AG” boundaries dispersedly exist in sequences.

In this research we develop a novel method to identify
boundaries. At first, we decide the appropriate region for
boundary identification from the bias of appearance fre-
quencies on bases at each locus. The analysis reveals that
±10 bases are enough for “GT” boundaries, and 37 bases
for “AG” boundaries. Then we think out a novel base-
oriented identification model for GP that can directly han-
dle the character of bases. Finally we compare the two
method to integrate the model by GP and statistical heuris-
tics. The embedding method achieved about 10% accuracy
improvement to detect “AG” boundaries.

To achieve more accurate identification, the model con-
sidering solid structure of protein will be remaining as fu-
ture works. Furthermore faster processing is also needed.
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Abstract
Waveform distortion is a serious problem in higher-

frequency signals on printed circuit boards (PCB). To
overcome this problem, we have already proposed seg-
mental transmission line (STL) method. That method
divides transmission lines into several segments with
di�erent line width. Each line width is adjusted to
make the reection noises cancel out each other for
minimizing the signal distortion.

In this research, we analyze the waveform reshap-
ing mechanism of STL. Next, we apply STL to a
DIMM (Dual In-line Memory Module) clock-line for
high-speed computers. As a result, we obtained help-
ful STL design guidelines and we showed e�ective ex-
ample of STL.

1 introduction

While VLSIs (e.g. Pentium CPU) perform in GHz
clock-speed nowadays, signals propagating on mother-
boards in PCs are still in hundreds of MHz frequency-
range. This great di�erence between two operation
speeds is one of serious bottlenecks for high speed pro-
cessing. In addition, higher signal integrity on the
PCB is required to overcome this problem.

On a PCB, many ICs and other electronics
components are connected with transmission lines.
These connections cause characteristic-impedance
mismatches in the transmission lines, and they bring
reection noises that distort signal waveforms consid-
erably. Reection noises increase as signal frequency
increases, hence the higher speed electronics systems
will be a�ected more terribly by the noises.

In order to overcome this problem, we propose the
segmental transmission line (STL) formerly. STL is
the method in which a transmission line is divided into
multiple segments of di�erent line-widths. We make

impedance mismatches intentionaly so as to generate
reection waves. Each line width is adjusted to make
the reection noises cancel out one another to mini-
mize the signal distortion.

We have shown the following three approaches:
・ Single objective, �xed-length segment [1]:

Widths in �xed length segments are adjusted to
reshape a waveform in a single point.

・ Single objective, variable-length segment:
Both widths and lengths in segments are adjusted
to reshape a waveform in a single point.

・Multi objective, variable-length segment [2]:
Both widths and lengths in segments are adjusted
to reshape a waveform in a two points in a line.

In this research, we analyze the waveform reshaping
mechanism of STL and the purpose is to obtain helpful
design guidelines. Next, we show e�ective examples of
DIMM clock-line using STL.

2 Segmental Transmission Line

2.1 Fixed-length STL

Fig.1-(a) shows a structure of the �xed-length STL.
A transmission line is divided into 10 same-length seg-
ments of individual line widths W1 to W10, in this
case. An Ron and a pulse source in the �gure repre-
sent a source VLSI, and RD and RT are a dumping
and termination resistances, respectively. Electronics
components such as memory modules or VLSI chips
connected to the transmission line are represented as
capacitances Cls that cause waveform distortion.
・ In the transmission line, because of the

characteristic-impedance mismatch between two
segments a reection noise occurs at the segment
interface.
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Figure 2: An example of variable-length STL

・Reection noises are superimposed with the dis-
torted signal at signal output point where an elec-
tronics component is connected.

・ In the STL, multiple characteristic-impedances in
the segments are adjusted together so that the
their reection noises superimposed at the output
reshape the distorted signal.

・ In the �xed-length STL, each segment is designed
to give the desiged characteristic-impedance by
changing its line width as shown in Fig.1-(b).

Yasunaga et al. have designed transmission lines for
two memory modules in PCs by using the �xed-STL.
They used 10 to 20 segments in the designed under 99
width-candidates to reshape waveforms.

2.2 Variable-length STL

Next, we propose the variable-length STL to reduce
the parameter set. In the variable-length STL, we use
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Figure 3: Parameter decision ow using GA

variable length segments (see Fig.2) instead of �xed
ones with a reduced parameter set of line widths. Al-
though the number of parameters increases due to the
variable-length, we can decrease the line-width range
drastically instead and reduce the parameter set as a
whole. Given m segments and n line width, the total
search space enlarges to nm. Additionally given the
length of segment by real number value, it is impossi-
ble to search the optimized parameter-set by analytical
technique. Thus, we use GA (Genetic Algorithm) to
decide parameters in the variable-length STL.

3 Optimization using GA

3.1 STL design flow

Fig.3 shows the design ow for the STL. This gener-
ation alternation model is combined with MGG (Min-
imal Generation Gap) [3] and POSS (Pareto Optimal
Selection Strategy). POSS is just same idea as elitist
strategy at single-objective optimization.

We use SPICE for �tness calculation in the GA.
SPICE [4] is the analog circuit simulator which is most
widely used.

3.2 Genetic Coding

We use two chromosomes separately to one
transmission-line (see Fig.4):
・One chromosome is composed of pairs of widths

of adjoining segments or resisters.
(We call the chromosome is width-chromosome)

・The other chromosome is composed of site of the
segment boundaries.
(We call the chromosome is length-chromosome)
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3.3 Genetic Operation

Crossover:
One point crossover is used for the width-

chromosome. On the other hand, BLX is used for
the length-chromosome. BLX is typically crossover of
real-coded GA.

Fitness evaluation:
We de�ne �tness function as follows. S is the dif-

ference area between the observed waveform on the
designed transmission line and the ideal waveform, as
shown in Fig.5. As S decreases getting close to the
ideal waveform, �tness value increases.

�S =
∫ τ2

τ1

|I(t) � R(t)|dt (1)

fitness =
1

�S + ε
(2)
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Figure 6: Model of clock line with a memory module

I(t) : Ideal waveform
R(t) : Observed waveform

ε : Small constant

4 Experiments

4.1 Design target

We designed an actual clock line with a memory
module (DIMM: Dual In-line Memory Module) on a
typical PCB in a personal computer by using our pro-
posed method. The phase of the reection depends
on the length of the segment because the reection is
generated by the boundaries of the segments. Thus,
we examine a correlate of line length and waveform
distortion.

Fig.6 shows experimental target. Because the
length between modules is given, we experiment
changing with length of P2 � RT like a �g.6.

4.2 Conditions

Experimental conditions are as follows:
・Propagating signals

Signal amplitude 3.3V
Switching time 20ps
Signal cycle time 2ns

・GA Parameters
Population size 100
BLX-α 0.366
Crossover/generation 10
End condition over 1000 generations

・Variable length STL parameters
Impedances 20, 30, 100, 120Ω
RD & RT 20 � 120Ω
- Number of segments

RD � P1 3
P1 � P2 3
P2 � RT 3
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4.3 Results

Fig.7 shows Pareto group of each length at �nal
generation. The horizontal axis shows area-di�erence
at P1 and the vertical axis shows area-di�erence at P2.
As a result, the longer distance between P2 � RT is,
the smaller area-di�erence is.

Fig.8 shows observed waveform at P1 on normal
transmission line. The normal transmission line is
all-same-width (76Ω) transmission line. Fig.9 shows
waveform in one of paretos of 7.0cm which was de-
signed by our method. In those �gures, the dashed
lines show the ideal waveform without distortion. In
Fig.8, the waveform is distorted like sin curve. On the
other hand, the waveform in STL are reshaped like
ideal waveform.

5 Conclusion

In this paper, we showed variable length STL with
changing with transmission line length. We applied
the variable length STL to a DIMM clock line and
succeeded in reshaping waveform.

We will speed up the GA calculation and apply the
variable length STL to other high-speed clock line in
more practical-scale circuits on PCBs in the future
works.
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Abstract 

 
Watching and tracking an object as seeing a 

wide whole view is one of advantages in the 
eye-system. We propose and develop a tracking 
camera system that mimics the eyes using 
double-lens modules. In the system, a wide whole 
view is captured through the wide-lens module 
while the target in it is tracked and magnified 
through the telescope-lens module. Electronic 
circuits for the tracking control are implemented 
onto the reconfigurable VLSI, or FPGA in order to 
embed the parallelism in the tracking algorithm 
into the hardware. An FPGA-based prototype 
developed successfully performs high speed 
tracking along with the video-rate. 

 
1. Introduction 
 

We human beings can watch and track an object 
without losing wide whole view. Thanks to this 
simple concurrent function, but with complex 
mechanism, of the eye we can recognize the target 
correctly under huge amount of information rushes 
into the brain via the eyes. Our goal in this paper is to 
propose and develop a novel tracking-camera 
composed of double-lens modules for wide and 
telescope views concurrently, which is the same 
function as the human eye has.  

Initially, we designed a camera with a single 
lens-module system that resembled the eye in 
appearance. It has been, however, turned out that a 
fine-resolution sensor-device with high-speed random 
access capability is indispensable for the single 
lens-module system and its cost is much more 
expensive than for the consumer product.  

On the basis of the initial examination mentioned 
above, in this paper, we propose a camera system 
consists of two lens-modules: one module is to 
capture wide views while the other one is to track and 
magnify the target with its pan-tilt mechanism. This 
camera system has been designed and developed 
based on the Bio-inspired camera [1] and the PNN 
(Probabilistic Neural Network) pattern recognition 
system [2] that was developed by us using FPGAs 
(Field Programmable Gate Array). On these days, the 
FPGA, in which we can reconfigure its logic circuits 
anytime in contrast to the VLSI processor or DSP, is 
getting well known and is widely used for 
rapid-prototyping-design in hardware developments. 
Novel architectures for the new tracking camera have 
been efficiently and easily implemented onto the 
previous systems and we could achieve a high-speed 
tracking process to keep up with the video-frame rate 
of 33ms through the reconfigurabilty of the FPGA.   
 
 
 
2. Overview of the Tracking Camera System 
 

Figures 1 and 2 show a photograph and a design 
for the double-lens tracking-camera prototype, 
respectively (an electrical-circuit board mounting an 
FPGA to control the camera is not included in it). 
Whole views are captured through the wide-view lens 
module (the small-lens module in the figure) in the 
beginning, and the captured images are processed in 
an FPGA. In the FPGA, the target position is detected 
immediately and it is fed back to the other 
lens-module for the telescope view with the pan-tilt 
mechanism (the large-lens module in the figure). The 
double-lens tracking camera does not closely 
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Fig. 1 Photograph of the Double-lens

tracking-camera. 
 

 
Fig. 2  Design for the Double-lens 

 tracking-camera. 
. 

 
Fig. 3  Photograph of the FPGA-board. 

resemble the eye in appearance, but it gives us the 
same function as the eye has inexpensively.  

Furthermore, we also newly developed a 
magnet-based pan-tilt drive in place of the traditional 
motor-based drive, which enables the lens-module to 
move faster than the traditional one by tree times or 
more. The motor-based drive consists not only of the 
magnetic parts but also of the other mechanical parts 
that impede the camera from high-speed rotation and 
small size, while the troublesome mechanical parts 
are removed in the magnet-based pan-tilt drive. 

With the newly developed magnet-based drive 
(see Fig. 2), the lens-module is directly driven to 
move in the pan-tilt directions. The lens-module has 
four magnets in the right-angled direction each other. 
An electromagnet is placed opposite to the four 
magnets and driving forces to move the lens module 
are generated and controlled by the amplitude and the 
directions of the current applied to the electromagnet. 
We could achieve high-speed pan-tilt movement of 
about 3-time faster and reduce its size to less than 1/2 
of the conventional pan-tilt camera by the 
direct-drive mechanism. 

Figure 3 shows a photograph of the 
electrical-circuit board to control the camera at the 
tracking-speed-rate of 33ms/frame. A novel 
tracking-algorithm, in which the image-template for 
the tracking process is updated according to the 
captured target-image in every frame rate of 33 ms 
interval (details are described later), is implemented 
into the FPGA. The camera shown in Fig. 1 
controlled by the board demonstrates high-speed 
performance enough for the fish-tracking application 
in which the target fish is detected among a group of 
fish and is tracked with its magnified picture in an 
aquarium (details are described later).  

The tracking algorithm described in the next 
section can be also implemented onto the 
general-purpose processors or DSPs. The 
software-based processing, however, does not fit to 

the sequence of the tracking processes because the 
intrinsic parallelism in the processes cannot be 
embedded into the programs. On the contrary, we can 
implement the parallelism as it is onto the FPGA, so 
that the tracking-procedure can be executed at the 
video-frame rate or more. Furthermore, by using 
FPGA, some parameters in the algorithm can be 
embedded into the logic circuits directly and they can 
be changed to meet each application. This hardware 
tuning improves the system performance well to meet 
desired conditions depending on each application. 
 
3.Tracking Architecture for the Double-lens 

Camera 
 

Figure 4 shows the block diagram according 
with the signal flow form the wide-lens camera 
module to the telescope lens camera module.  

A whole view including the target is captured 
with the wide-lens module. During the A/D 
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Fig. 4  Block-diagram of the tracking-process. 

conversion process, the image is preprocessed before 
the target detection. The entire image is sampled 
digitally and its image size is reduced to 45 x 73  
pixels. Each pixel is also digitalized or, quantized to 
8-bit. The size reduction-rate and the 
quantization-rate are not fixed to 45 x 73 and 8-bit 
(we use binary quantization in the application in this 
paper). Those values can be changed and 
implemented, that is, reconfigured easily onto the 
FPGA directly. 

In the ordinary algorithms for the target 
detection, the pre-sampled target-image-templates are 
scanned through the whole image and the object 
matched to the target is searched in it. In the ordinary 
approach, however, it is getting difficult to track the 
object correctly as its moving-speed increases. In our 
system, the target-image-template is updated during 
the tracking, contrastively to the fixed set of the 
pre-sampled target-image-templates. The target 
image that was tracked in one previous frame tn-1 is 
used as the template for the present frame of tn. 
According to this updating procedure, the template is 
updated in real-time, or on-line manner. The target 
image in the present frame tn is almost the same as in 
the previous one in the frame tn-1, so that the 
template-image can correctly matches the target even 
under its high-speed motion because of the very short 
interval between frames. Under the real-time 
updating procedure, the target thus can be precisely 
rocked in the tracking.  

The real-time updating mentioned above works 
well principally if the updating interval is much 
shorter than the target motion. The video-frame-rate 

of 33ms, however, is not so short to the target that 
moves fast close to the camera, and it sometimes 
happens that the center of the target gradually moves 
from that of the template and the tracking fails 
finally.  

In order to overcome this problem, we propose 
the following center-feedback algorithm and 
implement it in the system: 

1) The weighed center of the template is 
calculated. 

2) The difference, or distance between the 
weighted center and template center is 
calculated. 

3) The template the center of which is adjusted is 
re-captured according to the difference 
calculated in 2). 

The position of the target is searched in every frame 
using the template under the center-feedback 
algorithm. The most matched area to the template is 
detected and its position is output through the 
comparator and the max-detector. The detected 
position is converted to analog signal finally and is 
input to the pan-tilt drive of the telescope camera. 

The real-time updating in the template has been 
reported in the other system already [3]. In [3], 
however, real-time updating was applied to the 
convolution images. We have overcome the problem 
of the real-time updating applied to the original 
images.  
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Fig. 5  A screen-shot of the fish-tracking. 
 
4. Application to the Fish Tracking 
 

We apply the system to the fish-tracking in 
which a target fish is detected among multiple fish in 
an aquarium under the wide-lens view and the target 
is tracked being magnified through the telescope-lens 
module. We also developed the network interface to 
connect the camera system with the Internet to 
broadcast the live images widely. 

Figure 5 shows a screen-shot of the broadcasted 
image via the Internet. The upper-right picture shows 
the magnified image of the target fish tracked with 
the pan-tilt telescope lens module while the upper-left 
picture shows the wide-lens view of the entire 
aquarium. The target fish in the entire aquarium 
image is magnified by 3-time, so that its face and fins 
can be clearly observed. The lower-left and 
lower-right images are taken with another camera for 
the demonstration purpose. The lower-left picture 
shows the entire demonstration system in which the 
camera is set in front of the aquarium (the shield of 
the camera is removed). The lower-right picture 
shows the telescope-lens module tracking the target.  

In the application, the target fish could be 
tracked successfully even under the multiple fish 
circumstances. And observers could watch the target 
fish clearly seeing the entire aquarium. We are now 
planning to apply this double-lens tracking-camera to 
the real surveillance applications. 
 
 
 

 
5.Conclusions 
 

A tracking-camera mimicking the eye was 
proposed and developed. The camera consists of 
double-lens modules: one for the wide-view and the 
other for the telescope view of the tracked target. The 
center-feedback algorithm was proposed and it was 
implemented onto a FPGA to track objects at 
high-speed motion. A magnet-based pan-tilt drive 
was also developed for high-speed tracking. A 
prototype of the camera was developed and it showed 
desired performances in a fish-tracking application. 
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Abstract

Fault detection in dynamic systems has attracted consid-
erable attention in designing systems with safety and reli-
ability. Though a large number of methods have been pro-
posed for solving the fault detection problem, it is hardly
apply to nonlinear stochastic state space models. A novel
filter called the Evolution Strategies based particle filter
(ESP) proposed by recognizing the similarities and the dif-
ference of the processes between the particle filters and
Evolution Strategies is applied here to fault detection of
nonlinear stochastic state space models. Results of numer-
ical simulation studies exemplify the applicability of this
approach.

1 Introduction

The problem of fault detection in dynamic systems has
attracted considerable attention in designing systems with
safety and reliability. In the past two decades, a large num-
ber of methods have been proposed for solving the fault
detection problem [1], [2], [3]. Among these, the model-
based approaches using the quantitative analytical model of
the system to be monitored are by nature the most power-
ful ones. For all model-based approaches, the decision of a
fault is based on the innovations based on the state estimate
obtained from the observed input-output data and a math-
ematical model of the system. Though the fault detection
method can be easily constructed in linear/Gaussian state
space models where the well-known Kalman filters [4],
[5] can employ to evaluate the state estimate, the idea
is generally difficult to apply to nonlinear systems with
non-Gaussian noises. In this paper, a new fault detection
method is proposed for nonlinear/non-Gaussian state space
models using the idea of the backward sequential probabil-
ity ratio test (BSPRT) [6] and the evolution strategies based
particle filter (ESP).

�Supported in part by FUT Research Promotion Fund.

2 Fault detection

Consider here the following set of nonlinear state space
models indexed by � � �� �.

���� � � ������� ��� � �� (1)

�� � �������� � 	� � � �� � (2)

where ��� ��� �� are the state variable, input and observa-
tion, respectively, � ������ and ������� are known possi-
bly nonlinear functions, and �� and 	� are independently
identically distributed (i.i.d.) system noise and observation
noise sequences, respectively. The system works normally
and its behavior is governed by the given normal mode
model described as in (1) and (2) indexed by � � �, and
then the model may change to the given fault mode model
indexed by � � � at unknown time 
 � � . The problem
here is to develop a detection procedure to find a model
change as quickly as possible.

3 Evolution Strategies Based Particle Filters

Recent massive increase of the computational power
leads to much attentions to particle filters, a simulation-
based filter based on Bayesian sequential analysis, and a
lot of particle filters have been developed. Recognizing
that the importance sampling and resampling processes in
Sampling importance resampling (SIR) particle filter [7]
are corresponding to mutation and selection processes in
Evolution Strategies (ES) [8], which is one of Evolution-
ary Computation approaches [9], we can develop a novel
particle filter called Evolution strategies based particle fil-
ter (ESP) as in [10].
Resampling process in SIR filter is introduced to avoid the
degeneracy phenomenon in Sequential importance sam-
pling (SIS) particle filter [11], [12], where all but one of
the normalized importance weights are very close to zero
after a few iterations and a large computational effort is
wasted to updating trajectories whose contribution to the
final estimate is almost zero. It selects offspring with prob-
ability proportional to the importance weight 	 ���

��� , and this
corresponds to selection process in ES with the importance
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weight as fitness function. On the other hand, the impor-
tance sampling process in SIR filter samples ����

��� accord-

ing to the importance density ������
���
�������� �����, and this

corresponds to mutation process in ES from the viewpoint
of generating offspring �

���
��� from the extrapolated parents

���
���
�������� with perturbation by ��. The main difference

is resampling in SIR is carried out probabilistically and the
weights are reset as ��, while the selection in ES is deter-
ministic and the fitness function is never reset. Hence, by
replacing the resampling process in SIR by the determin-
istic selection process in ES, we can derive a new particle
filter called Evolution strategies based particle filter comma
(ESP(,)) and Evolution strategies based particle filter plus
(ESP(+)) [10]. As shown in [10], the ESP filters behave
more stable than SIR both in squared estimation errors and
processing time by their deterministic selection process, we
will develop fault detection methods using the ESP.

4 Fault Detection by Evolution Strategies
Based Particle Filters

Then the fault detection problem to be considered here
can be reduced to perform a hypothesis testing for the hy-
potheses:

�� (Normal mode) : System models are indexed by � � �

�� (Fault mode) : System models are indexed by � � �

Wald’s sequential probability ratio test (SPRT) [13] is a
common testing procedure, where the logarithm of likeli-
hood ratio function (LLR) �� � ��	 ��������������������
is evaluated and compared with two threshold values � � �
� � �� until it exceeds these thresholds. It is known that
the fault detection system based on the above mentioned
Wald’s SPRT formulation minimizes, on the average, the
time to reach a decision for specified error probabilities if
the system is either in the normal mode or the fault mode
from the beginning of the test. However, the characteristics
of the fault process differs from it; the system is initially
operated in normal mode and then transition occurs to the
fault mode at time instant � during observations. To fit this
situation, the idea of the backward SPRT (BSPRT) [6] is
introduced.

Rewriting the hypotheses representing normal and fault
modes in fault detection process as

�� (Normal mode) :

System models at time 
� � � � are indexed by � � �

�� (Fault mode) :

System models at time 
� � � � are indexed by � � ��


 � �� � � �� � � � � 
� � � �

we can introduce a backward LLR (BLLR), where LLR is
computed in reverse (backward) from the current observa-
tion to the past observations:

����� � ��	
����� ����� � � � � ����������

����� ����� � � � � ����������
(3)

We can express the BLLR approximately with the conven-
tional LLR as

����� � �� � ����� � � �� 
� � � � � � (4)

with �� � � by assuming ������� � ���������������

������ � ���������������� (���� and ������ are indepen-
dent), and the decision rule for acceptance of the hypothe-
sis that the system is in the fault mode can be restated as

����� � �� � ���� � � for some � � �� 
� � � � � 
 (5)

or,
�� � ��

�����
�� � � (6)

Introducing the statistics called the maximum BLLR,

�� � ������ ���� � ���� 
 � �� 
� � � �

�� � �
(7)

with

�� � ��	
������������ ���

������������ ���

 � �� 
� � � � (8)

where ������������ ��� is the one step output prediction
density of �� under the hypothesis ��� �� � �� ��, then
the decision rule based on the BLLR can be expressed as

“If �� � �, where � is a suitable constant, one ter-
minates observation with acceptance of the hypothesis that
the system is in the fault mode. Otherwise, one continue
observations as the system is likely not in the fault mode.”

To compute �� in the statistics (7), we can use the grid
approximation

���������� ��� �

��

���

	
�����
��� Æ��� � �

�����
��� �� �� � �� ��

(9)
where the second superscript � is corresponding to the
models. Then the pdf ������������ ��� �� � �� �� can
be approximated as

������������ ��� �
��

���

	
�����
�������������� �����

�����
���������

On the other hand, we can approximate the pdf
������������ ��� in (8) by

������������ ��� �
�

�

��

���

�	��� � ������
�����
�������
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Figure 1: Sample behavior of state and observation pro-
cesses

where �
�����
������ �� � �� � � � � �� are samples from the pdf

������ �������� ���. Thus, we can conduct the fault
detection by evaluating the BLLR �� with the pdf esti-
mates obtained by two ESP filters under the system model
��� �� � �� �� and compare �� with suitable threshold
�.

5 Numerical Examples

To exemplify the applicability of the proposed ESP fil-
ters, we carried out a numerical simulation. We consider
the following nonlinear state space model with known pa-
rameters.

�� �
����



�
��������
� � �����

� � ��� ���

� � ��

� � ��������� � ��� �� � �� ��

�� �
���

�

� 	� � �������� � 	�

(10)

with ���� � 
� for normal mode and ���� � �
�� for fault
mode, and �� and 	� are i.i.d. zero-mean Gaussian random
variates with variance 10 and 1, respectively. We assume
that the fault occurs at 
 � � � ���. A sample behavior
of the true state and corresponding observation processes is
shown in Fig.1. Here the Gaussian distribution with mean
���

���
�������� and variance 10 is chosen as the importance

density ������
���
�������� �����.

Sample behaviors of state estimates by ESP(,) with � � ��,
� � 
 based on the model ��� �� � �� ��, and BLLR ��
and �� are given in Fig. 2 with corresponding results by
EKF as well for comparison.

The test statistics BLLR �� takes positive value and is
growing up rapidly after the change point � both in ESP
and EKF, we can detect the model change when the BLLR
exceeds the suitable threshold �. Moreover, it should be
noted that, as shown in Fig. 2, the state estimate by EKF
shows poor behavior and hence the behavior of test statis-
tics sometimes provides poor detection result. Eventually,
the rate of false alarm1 and miss alarm2 are higher by the
detection procedure using EKF than by the procedure us-
ing ESP as shown in Table 1 that summarizes 10 simulation
results of fault detection with the threshold� � 
�. These

Table 1: Fault detection result

False alarm rate Miss alarm rate
Fault detection by ESP 1/20 0/20
Fault detection by EKF 5/20 1/20

results illustrate the applicability of the proposed approach
for fault detection of nonlinear stochastic state space mod-
els. By introducing the other choice of evolution processes
such as crossover and suitable choice of evolution parame-
ters it is expected the improvement of the performance, and
their better choice will be pursued.

6 Conclusions

Fault detection in dynamic systems has attracted consid-
erable attention in designing systems with safety and reli-
ability. Though a large number of methods have been pro-
posed for solving the fault detection problem, it is hardly
apply to nonlinear stochastic state space models. A novel
filter called the Evolution Strategies based particle filter
(ESP) proposed by recognizing the similarities and the dif-
ference of the processes between the particle filters and
Evolution Strategies is applied here to fault detection of
nonlinear stochastic state space models. Numerical simu-
lation studies have been conducted to exemplify the appli-
cability of this approach.

1The test statistics exceeds the threshold, i.e., the decision that system
model has changed is made even when the system model does not change.

2The test statistics never exceeds the threshold, i.e., decision that the
system model does not change is made even when model changes.
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Abstract
To improve the design-quality of robotics, more and

more artificial intelligence and evolutionary algorithm
were introduced into the design procedure, such as
routing-programming, data-fusion, vision-processing,
and so on. These new methods prompt the development
of robotics greatly. An improved Particle Swarm Opti-
mization (PSO) method, Dual-hierarchy Particle Swarm
Optimization algorithm (DHPSO) was proposed in this
paper. Compared with the regular particle swarm optimizer
(RPSO), DHPSO adopts dual hierarchy structure. In the
bottom layer, several particle groups try to find out current
optimal solutions in the multi dimension searching space
respectively. In the top layer, one group particles chase
the global optima. The proposed method is tested on three
benchmark functions. All simulation results show the
proposed method is better than the regular PSO in speed
and precision performance.

Keywords: Robotics, PSO, DHPSO, Hierarchy structure

1 introduction

Nowadays swarm algorithms and other intelligent algo-
rithms are used widely in many fields. We have used Par-
ticle Swarm Optimization (PSO) algorithm in route pro-
gramming of robot design successfully and made some im-
provement of this algorithm on its structure. More will
be discussed about Particle Swarm Optimization algorithm
below. Just like a wealth of heuristic algorithms such as ge-
netic, evolution, and simulated annealing. Particle Swarm
Optimization algorithm is a new entrant to the family of
evolutionary algorithms originally introduced by Kennedy
and Eberhart in 1995[1][2]. As parameters in PSO algo-
rithm is fewer contrast to other evolution algorithm, more-
over PSO algorithm is easy to realize and has a good perfor-
mance in searching for the optima in real value searching
space. Researchers and experts pay a great deal of attention
to it in the last decades. Though PSO has so many merits,

it’s easy to be trapped in local optima, and other drawbacks
such as premature, low precision, and non-convergence.
In order to overcome these demerits of PSO algorithm,
many researchers make lots of contributions, and give out
many modified algorithms based on the regular PSO. Jun-
jun Li and Xinhua Wang propose a refined PSO algorithm
based on simulated annealing[6]; Qianli Zhang, Xing Li
and Quang-AHN TRAN introduce mutation operator to
the regular PSO algorithm[7]; Chnming Yang and Dan Si-
mon made Each particle learn from its previous worst posi-
tion and its group’s previous worst position, and give out a
novel method to program PSO algorithm[8]; Jang-Ho Seo,
Chang-Hwan Im, Chang-Geum Heo and Jae-Kwang use N
groups of particle swarm to do the optimization, and get
a new algorithm MGPSO[9]. Most of these algorithms put
emphasis on parameter selection or combination with other
evolution algorithms to get new derivations. This is diffi-
cult to solve the innate flaw of PSO algorithm-Local min-
ima trapping, furthermore, enhance the complexity. Un-
der these premises, we proposed dual hierarchy PSO algo-
rithm, it holds the concepts of the regular PSO and tries
to keep balance between ”exploration” and ”exploitation”
between different hierarchies. Compared with the regular
PSO algorithm, DHPSO improved searching speed and en-
hanced the global optima searching ability. The paper is
organized as follows. In Section II, we introduce the con-
cept of regular PSO and the method used in the study DH-
PSO, Section III outlines the experimental setup, parameter
settings, and benchmark functions used. The experimental
results are presented in Section IV. Finally, Section V con-
tains a discussion of the experimental results.

2 The regular PSO and Proposed algorithm

2.1 The regular PSO

PSO algorithm was developed by Kenney and Eberhart
to model birds flocking and fish schooling for food, in
which particles representing the candidate solutions to
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the problem in a multidimentiona1 search space. Every
particle has a position vector ~x encoding a candidate
solution to the problem and a velocity vector ~v. Moreover,
each particle contains a small memory that stores its own
best position seen so far pid and a global best position
pgd obtained through communication with its neighbor
particles. The position and velocity vector of each particle
are updated every iteration, and this is done respectively
according to equation 1 and 2 as below, where ω is known
as the inertia weight as described in[3][4]. The parameters
c1 and c2 are set to constant values, which are normally
given as 2 , and rand is randomly generated value between
0 and 1. i ∈ (1, 2 · · ·N) and N ∈ (1, 2 · · ·D). N and
D denote particle number and searching space dimension
respectively. Inertia weight ω is adjusted with interaction
according to equation 3.

vi+1,d = ω · vid + c1 · rand (pid − xid) +
+ c2 · rand (pgd − xid) (1)

xi+1,d = xid + vi+1,d (2)

ω = ωmax − ωmax − ωmin

Genmax
· i (3)

2.2 Proposed algorithm

Some researchers give out the concepts of ”swarm fit-
ness covariance” and ”degree of convergence” and try to
make criteria on which to investigate the convergence of
algorithm. All these make contribution to meliorate regu-
lar PSO in a way, However, these methods can’t improve
PSO algorithm in essence, because they just try to enhance
the global optimization searching rate by repeat of program
running in a sense. Some existing methods adopt oper-
ators of genetic algorithm or evolutionary strategy, such
as crossover, mutation, and sharing. These methods can
modify regular PSO algorithm in some ways, but improve
complexity considerably at the same time. All these make
modified PSO algorithm not easy to realize. If groups are
used for DHPSO, the computational cost increases only in
the order of O (N) compared with one-group PSO because
each group follows the basic concepts of conventional PSO
algorithm, whereas roughly O

(
N2

)
increments is required

for GA crossover computations if an larger number of pop-
ulations is used in GA. In DHPSO algorithm, The velocity
of the bottom layer updating adopts equation 1 to guaran-
tee a good local ”exploration” performance, and in the top
one, velocity updates according to equation 4–the local up-
dating formula, to gain a better convergence speed.

vi+1 = ω · vi + c2 · rand (pgd − xid) (4)

3 Preparation of experiment and bench-
mark function

c1 and c2 are set to 2, the total population N of each al-
gorithm will be set to equal, in experiment it is 1000. More
seeds will be required when problem is complex. and ωmax

and ωmin are set to 0.9 and 0.4, vector ~x belongs to a scope
of[-50 50] so that the search process will not last too long,
vector ~v is set to be [-20 20]. For DHPSO, At different hi-
erarchy the particle number in each group can be different,
but the total number N–sum of particle number of different
hierarchy should be the same with that of regular PSO al-
gorithm, just to keep same complexity. In experiment, we
set two groups in the bottom layer of DHPSO, and each
group has 150 particles, so the top layer number is 700
obviously. The dimension number D is set to 2 and 10 re-
spectively. Comparison functions adopted here are three
benchmark functions used by many researchers. They are
the Griewank, Rastrigrin and Rosebrock functions. The
definitions of these functions are presented below:

f1 (x) =
1

4000
·

n∑

i=1

x2
i −

n∏

i=1

cos
(

xi√
i

)
+ 1 (5)

f2 (x) =
n∑

i=1

(
x2

i − 10 cos 2πxi + 10
)

(6)

f3 (x) =
n∑

i=1

(
100

(
xi+1 − x2

i

)2
+ (xi − 1)2

)
(7)

4 Simulation result comparison

Each test repeats 10 times and each iteration runs 100
generations. We list out the different minima of the bench-
mark functions that we got using RPSO and DHPSO
method. The preliminary conditions are specified in the
table list.

Fig.1 to Fig.6 show the convergence result of DHPSO
and RPSO. The benchmark function used and the particu-
lar conditions of each figure are specified in the figure cap-
tion.

Table 1: the mean optimization result of RPSO and DH-
PSO with D =2 and N=1000

funcion RPSO DHPSO
f1 0.0000 0
f2 0.0000 0
f3 0.0000 0
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Table 2: The mean optimization result of RPSO and DH-
PSO with D =10 and N=1000

funcion RPSO DHPSO
f1 0.1076 0.1038
f2 22.2080 18.6500
f3 0.0000 0.0000
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Fig. 1: Griewank, N=1000, D=2
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Fig. 2: Griewank, N=1000, D=10
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Fig. 3: Rastrigrin, N=1000, D=2
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Fig. 5: Rosebrock, N=1000, D=2
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Fig. 6: Rosebrock, N=1000, D=10

Because vector ~x and vector ~v are generated randomly,
the initial value may be different for the two algorithms
in the beginning. However, the two algorithms still can
be compared, for they have the same variation iteration
and same complexity degree. From Fig.1 to Fig.6 above,
we can get that DHPSO method has a good precision than
RPSO method, and as well as the convergence speed.

5 Conclusion

From the simulation results, we can see DHPSO has a
better performance than the RPSO algorithm, but these ex-
periments are executed under a particular cases and narrow
settings, so the conclusion is not comprehensive and defi-
nite. For further research, more work can be put into the
following aspects:

1. The relation ship between inertia weight and conver-
gence of algorithm.

2. How to improve global searching ability of algorithm.

3. Seeking the theory support of PSO algorithm.

4. Combining other heuristic algorithm and applying
PSO to more engineer use.
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Abstract 

 
Inevitability of the bio-molecules which are related to 
nitrogenous-bases, amino-acids, DNA, RNA, and heavier 
molecules is clarified by using the molecular 
fluid-dynamics, i.e. the cyto-fluid dynamic theory. We try 
to solve the problem of why living beings use only five 
types of nitrogenous bases and twenty types of 
amino-acids. It should be stressed that the keyword is the 
mysterious number, the n-th root of n, which lies between 
1.0 and the golden ratio. The present report may give the 
milestone for understanding the origin of life. 
 
1. Introduction 
 
There are some approaches in order to know the 

principle for designing life system.  
Researchers on the origin of life have synthesized 

artificially amino-acids and nucleic-acids. [1] However, 
the chain reaction of the fundamental molecules is still in 
fog. 
Chirality [2] is thought to be an important concept for 

understanding self-organizing process of life. However, 
this concept can not clarify all of the dynamical processes 
underlying life. 
By using informatics and structure mechanics, Aristid 

Lindenmayer [3], D'Arcy Wentworth Thompson [4], and 
Donald E. Ingber [5] have showed the inevitability of 
large structures such as tree, shell, and cell. However, the 
inevitability of biological monomers and polymers has 
not been revealed so well, although the number of 
fundamental blocks is limited to only five bases and 
twenty types of amino acids. 
Parameter or index is necessary to clarify the 

inevitability. DNA is composed by four bases of Adenine 
(A), Guanine(G), Cytosine(C), and Thymine(T). 
Frequency of usage of Guanine and Cytosine among these 
four bases (GC rate) is used world-widely as the important 
indexical property for controlling bio-chemical reaction 
processes. The hydrogen bond connection between 
Guanine and Cytosine is stronger than that between 
Adenine and Thymine. This index is related to the 
instability of molecules while increasing temperatures. 
Thus, the GC rate is important for optimizing the 
replication quality in the Polymerase chain reaction 

(PCR). [6] 
On the other hand, we can classify four bases such as A, 

T, G, and C into two groups, purine and pyrimidine. 
Purines, i.e., A and G, have relatively large size, while 
pyrimidines, i.e., C and T, are small. The present index, 
the size ratio of purine and pyrimidine (YU rate) is related 
to the molecular size, i.e., weight. However, the YU rate is 
not employed for analyzing biological processes so well. 
 
2. Analysis based on YU rate 
 
2.1 Size of bases [7, 8, 9, 10, 11] 
Asymmetric size ratios of purines and pyrimidines are 

around 1.50 in their hydrogen bonds within DNA and 
RNA, although the size ratio of 1.0, for hydrogen bond 
connections of identical sizes of bases, is often observed 
in RNA (Figs. 1, 2, and 3). Size ratios of 1.0 and 
approximately 1.5 can be described by the mysterious 
number of the n-th root of n (Fig. 3). This key number 
proposed here for solving inevitability of the symbiosis is 
unrelated to chirality. 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Five types of nitrogenous bases for DNA and RNA.  
 
 

Here, we will consider two nitrogenous bases, a purine 
and a pyrimidine, connected by hydrogen bonds in a large 
quantity of water. Owing to the influence of the 
nitrogenous bases, water molecules around the bases have 
different densities and arrays in comparison with those far 
away. (It is well-known that weight of hydrated water 
molecules per a base-pair inside DNA is of the order of 
that of the bases-pair.) Thus, we divide the water into two 
regions. A base and water molecules surrounding the base 
are defined as a continuum particle, parcel. Then, we 

Purine 
（2 types） 
 
 
Pyrimidine 
（3 types） 

About 1.5

1.0 
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assume that the parcel size is proportional to the size of 
base. Further, we assume that the parcel acts as a flexible 
continuum particle. 
 

 
 
Fig. 2 Hydrogen-bonded bases. 
 

 
Fig. 3 Mysterious number, the n-th root of n, which 
appears in the size ratio of purines and pyrimidines. 
 
 
 Based on these assumptions, we derived the deterministic 
momentum equation describing particle deformation. The 
momentum equation shows that life prefers the size ratio 
of hydrogen-bonded nitrogenous bases taking the n-th 
root of n, which has the values of 1.0, 1.41, and 1.44 for 
n=1, 2 and 3, respectively (Fig. 3).  
 
2.2 Two purines and three pyrimidines [9, 10, 11] 
Asymmetric size ratio of purines and pyrimidines of 

around 1.50 results in different molecular weights. 
Molecular weight differences lead to “two” types of 
purines and “three” types of pyrimidines, because the 
larger purines produce fewer types. Mass balance leads to 
a frequency ratio of 1.5, i.e., two purines and three 
pyrimidines (Fig. 1).  
 
2.3 Frequency ratios of purine and pyrimidine differ 
between tRNA and rRNA [11, 12, 13] 
 Let us examine hundreds of transfer RNA (tRNA). 
Averaged frequency ratio of purines and pyrimidines in 
tRNAs is about 1.10. The asymmetry can be confirmed, 
but the value is less than 1.50. 

What is the frequency ratio of purines and pyrimidines 
in ribosomal RNA (rRNA)? The databases on rRNA show 
a value of around 1.30, which is relatively larger than that 
for tRNA. 

This value less than 1.50 comes from three reasons. 
One is that the precise molecular weight is about 1.4 for 

the G-C pair and 1.2 for the A-U pair. Second reason is 
related to the fact that base pairs are joined to sugars and 
phosphoric acids by covalent bonds. Total molecular 
weight, including those of the nitrogenous base, sugar, 
and phosphoric acids, decides the frequency ratio of 
purines and pyrimidines in RNA (Fig. 4). 

Third reason is that, because the frequency ratio of 
purines and pyrimidines in the stems of tRNA is 1.0, 
RNAs having longer stems bring the mean value closer to 
1.0. Ribosomal RNA shows frequency ratio of around 
1.30, which is larger than that of tRNA, because rRNA 
has a shorter stem than tRNA. (An extremely long 
stem-length results in DNA without leaves.) 
 

 
 
Fig. 4 Schematic diagram of nitrogenous bases connected 
by covalent bonds illustrating that sugars and phosphoric 
acids reduce the frequency ratio.  
 
3.Clover structure [11, 12, 13] 
 
 The next question is why RNA has a complex clover 
structure. This stems from the third reason mentioned 
above. Density asymmetry of purines and pyrimidines 
results in a leaf structure.  
We examined the stochastic computer model simplified 

based on molecular dynamics. [11, 12, 13] First, we 
prepared seventy-six individual nitrogenous bases 
(purines and pyrimidines) in an initial pool. These bases 
were connected randomly by hydrogen bonds. If we 
employ a lot of pools, an enormous variety of sequence 
arrays can be generated. Computational experiment 
revealed that, when the frequency ratio of purines and 
pyrimidines in the initial pool was between 1.0 and 1.5, 
clover structures were produced with a relatively high 
probability. 
 The reason why a frequency ratio between 1.0 and 1.5 
promotes clover structures is simple. An extremely large 
frequency ratio, say, far above 1.5, can not produce the 
stem in tRNA, because the presence of only one type of 
base cannot form the pairing of purine and pyrimidine. 

More complex structures such as ribosomal RNA 
(rRNA) can also be explained by the above-mentioned 
dynamical mechanism, which brings fractal structure. 
 
4. Inevitability of non-coding RNA 
 
 Recently, the research group in RIKEN [16] has reported 
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that there are lots of non-coding RNA in introns and junk, 
although functions of the non-coding RNA are in fog. 
Here, we will show a hypothesis related to inevitability of 
this non-coding RNA. Stochastic computer model in 
Section 3 generates small amount of clover structures. 
Sequences having clover structures close to tRNA are 
about 1.0 % in all of the possible sequences, which 
generated randomly. What are the substantial sequences 
of unstable structures of 99 %? These sequences of 
unstable structures may correspond to those generated in 
ancient pre-biotic processes. Then, these sequences of 
unstable structures may become the non-coding RNA. 
Stochastic model [11, 12, 13] may tell us that we know 

only 1 % of molecules existing inside living cell. 
 
5. Inevitability of five bases 
 
Density ratio of purine and pyrimidine in tRNA having 

smaller leaves is around 1.10, while that in rRNA having 
larger leaves is about 1.30. Why will two different sizes of 
leaves exist? Mass conservation can not clarify the 
inevitability of two different sizes of leaves. Energy 
conservation is necessary for explaining this point. 
 In many cases, GC pairs are richer in tRNA than in rRNA. 
Amount of GC pairs is related to the difference of stem 
length. Actually, tRNA, which has relatively small leaves 
and long stems, has richer G-C pairs than rRNA. 
Hydrogen bond connection in G-C pair is stronger than 
that in A-U. Stronger hydrogen bond will stabilize longer 
stems. 
Two types of base-pairs, G-C and A-U, are necessary to 

produce two types of RNAs, i.e., tRNA and rRNA.  
Inevitability of four bases among five can be understood 

by the present discussion. 
 
6. Twenty types of amino acids 
 
Triplet inside the leaf of tRNA, anti-codon, permits 

sixty-four patterns at the maximum, because A, U, G, and 
C are possible for each locus among the three ones. Then, 
because the third locus inside anti-codon has relatively 
weak connection with codon, the minimum number of 
patterns of triplet is sixteen. This implies that the number 
of amino acids are between sixteen and sixty-four. As the 
result, the weak connection at third locus permits twenty 
types of amino acids, a little more than sixteen.  
It should be emphasized that clarification of leaf size 

shown in the above sections leads us to the outline of 
inevitability of twenty amino acids. 
 
7. Hydrophobic and hydrophilic amino acids 
 
As is well-known, three nitrogenous bases correspond to 

one type of amino acid. Array of these three nitrogenous 
bases is codon. The database shows that the frequency 
ratio of purines and pyrimidines in codons is also about 
1.30. [11, 12, 13] The frequency ratio of purines and 
pyrimidines for the center locus of anti-codon is also 
asymmetric. (See Fig. 5.) 
 Most of hydrophobic and hydrophilic amino acids 

correspond to whether the center locus in the anti-codon is 
a purine or a pyrimidine. [11, 12, 13]  

Asymmetric frequency ratio of purine and pyrimidine 
in codons may lead to the frequency asymmetry of 
hydrophilic and hydrophobic amino-acids. Thus, the 
frequency ratio of purine and pyrimidine (YU rate) is also 
important for optimizing proteins and enzymes.  
 

 
Fig. 5 Twenty types of amino-acids and anti-codon. 
 
8. Structure of proteins 
 
As the center locus inside codon mainly decides whether 

the amino acid corresponding is hydrophilic or 
hydrophobic, both of hydrophilic and hydrophobic amino 
acids exist in proteins. Symbiosis of hydrophilic and 
hydrophobic molecules brings the complex shapes of 
proteins, because hydrophobic parts are often folded 
inside proteins. 
 
9. Causual chain of bio-molecules 
 
 Several types of molecules such as nitrogenous bases, 
amino-acids, RNA, DNA, and proteins are related to each 
other, through the principle of the n-th root of n and the 
conservation laws. 
Although the inevitability of size ratio of purine and 

pyrimidine is explained by momentum conservation in the 
former section, mass conservation law explains that many 
sizes and frequencies of bio-molecules are inevitable in 
the causual chain of molecules. Will the explanations 
shown with mass conservation law be correct? This 
question is related to whether cell or earth is considered. If 
the system is earth, mass conservation law will be 
dominant, because there are less materials coming from 
the space, although energy comes from outside of the 
earth, the sun. Here, we think the earth as control volume, 
not cell. This relates to the food-chain. 
Unbalance of purine and pyrimidine in living beings will 

lead to instability of life without doubt, because the pool 
of only purine can not generate clover structures such as 
tRNA and rRNA. 
 
10. Origin 
 
In foregoing sections, we examined the inevitability of 

several lengths of biological molecules, from base to 
protein. However, we do not explain how the molecular 
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length increases during 4600 million years. 
Let us see the DNA length of representative species 

plotted against time. (See Fig. 6.) 
The Earth might be born about 4600 million years ago 

and first life might emerge 3600 million years ago. T. 
Oshima thought that the first primitive cell had DNA of 
the order of 1.0 x 10 5 base pairs. [15] (The first cell can be 
generated with the DNA length of 1.0 x 105 base pairs, 
about 300 types of enzymes. Each enzyme can be coded 
with 300 base pairs of DNA.) Then, about 3600 million 
years after the first cell bring human beings of 3.0 x 10 9 
bp. 
Let us examine further on this. First, we assume that the 

DNA length increase with the rate of ten times per 1000 
million years. As the DNA length was 1.0 x 10 5 base pairs 
3600 million year ago, about 10 9 base pairs, the order of 
human being, can be possible now, because about 4000 
million years pass from the first cell. This increasing rate 
of DNA length implies that DNA should have the order of 
104 base pairs 4600 million years ago. (See Fig. 6.) 
 The problem is whether the synthesis of DNA with 104 

base pairs could be possible or not, 4600 million years ago. 
The possibility is shown by Yanagawa et al. [1] that 
polymer macromolecules such as protein or cell 
membrane can be produced by synthesizing amino acids 
under high pressure and high density of metal during a 
few weeks. The other data which supports 104 bp of DNA 
4600 million years ago is that too many cycles of PCR 
during hours produces longer DNA sequences. [23] 
Discussion shown above does not give the clear answer 

to the question of whether life was born on the earth or not. 
DNA length plotted against time should be analyzed 
further. 
 
11. Conclusion 
 
Inevitability of the bio-molecules such as 

nitrogenous-bases, amino-acids, DNA, RNA, and heavier 
molecules is clarified, although there is also eventuality 
around the inevitable molecules. 
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Fig. 6  DNA length plotted against year. 
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Abstract 
 

The power method is known as a convenient 
way to calculate eigenvectors of a matrix.  We used 
this method for calculating 3-D outer product 
expansion previously.  In this paper, we try 
calculating 3-D nonnegative outer product 
expansion by using the power method.  In order to 
perform this calculation, we add nonnegative 
constraint conditions to the repetition process of the 
power method.  Our method shows a significant 
reduction of computation time than the nonlinear 
optimization method. 
 
key words: 
3-D Outer Product Expansion, Power Method, 3-D 
array, Nonnegative Outer Product Expansion. 
 
1. Introduction 

In the field of image processing and digital 
signal processing, multi-dimensional digital filters 
are usually used.  In order to design a 
multi-dimensional digital filter, multi-dimensional 
design specification is generally reduced to a set of 
1-dimensional (1-D) specification array.  Then the 
desired multi-dimensional filter can be obtained by 
designing a set of 1-D digital filters and combining 
them each other [1]. 

3-dimensional (3-D) outer product expansion 
[2] is usually used to decompose 3-D data arrays 
into products of 1-D vectors.  This expansion is an 
extension of the singular value decomposition 
(SVD) of a matrix to a 3-D array.  To simplify the 
structure of resultant 3-D digital filter, the number 
of terms of the expansion is desired to be reduced as 
much as possible.  Therefore, such terms have to 
give least square approximation to the original 3-D 
array under some constraint conditions.  In practice, 
although a large amount of computation time is 
required to calculate that expansion, the nonlinear 
optimization method is exploited ordinarily.  We 
previously proposed the method, which uses the 
power method, for the purpose of calculating that 
3-D outer product expansion and showed the 
efficiency of our method in comparison with the 
nonlinear optimization method [3].  The power 
method is known as a basic numerical technique to 

calculate eigenvalues of a matrix [4]. 
Since the 1-D vector obtained by 3-D outer 

product expansion represents magnitude response in 
the practical digital filter design problem, every 
elements of the vector should be physically 
nonnegative.  We call this expansion 3-D 
nonnegative outer product expansion.  Though the 
nonlinear optimization method can be used to 
calculate this expansion likewise as the case of 
ordinary 3-D outer product expansion, the 
computation time is the weakness of this method 
similarly as above. 

In this paper, we try calculating 3-D 
nonnegative outer product expansion by using the 
power method.  In order to perform this calculation, 
we add nonnegative constraint conditions to the 
repetition process of the power method. 
 
2. Definition of 3-D Outer Product 

Expansion 
A NML ××  3-D array  can be 

decomposed by the 3-D outer product expansion as 
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where the expansion vectors , ,  
correspond to the singular vectors of the SVD of a 
matrix, the expansion coefficients  and the 
number of expansion terms 
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iσ
r  correspond to the 

singular values and the rank of a matrix similarly, 
and ⊗  denotes the outer product operation.  The 
expansion vectors are normalized as 
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where  , ,  show the j-th 
element of the vector , ,  respectively. 
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3. Calculation Algorithm for 3-D Outer 

Product Expansion by the Power 
Method 
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The algorithm for calculating 3-D outer 
product expansion by the power method is described 
as follows [3]. 
 
Step 1. Choose the initial vectors , , 

 arbitrarily, where these vectors must be 
normalized, and the subscript p and n are set to 
zero and one respectively at the beginning of this 
repetitious procedure. 
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Step 2. The residual 3-D array  is obtained by 

subtracting sum of products of the expansion 
vectors , , , which has been calculated 
by this time, from original 3-D array  as 
follows: 
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Step 3. Calculate the ML× matrix F by 

multiplying  by vector  as 3B )( p
nw

                  The element of the matrix F can be 
represented as 
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Next, apply the power method to the 
matrix F as follows:  
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Like wise the  matrix G and the 
 matrix H are obtained by 

NM ×
LN ×

,

,

,

)1()1(

)1()1(

)1(
3

++

++

+

=

=

⋅=

p
n

p
n

p
n

p
n

p
n

wGu

Guw

vBG

T
             (7) 

,

,

,

)1()1(

)1()1(

)1(
3

++

++

+

=

=

⋅=

p
n

p
n

p
n

p
n

p
n

wHw

Huv

uBH

T

 

where the obtained vectors , , 

 must be normalized. 
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Repeat Step 3 until the following are 

satisfied for sufficiently small value ε : 
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Step 4.  The n-th expansion vectors , 

,  are obtained from Step 3. Here, 
rename these vectors as , , . 
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The n-th coefficient  is obtained from 

inner product operation as as  
nσ
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Step 5.  After increase n and set p to zero, repeat 

this procedure from Step 1. 
 
4.  Calculation of 3-D Nonnegative Outer 

Product Expansion by the Power 
Method 
The method which we described in Section 3 

can be applied to calculation of a 3-D nonnegative 
outer product expansion by adding nonnegative 
constraint conditions to the repetition process of the 
power method.  Actually, the following steps are 
inserted into Step 3. 
 
Step A1. The repetition vector  in equation 

(6) is divided into the vector of  and 

, where the former is composed of 
positive number or zero and the latter is 
composed of negative number or zero as 
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Step A2. Calculate the norm of  and 

.  Choose the nonnegative vector  

 from these vectors by following way. 
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The vector  and  are also 
chosen as follows: 
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5. Calculation of 3-D Orthogonal O

Product Expansion 
     Since the resultant expansion terms of
outer product expansion do not satisfy orthogo
the 3-D orthogonal outer product expansion 
defined by 
 ( ),

,,
3 ∑ ⊗⊗=

kji
kjiijk wvuA σ         

where ijkσ  are the expansion coefficients.  
expansion can be calculated by introducing
Gram-Schmidt orthogonalization process [5]
the Step 3 of the algorithm described in Section
following procedure. 
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Step B1. Along with the Gram-Schmidt process, 
calculate the vectors , ( 1' +p

nu ) ( )1' +p
nv , 

 by subtracting the previously 

obtained quantities from vectors , 

,   respectively as 
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     Normalize the vectors in above equations 

to obtain , , . )1( +p
nu )1( +p
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Step B2. By the procedure in Section 3 and the Step 

B1 in this section, vectors    
 of the equation (15) are obtained 

in    order, where m = min(L,M,N).  In case 
that L>m,    the remaining  vectors 
terms can be calculated by using 
Gram-Schmidt orthogonalization process as 
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where  are the initial vectors and the 

vectors  are to renamed as  after they 
are normalized.  Likewise vectors 

 and  are calculated. 
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Step B3. For every combination of p, q and r, 

calculate the expansion coefficients  as pqrσ

( )rqppqr wvuA ⊗⊗= 3σ ,        (20) 

( , , ). Lp L,2,1= Mq L,2,1= Nr L,2,1=
 
     To improve in calculation time of these steps, 
a part of the Step B1 is modified.  The 
modification is described below. 

After the calculation of the expansion 
vectors , the remaining vector  
can be calculated by  
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where  is the initial vector.  The vector  
is normalized immediately, then the vector renamed 
as .  This slight modification leads to an 
improvement in calculation time. 

mu '
mu

mu

 
6.  Experimental Results 

The following magnitude specification 

 of a 3-D digital filter design 
problem [2] is used to consider the validity of 
calculation algorithm described above.  
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The 3-D array  is constituted by 3A
( ) ).,,(,,3 kjid zyxkji hA =           (24) 

Since the magnitude specification  
is zero when , the size of the 3-D array is 
reduced to L×M×N, where 

),,( kjid zyxh
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[3-D Outer Product Expansion] 

Table 1 shows that the calculated expansion 
coefficients by the power method give good 
approximation to those by the nonlinear 
optimization method. 
 
Table 1.  Resultant coefficients of 3-D outer 

product expansion by the nonlinear 
optimization method and the power method. 

 (L’=M’=N’=20) 

iσ
Nonlinear 
Optimization 
Method 

Power Method Relative 
Error[%]

1 2.275862E+01 2.275862E+01 0 
2 4.283573E+00 4.283573E+00 0 
3 3.025678E+00 3.025678E+00 0 
4 1.400982E+00 1.400982E+00 0 
5 1.129514E+00 1.129514E+00 0 
6 6.526013E-01 6.526013E-01 0 
7 3.698252E-01 3.698252E-01 0 
8 3.454422E-01 3.454422E-01 0 
9 3.403220E-01 3.403220E-01 0 

10 2.840046E-01 2.840046E-01 0 
11 2.598434E-01 2.598434E-01 0 
12 2.108770E-01 2.108770E-01 0 
13 2.008905E-01 2.008905E-01 0 
14 1.767691E-01 1.767691E-01 0 
15 1.535205E-01 1.535205E-01 0 
16 1.494289E-01 1.494289E-01 0 
17 1.064934E-01 1.064934E-01 0 
18 1.006265E-01 1.006265E-01 0 
19 1.002772E-01 1.002772E-01 0 
20 9.568394E-02 9.568395E-02 -6.27E-06
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[3-D Nonnegative Outer Product Expansion] 

     Figure 1 illustrates the convergence property 
of the power method described in Section 4.  The 
relative error of the method, which calculates 3-D 
nonnegative outer product expansion, is about 10% 
at n=10, while the error less than 10% at n=3 in case 
of 3-D outer product expansion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1.  Convergence property of the power 
method. 

 

[3-D Orthogonal Outer Product Expansion] 
     Figure 2 shows the calculation time of 
modified method in Section 5 compared with the 
usual method.  In this experiments, the 3-D array is 
constructed by random integer in the range of 
[1,1000].  From the figure, the calculation time can 
be reduced slightly by using the proposed method. 
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Figure 2  Calculation time of 3-D orthogonal 

outer product expansion. 
 
 

7.  Conclusions 
     In this paper, we showed the calculation 
results of the 3-D outer product expansion, 3-D 
nonnegative outer product expansion, and 3-D 
orthogonal outer product expansion in the following 
development environment. 
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C (GNU C compiler v2.7) 
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floating point of double precision type 
 
     The results lead to the following conclusions: 
(1) Using the previously proposed method to 

calculate the 3-D outer product expansion and 
the 3-D nonnegative outer product expansion, we 
obtained the expansion coefficients and vectors 
precisely. 

(2) By modifying the usual method for calculation 
of the 3-D orthogonal outer product expansion, 
the calculation time could be reduced slightly in 
comparison with the previously proposed 
method. 
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Abstract
This paper proposes a method for generating adap-

tive knowledge base involving two knowledge repre-
sentations – rule and case. Combining rules and
cases makes it possible to solve problems accurately
and quickly, and to acquire new cases from problem-
solving results. The proposed method does not require
manually adjustment of the thresholds and provides
highly qualified solutions. This paper also proposes a
Japanese-to-Braille translation system which uses the
adaptive knowledge base as mentioned above. Exper-
imental results have showed that the case acquisition
can reduce errors, and that the threshold adjustment
significantly reduces segmentation errors.
keywords: knowledge base, rule-based reasoning,
case-based reasoning, threshold adjustment, Japanese-
to-Braille translation

1 Introduction

Rules and cases are valuable knowledge represen-
tations that mutually supplement drawbacks of each.
While rules embody understanding that has been codi-
fied over the years by experts, cases contain the knowl-
edge of a domain in a relatively unprocessed form.
Rules are appropriate for representing general domain
knowledge and cases are appropriate for representing
the exceptions of that knowledge[1, 2, 3]. By combin-
ing rules and cases, it is possible to solve problems
accurately and quickly, and to acquire new cases from
problem-solving results[4, 5].

In previous methods using both rules and cases[4,
5, 6, 7], rule-based reasoning (RBR)[8] is performed
first, and then case-based reasoning (CBR)[1, 2, 3] is
performed. RBR solves a problem tentatively, but also
chooses an exceptional case set. Retrieving the chosen
cases, instead of all cases, reduces the processing time
of case application, consequently a drawback of CBR.
In the previous methods, only a common threshold

of similarity is used to judge which exceptional cases
should be applied. Although the threshold is manually
adjusted, such adjusting is difficult because the appro-
priate threshold differs with each exceptional case.

In this paper, we propose an adaptive knowledge
base (AKB), which is composed of a rule base, an
indexed case base and a method for adjusting cases’
thresholds. The proposed method eliminates the man-
ual adjustment of the threshold and provides higher
qualified solutions than the existing methods with the
same knowledge base. In AKB, each case has a thresh-
old in order to reuse exceptional cases that the existing
methods cannot reuse because of the unified threshold.
The thresholds are automatically adjusted after case
acquisition. Providing a threshold for each case makes
it easier to automatically adjust thresholds. Moreover,
adjusting the threshold for each case increases the op-
portunity of reuse and decreases the risk of incorrect
use.

This paper also proposes a Japanese-to-Braille
translation system AJ2B which uses AKB as men-
tioned above. Japanese-to-Braille translation is a task
involving two procedures – sentence segmentation and
kanji-to-kana conversion. Accurate automatic trans-
lation is difficult due to the ambiguous, complicated
rules peculiar to Japanese-to-Braille translation and
Japanese language itself. A Japanese sentence is a
string of characters concatenated without blanks, so
spaces must be inserted between words to get a proper
interpretation. Kanji must be converted to kana, be-
cause Braille characters expressing Japanese corre-
spond only to kana.

Experimental results shows that the case acquisi-
tion can reduce errors, that the threshold adjustment
significantly reduces segmentation errors, and that the
proposed system reaches almost the same translation
quality as the most popular software on the market
called “Extra Ver.4.0.”

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 685



TC : large

TC: mid

TC: small

(a) Boundary with large Tc. (b) Boundary with small Tc. (c) Boundary with adjusted Tc.

Figure 1: Boundaries depending on TC .

2 Proposed adaptive knowledge base

2.1 Overview

In an attribute space, rules are represented as
hyperrectangles and cases are represented as points
whose coverage areas become Voronoi diagram. Al-
though RBR quickly solves problems by applying a
few rules, irregular or exceptional problems are diffi-
cult for RBR to solve. CBR can accurately solve these
problems by applying many cases. Unfortunately, pro-
cessing time increases proportionally to the number of
cases used.

AKB utilizes rules to represent general knowledge,
and cases to represent exceptional knowledge. This
causes the knowledge base to maintain only negative
cases, which have different operators from rules that
they belong to. Positive cases, which have the same
operator as rules that they belong to, are used only
for learning process, not for solving problems. Conse-
quently, the proposed knowledge base solves problems
more accurately than RBR and more quickly than
CBR because of less amount of knowledge than CBR.

2.2 Problem solving process

The fundamental idea of combining rules and cases
is to apply the rules to a target problem to produce a
draft solution; but if the target problem is judged to
be compellingly similar to a known exceptional case of
the rules, then the exceptional case is applied rather
than the rules[4, 5, 6, 7]. The idea above is therefore
realized through the following procedure:

Step 1: Use the rules to select an operator to apply.

Step 2: Search for exceptional cases that would con-
tradict this choice of operator, stopping if
and when a compelling case is found.

Step 3: If a compelling case was found, apply the op-
erator it suggests, else proceed to apply the
operator suggested by the rules.

2.3 Threshold adjustment

In the existing method using both rules and cases,
the case coverage areas become hypersphere whose ra-
diuses are decided by the unified threshold TC in the
attribute space. Large TC prevents incorrect case ap-
plication, but it also decreases the chances to reuse
cases correctly are also decreased. In contrast, small
TC makes case coverage areas large and increases the
changes to apply cases, but it increases the possibility
of inadequate case application.

The AKB involves a threshold adjustment method
for the hybridization of rules and cases. First, in the
proposed knowledge base, each exceptional case has
a threshold for deciding whether the case should be
applied. This enables control of influence sphere at
every exceptional case. Second, each threshold are
adjusted automatically at a learning stage, while the
existing method requires a developer to adjust the uni-
fied threshold manually. The AKB, therefore, reuses
cases which are not reused efficiently in the existing
method and prevents reusing cases which are reused
incorrectly in the existing method.

The thresholds are adjusted one by one by the fol-
lowing procedure:

Step 1: Initialize a threshold TCx of an exceptional
case Cx by 1.0 − δT .

Step 2: If TCx ≤ T
(L)

Cx
, terminate.

Step 3: For all learning data PL in the root rule of
Cx:

Step 3a: Apply Cx if Sim(P, Cx) > TCx .

Step 3b: If no error occurs, TCx ← TCx −ΔT and
go to Step 2.
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Kanji-Kana Conversion

)

Figure 2: Japanese-to-Braille translation process.

Step 3c: If errors occur, TCx ← TCx + ΔT and
terminate.

3 Application to Japanese-to-Braille
translation

The task for translating Japanese into Braille is de-
fined as translation of mixed Japanese into Braille, and
is done in two steps – sentence segmentation and kanji-
to-kana conversion. A Japanese sentence is a string
of characters concatenated without blanks, so spaces
must be inserted between words to get a proper in-
terpretation. Kanji must be converted to kana, be-
cause Braille characters expressing Japanese corre-
spond only to kana.

The many translation rules that must be obeyed,
are themselves ambiguous and full of exceptions[7, 9].
In sentence segmentation, for example, rules require
that semantic and phonetic information be considered.
In kanji-to-kana conversion, rules for distinguishing or-
dinary vowels are unclear, i.e., ‘ ’, ‘ ’, ‘ ’, ‘ ’,
and ‘ ’, and the symbol ‘ ’ , denoting a long vowel,
are used in writing, whereas a long vowel in regular
Japanese is only used to express words of foreign ori-
gin or imitation sounds. It is thus very difficult to rep-
resent rules so that they are followed automatically by
a computer.

Cases and rules segment sentences and revise
strings in a draft. A rule consists of an operator (ex-
ample: insert a space), conditions for applying the

operator, and a priority score to resolve rule con-
flicts. A condition is stated by checking the value of
an attribute. Attributes are obtained by morpholog-
ical analysis, e.g., parts of speech, character type, a
mora, and reading which is a pronunciation written in
kana. All of those attributes are defined as symbolic
attributes.

A case consists of an operator, a set of attributes of
morphemes to which the operator of this case makes
revision, and an identification number of a root rule,
i.e., the rule for which the case is an exception. We
define an object to which an operator of a rule or a case
makes revision, i.e., a string or an interval between
characters, as a spot.

4 Experimental results

We compared AJ2B and the most popular Japanese-
to-Braille translation software on the market — Extra
Ver.4.0. A document “The Copyright Act” is used for
evaluation. In the document, all sentences are divided
into two groups — even sentences for training and
odd ones for evaluation. The opposite experiments
in which odd sentences are used for training and even
sentences for evaluation are also performed. J2B[6, 7]
is also tested for evaluating the effectiveness of thresh-
old adjustment and case acquisition.

J2B and AJ2B utilizes a Japanese morphological an-
alyzer called ChaSen with modified dictionary which
does not involve extra foreign compound words. AJ2B
parameters are decided as follows: T L

CR
= 0.9, T L

CS
=

0.9, ΔT = 0.01.
Figure 3 shows the number of errors and translation

time of the proposed method and Extra in each ex-
periment. Errors are categorized into pronounce and
segmentation errors.

As shown Figure 3), case acquisition in J2B is signif-
icantly effective in decreasing errors. This is because
“The Copyright Act” is a document that defines laws
and that involves a lot of the same wording and quite
similar wording. The important point to note is that
the case acquisition in J2B can eliminate almost half
of segmentation errors . This indicates that the flex-
ibilty of cases is effective in representing exceptional
segmentation knowledge of Japanese-to-Braille trans-
lation. In addition, the threshold adjustment can also
reduce segmentation errors to almost 80% of J2B with
cases. This indicates that the threshold adjustment
can expand the flexibility of each case. In contrast,
the threshold adjustment has no effectiveness on pro-
nounce errors because cases for revising the pronounce
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Figure 3: Experimental results

errors should be applied only to the same or quite sim-
ilar wordings.

A glance at the graphs in Figure 3 also reveals that
the threshold adjustment does not affect the transla-
tion time, although translation time increased by using
cases.

5 Conclusions

In this paper, we proposed an adaptive knowledge
base composed of rules and cases. The proposed
knowledge base acquires exceptional cases from exist-
ing Braille documents and adjusts their threshold for
judging whether the case should be applied or not.
Experiments in Japanese-to-Braille translation prob-
lem showed that acquiring cases and adjusting their
thresholds reduce errors.
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Abstract
Recently, a new constructive approach characterized

by the use of computational models for simulating the
evolution of language has emerged. This paper inves-
tigates the interaction between the two adaptation pro-
cesses in different time scales, evolution and learning of
language, by using a computational model. Simulation
results show that the fitness increases rapidly and re-
mains at a high level, while the phenotypic plasticity in-
creases together with the fitness but then decreases and
gradually converges to a medium value. This is regarded
as the two-step transition of the so-called Baldwin effect.
We investigate the evolutionary dynamics governing the
effect.

Keywords: language evolution, Baldwin effect, ge-
netic algorithm, recurrent neural network, artificial life.

1 Introduction

Humans are the only species that has evolved sophisti-
cated language. For hundreds of years, many researchers
have investigated why and how it could be possible. Re-
cently, a new constructive approach characterized by the
use of computational models for simulating the evolu-
tion of language has emerged. Language is an emergent
system that has been created and maintained through
language faculty evolution in a long time scale and cul-
tural change in a short time scale, and thus these models
treat either biological evolution or cultural evolution of
language. The most obvious purpose of language is to
communicate information. If we use natural selection to
explain the evolution of language faculty, an individual
carrying a “beneficial” grammatical mutation must have
a higher fitness. However, how could the mutation be
beneficial, if all the other less-evolved individuals in the
population could not have understood her [1]. Therefore,
it is a very plausible idea that learning combined with
evolution played a crucial role in the evolution of lan-
guage. We focus on the interaction between these two
adaptation processes driving the evolution of language
in different time scales by using a computational model
based on the constructive approach.

The Baldwin effect, which is the focus of this paper,
explains the interaction between evolution and learning
in general by paying attention to balances between ben-
efit and cost of learning through the two steps [2]. In
the first step, life time learning gives individual agents
chances to change their phenotypes. If the learned traits
are useful for agents and make their fitness increase, they

will spread in the next population. The learning behavior
acts as a benefit in this step. In the second step, if the
environment is sufficiently stable, the evolutionary path
finds innate traits that can replace learned traits (genetic
assimilation), because of the cost of learning. Through
these steps, learning can accelerate the genetic acquisi-
tion of learned traits without the Lamarckian mechanism,
which has been clearly demonstrated with a variety of
models [3]. When analyzing the interaction between evo-
lution and learning, one of the most important aspects
is the cost of learning, because the second step of the
Baldwin effect can not occur, if learning is ideal, in other
words, there is no cost at all arising from the learning
process.

We adopt a speaker-hearer model proposed by Batali
[4], in which each agent used a simple recurrent neural
network and structured utterance, in other words, par-
tially compositional communication could be obtained by
learning from each other. We use the model in a com-
bined framework of cultural learning and genetic evolu-
tion. Adopted cultural learning is an extended version
of Iterated Learning proposed by Kirby and Hurford [5],
which is based on vertical (oblique) communication from
adults to children and horizontal communication between
adults. Evolution of the weights in the neural network
is achieved by a genetic algorithm. In order to examine
whether and how the Baldwin effect might occur, we use
a mechanism for the evolution of the plasticity (learn-
ability) of each weight in the neural network as we did in
[6].

2 Model

A conceptual overview of the model is shown in Fig-
ure 1. There are two types of communication: vertical
(oblique) communication which is unidirectional trans-
mission from adults to children and horizontal communi-
cation which is bidirectional transmission between adults
(Figure 2). In the first stage, each child agent learns to
interpret the characters produced by a biological parent
and randomly-selected cultural parents in each commu-
nicative episode. In the second stage, a communicative
episode is repeated between a pair of grown-up agents of
their generation in which each agent alternates between
learning to interpret sequences of the characters produced
by other agents and producing sequences of characters.
Then, the next generation is produced based on the fit-
ness of agents based on their communicative accuracy
in the first and second stages. In the third stage, each
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Figure 1: Overview of our model.

Horizontal communication

Vertical communication 

Speaker or hearer

AdultsCultural parents
Biological

parent

Speaker

Hearer

Parents

Children

Figure 2: Two types of communication.

agent as a parent just produces sequences of characters
for their biological and cultural children as their parents
do for them in the first stage.

There are two forms of linguistic representation in
this model: 1) I-language: Internal language as pat-
terns of connection weights in the neural network, 2)
E-language: External language as sequences of uttered
characters. Linguistic information in I-language can be
inherited from a generation to the next generation via
the following two ways: 1) genetic inheritance: initial
connection weights of the agents are transmitted to their
children through evolutionary operations (Lamarckian
inheritance is not adopted), 2) cultural inheritance: E-
language is produced from I-language through use and
is transmitted to the I-language of the next generation
through learning (vertical communication).

Each agent uses a simple recurrent neural network (El-
man network) consisting of three layers of neurons (4
character input units each of which corresponds to each
of 4 character (a, b, c, or d) and 30 context input units,
30 hidden units and 10 output units). A communicative
episode is illustrated in Figure 3. Agents produce se-
quences of characters to encode structural patterns (vec-
tors) each of which stores 10 real values between 0 and
1. The values in the patterns are partitioned into two
groups: the left four of the values are taken as encod-
ing a subject and the right six of the values are taken
as encoding a predicate. There are 5 patterns each for
the subjects and predicates, and therefore 25 different
patterns.

In the beginning of each communicative episode, a sub-
ject and a predicate are randomly selected. In order to
choose which character to send at each point in a se-
quence, the speaker agent determines which of the four
characters would bring its own output pattern closest to
the structural pattern being conveyed. She stops sending
if all the speaker’s output units are correct for the struc-
tural pattern. If the sequence of characters which the

Hearer Speaker

BP Learning

Structural pattern
1 10 0 01 1 101 10 0 01

.88 .33.02 .56 .97.79 .88 .33.02.88 .33.02 .56 .97.79

Recurrent
network

Recurrent
network

① ② ③
dd

aa

cc
.81 .93.01 .11 .21.77 .81 .93.01.81 .93.01 .11 .21.77

1 00 1 11 1 001 00 1 11

dd
aa

cc

1 10 0 01 1 101 10 0 01

① ② ③
Character selection

Character 
processing

cda
(uttered sequence)

1 0 01 0 01 01 1 01 01 (Sun) (bright) 

Figure 3: A communicative episode.

agent produces does not reach a limit length of ten char-
acters, the agent succeeds in producing the sequence of
characters. The hearer agent then processes the sequence
of characters sent by the speaker, and produces an output
pattern. The back-propagation algorithm is conducted to
modify the weights of the network using the difference be-
tween the speaker’s and the hearer’s structural patterns.
The network is trained until it converges.

Biological evolution is achieved by a genetic algorithm
as follows. Each agent has a pair of chromosomes contain-
ing the same number of genes initially assigned to ran-
dom values. Each gene in the chromosome GW encodes
the initial connection weight in the neural network, and
each gene in the chromosome GP represents whether the
corresponding connection weight in the neural network is
plastic (“1”) or not (“0”). If a gene of GP is 0, the corre-
sponding connection weight is invariable in the lifetime.
GW consists of a real value within the range [−1.0; 1.0].
Agents obtain a reward when they correctly interpret a
sequence of characters or when they successfully produce
a sequence of characters in a communicative episode re-
gardless of the hearer’s success. Total rewards when the
second stage is completed are used as their fitness val-
ues. A new population is generated by the tournament
selection, and then a mutation is applied with a prespec-
ified probability. A mutation in GW changes the current
value into a randomly generated value within the range
[−1.0; 1.0] and a mutation in GP flips the current binary
value.

3 Experiments

We conducted an experiment for 140 generations. The
following parameters were used: N (number of agents) =
100, Np (number of parents) = 5, r (reward) = 1, m
(mutation probability) = 0.01, s (tournament size) = 2,
Lv (number of learning iterations for vertical communi-
cation) = 990000, Lh (number of learning iterations for
horizontal communication) = 1485000. The initial pop-
ulation was generated on condition that initial values in
GW were taken at random within the range [−1.0; 1.0]
and the proportion of “1” in GP for each agent was uni-
formly distributed within the range [0.05; 0.95] at inter-
vals of 0.05.

Figure 4 shows the transitions of the fitness that is the
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Figure 5: Linguistic coherence among the same genera-
tion.

average reward of a agent per communicative episode and
the “plasticity of population” which is the ratio of “1” in
all GPs of the population. We see that the fitness in-
creased rapidly during the first several generations and
kept high afterward, which means the agents have devel-
oped an accurate communication system through evolu-
tion and learning. Plasticity increased together with the
fitness, but then decreased and gradually converged to
some medium value (genetic assimilation). This is a typ-
ical two-step evolution caused by the Baldwin effect, a
key concept clarifying the interaction between evolution
and learning.

Figure 5 shows the transitions of the coherence at the
beginning or end of each stage. Coherence is the average
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Figure 6: Linguistic coherence among two successive gen-
erations.
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Figure 7: Correlation diagram of fitness and plasticity of
population.

ratio of agents uttering the majority sequence for every
possible structural pattern. The coherence both after the
first and second stages increased rapidly and remained at
a high level around 0.85. Also, the coherence before the
first stage (innate coherence) moved from 0.1 to 0.2 in the
first step. The difference in coherence between before the
second stage and the third stage is supposed to mean the
diversity amplified by the selected cultural parents in the
first stage. Figure 6 shows that the coherence among two
successive generations tends to increase while it shows a
chaotic oscillation.

Table 1: A part of the characters shared most in the
140th generation. In most of the sequences, we observed
that subjects correspond to suffixes (bold font) and pred-
icates correspond to prefixes (underline).

subjects and predicates 1000 1011 0101
011100 bbd bbc bd
101001 aa ac ad
100011 ca cc cd

Table 1 shows a part of the sequences used by a ma-
jority of the population in the 140th generation. The
agents in the 140th last generation tended to share a little
shorter sequences than previous generations. Also, syn-
tactic regularities in the order of token sequence tended
to be observed more clearly.

Here, we investigate the evolutionary dynamics which
governs the Baldwin effect. The agents in the first gen-
eration varies greatly both in the amount of the plastic
phenotypes and the connection weights of the network.
Agents with more plastic connections could communicate
with others successfully in this situation and therefore
could occupy the population within several generations.
Figure 7 shows the correlation between plasticity and fit-
ness in the 1st generation. This also supports the scenario
that the plasticity drives the evolution in this step.

In the second step, plasticity gradually decreased to
about 0.55 around the 140th generation while keeping
the fitness high. This shows a dramatic change between
the both steps in the necessity of the plasticity caused by
the change in genetic organization. We conducted sev-
eral additional experiments in order to clarify the factors

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 691



0.001.00 0.050.95 0.001.00 0.050.95
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connection weights in each locus.

driving the evolution in the second step. As a result, the
following factors drastically decreased the selection pres-
sure for the evolution of plasticity compared with the
evolution of the connection weights, and thus it gradu-
ally decreased to 0.55 by a random drift in the second
step.

The first factor is the decrease in the necessity of learn-
ing caused by a linguistic shift towards easier language.
The variation in the initial connection weights decreased
rapidly in the first stage, which made the learning in the
second stage easier because the language that should be
learned and shared among agents became nearer to the
innate language of each agent. The fact that the varia-
tion in the plasticity in the population decreased rapidly
in the first stage also decreases the selection pressure for
plasticity. We see that the coherence was about 0.1 in
the first generation while it was 0.2 in the generations of
the second step, which supports this explanation.

There is another language-specific factor. Figure 8
shows the distribution of the proportion of the plastic
connection weights in each locus. It is shown that the
architecture of the network (the location of the plastic
connection weights) evolved to be identical. Also, there
is a possibility that regularization and compactification
in the uttered sequences played a role to become easier
for agents to acquire. The fact that the coherence among
two successive generations tended to keep high afterward
is supposed to show this possibility. These factors are
specific to language evolution and seem parallel with the
idea by Deacon that language evolves to be adaptive to
human cognitive capacity [7].

The second factor is implicit cost associated with
learning. In our experiments, there is no explicit learning
cost in learning such as fitness tax which is proportional
to the learning period. Also, the length of each commu-
nicative episode seems enough for learning to converge,
which is supported by the result of the experiment (not
shown) in which the length of the episode was doubled.
However, the interactions among weights or genetic epis-
tasis based on abundant plasticity could cause the bad
effect in the back-propagation learning, leading to the
decrease in the reward. In this sense, phenotypic plastic-
ity evolves under such selection pressure [6]. This type of
cost becomes larger, as the necessity of learning decreases
through the phase of evolution. Note that epistasis could
have an opposite function to repress genetic assimilation

by making the relationship between genotype and phe-
notype less correlated [8].

Another aspect of implicit cost, which is purely spe-
cific to linguistic evolution, is related with the variation
in parents. In the first stage, each child learns sequences
uttered from the biological and randomly selected cul-
tural parents. Overlearning to the parents with new lo-
cal dialect owing to mutation could cause a decrease in
rewards both in vertical communication and succeeding
horizontal communication.

4 Conclusion

This paper investigates the interaction between evolu-
tion and learning of language by using a computational
model which we believe to be a minimal model to capture
the essence of it. We have found that the factors spe-
cific to language evolution or linguistic behavior might
have a crucial role in shaping its evolutionary pathways.
Specifically, it has been shown that the second step in
the Baldwin effect (genetic assimilation) could be driven
by the random drift caused indirectly by the adaptive
shift in language or overlearning to a variety of parents.
It should be noted that genetic assimilation in this evo-
lutionary scenario does not necessarily need unchanged
linguistic environment.
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Abstract

In this study, we proposed a simple algorithm of
group robots, which assumes to work independently
works on each of the robots. The algorithm uses lo-
cal distance information without specific centralized
control. Usually they move around randomly and in-
dividually. Whether the distance between the robots
increases beyond a constant value or decreases below
another constant switches their behavior into shrink
mode or expansion (random search), respectively. In
the shrink mode, a robot which is farthest from the
others is selected as a leader, and the others go straight
toward the leader until the distance decreases below
the value. Applying this algorithm to maze search-
ing on computer simulations, we observe interesting
properties as follows: (1) The parameter values which
switch shrink and expansion modes affect the perfor-
mance of solving the maze problem, suggesting the
important relation between the values and the struc-
tural scale of the maze. (2) Proceeding and exploring
behaviors with dividing and merging subgroups are
self-organized. This leads to better performance an
average compared with the results by a set of robots
composed of a random searching robot.

1 Introduction

Recently, robotic technologies have been developed
such as humanoid robots who can walk using two
legs, micromachines with electromagnetic oscillation,
and so on. Generally, to make them more intelligent,
more complicated algorithms and control systems are
needed. However, even an insect can show complicated
and intelligent behaviors, which suggests that a group
composed of simple and distributed agents may have
those functions. In this study, we focus on the algo-
rithm of each simple component, which shows intelli-
gent behaviors as a system. In other words, intelligent
behaviors emerge, even though each robot follows the
same and simple algorithm. Thus, there is no specific

leader who controls the group.

Research approaches inspired by emergent intel-
ligent behaviors of swarms is called Swarm Intelli-
gence (SI)[1][2][3]. SI systems are typically made up of
a population of simple agents interacting locally with
one another and with their environment. Although
there is normally no centralized control structure dic-
tating how individual agents should behave, local in-
teractions between such agents often lead to the emer-
gence of global behavior. Representative examples of
SI systems are Ant Colony Optimization (ACO)[4] and
Particle Swarm Optimization (PSO)[5][6]. In a swarm
of insects or a school of fish, when one finds a de-
sirable path, the rest of the members will follow it in
PSO. Assuming an evaluation function over the search
space, the vector of velocity of each agent is repeat-
edly modified depending on the agent’s position with
global minimum and on the local information. As this
calculation proceeds, every agent tends to move to-
ward the position where the objective function has an
optimized value. While every agent follows a simple
and the same algorithm, the group quickly reaches to
optimized position as a group. Our study assumes the
situation in which the objective function is not clear.
We focus on clustered and searching behaviors such as
swarm intelligence without using the objective func-
tion over the field.

The purpose of this study is to propose a simple al-
gorithm in each agent distributed when the objective
function cannot be used. Each agent can utilize lim-
ited local information and communicate each other.
The key of the algorithm is the alternative modes of
expansion and shrink. Each robot always measures
the distance from each other, and notices a leader of
the group when the distance increase beyond a con-
stant. Every robot except the leader follows the leader
until the distance decreases below another constant
value (shrink mode). Then, each robot goes random
direction again (expansion mode). While the simula-
tion robots are searching in the maze, we can observe
not only the performance of how soon they reach the
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goal but also emergent behaviors of robustness and
adaptability of the system. Our algorithm does not
assume centralized control structure. Thus, the sys-
tem will not stop, even if some of them are lost or
broken. And our algorithm is so simple that we can
implement it on the hardware robots easily. The most
important feature of our algorithm is random search-
ing and a clustered behavior like swarms or a school of
fish at the same time. In this study, we did computer
simulations in a maze using software robots to show
the properties of the algorithm. The parameter values
which decide mode switching are shown to be crucial
to the performance of the maze searching. Depend-
ing on the values, the system was able to reach a goal
earlier than random searching.

2 Algorithm

As a first step of our study, we constructed an agent
model such as a swarm as simple as possible, whose
algorithm is shown as follows(Fig.1): First, each robot
moves around randomly without a leader (“expantion
mode”(Fig.1-(1)). Each one assumes to go straight in
one direction until it reaches a wall, then it reflects
to another direction. The reflection angle is randomly
selected in order to avoid infinite bouncing in a dead
end. When a robot whose distance from the other
robots exceeded a constant value of a parameter (d1),
the robot becomes a leader (Fig.1-(2)). At this time,
at least two robots or more become leader’s candi-
dates. The position where the previous “expansion”
mode starts in each robot is memorized, and the dis-
tances between the position and the current position
are compared. Then the robot whose value is largest
is selected as a leader. If the distance is also the same,
it is randomly selected. This is because we think one
which was advanced larger from the previous expan-
sion should be a leader. Once the leader decided, the
other robots go straight toward the leader (“shrink
mode”(Fig.1-(3))). Only the leader keeps going before
as it does, while the other robots changes each direc-
tion toward the position of the leader and keep fol-
lowing it at an equal speed until the longest distance
between any two robots decreases below another con-
stant parameter (d2). Then, the leader is dismissed
and the group’s movement returns back to the first
free searching (Fig.1-(4)). The velocity of all motions
is assumed to be constant except when the direction is
changed, when the mode has changed, and while one
is following a leader. These procedures are repeated
and the leader is selected every time the distance ex-
ceeds d1. This algorithm expects that some robots far

from the rest may find a new way, which will promote
exploration as a group.

Figure 1: Schematic behaviors of the algorithm

Although an obstacle or walls in the maze may also
split the group into some subgroups during searching,
there is no problem because the leader is selected in
each subgroup. As a result, two or more groups might
coexist and continue searching, which will lead to an
efficient search. When the leader is decided, the robots
those follow the leader are limited in the range that
the distance from the leader is less than the value of
the third parameter (d3). This limitation is needed
so that the effect of the robot whose position is too
far away on the selection of a next leader becomes
weaker. This may partially avoid back-and-forth mo-
tion of each group.

3 Computer simulations

3.1 Method

To examine properties of the above-mentioned al-
gorithm, we did computer simulations using software
robots in a simple maze. We observed behaviors of
robots (N=20) in the maze (Fig.2), which start at the
position in the corner and search around until they
find the goal in another corner. In addition, we mea-
sured the time (number of procedural steps) spent by
all of the robots from the start to the goal. The result
is averaged over 100 trials with different random seeds
for each combination of parameter values. When a
robot reaches the goal, it assumes to stay there with-
out becoming a leader.

The size and the width of walls of the maze is shown
as follows:map size = 500x500 dot, and wall width =
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Figure 2: map

20 dot. Parameter values are as follows unless other-
wise indicated:d1 = 60 - 140 (10 interval), d2 = 50,
d3 = d1+25, Number of robots = 20, and Speed of
robots = 6 dot/step.

3.2 Time to the goal

Figure 3 shows the average number of steps until all
robots reach the goal as the value of d1 changes from
60 to 140 with fixed value of d2 and d3. The result
suggests that there exists an optimal value around 110
for d1 (When d1=110, the mean value indicates 4299
steps). When d2 changes with fixed d1 and d3, the
average steps are shown in Fig. 4 (d1=100,d3=150).
The effect of d2 on the attainment is not so clear as
d1.

Figure 3: Average steps to the goal (d2 = 50, d3 = d1
+ 25)

Figure 4: Average steps to the goal (d1 = 100, d3 =
150)

For comparison, we tried another set of simulations
using a swarm of robots, which do not follow our al-
gorithm but follow just individual random searching.
They do not expand or shrink together. Each robot
goes straight, reflects at the wall to a random direc-
tion, and stops when it reaches the goal. In this case,
it takes 5425 steps on the average for all of them to
reach the goal. Thus our algorithm shows better per-
formance an average.

These results show that the value of the parame-
ters, especially d1, affects the performance of solving
the maze problem, which suggests the relationship be-
tween the values and the scale of the maze. When
d1 is smaller than the width of a dead end, it will be
difficult to escape from there. To escape there and
explore other fields, d1 should be as large as the size.
When d1 is much larger than the size of the maze, a
leader is not be selected and emergent behaviors are
random like a Brownian motion. Thus, matching of
the parameter values are needed for the scales of the
maze (width of the roads, for example) to improve the
performance. Adaptation or dynamical fitting of the
parameter values are one of our future problems.

3.3 Decentralized search

We observed interesting behaviors during the maze
simulations. Two of them are shown in these subsec-
tions.

One mass of robots at first divides a few times at the
walls as the time proceeds. Then each group explores
here and there independently(Fig 5). This is one of the
most interesting features of SI, decentralized search.
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Acquired information during searching about position
or evaluation, which is not communicated in current
version, would be useful to make the behavior more
intelligent.

Figure 5: Decentralized search

3.4 Self-organized adaptation

Self-organized adaptational behaviors to circum-
stances are also observed. On the straight way they
pass through there together, each explores indepen-
dently in a closed way, and they return backward to-
gether. This is due to the shrink and expansion mech-
anism, which regularly corresponds to the searching
behavior in the maze.

Figure 6: Escape from blind alley

Decision policy of choosing a remote leader pro-
motes getting out from closed fields. Another im-
portant parameter d2 tends to limit the closest dis-
tance between the robots. While following the leader,
each distance rarely decreases less than d2 because the
speed of the leader and the others are the same. When
the leader encounters a wall, which may be in a dead-
lock, the robot will be dismissed from the leader with
the distance condition satisfied.

The behaviors such as proceeding and exploring in
the maze emerge in spite of the simple algorithm using
only local information i.e. distance from each other.
This behavior can be regarded as emergent SI. Appli-
cation to another problem, making the algorithm more
general and distributed, and hardware implementation
are also our future works.

4 Conclusion

In this study, we proposed a simple algorithm of
group robots, which independently works on each of
the robots. The algorithm uses local distance infor-
mation without specific centralized control. Applying
this algorithm to maze searching on computer simula-
tions, we observe interesting properties as follows:
(1) The values of the parameters, especially d1, affect
the performance of solving the maze problem, suggest-
ing the imporatn relation between the values and the
structural scale of the maze.
(2) Proceeding and exploring behaviors with deviding
and merging subgroups are self-organized. This may
lead to better performance compared with the results
by a set of robots composed of a random searching
robot.
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Abstract
In this article the informational method to quan-

tify behavioral similarities of the market participants
is proposed regarding the financial market as a many-
body system. An agent-based model of a financial
market in which N market participants deal with M
financial commodities is considered. In order to mea-
sure the agents’ interaction the spectral distance de-
fined by the Kullback-Leibler divergence between two
normalized spectra of behavioral frequencies is intro-
duced. The validity of the method is evaluated by
using the behavioral frequencies obtained from the
agent-based model. It is concluded that the percep-
tion and decision parameters of agents who treat two
commodities tend to be similar when those behavioral
frequencies are similar.

1 introduction

A concept of complex systems [1] is expected to pro-
vide new insights for the intelligence since the knowl-
edge and wisdom which are composed of the intelli-
gence are widely distributed into the whole human-
beings. Recently economically motivated problems
seem to become considerable issues in the literature
of the artificial intelligence. When one regards eco-
nomical processes as phenomena which occur in the
many-body systems one realize that enormous amount
of agents who interact with one another on the field
form a complicated dynamical network and that they
emerge through such agents’ dynamical network [2].
Therefore one recognizes that the agent-based mod-
eling is a promising methodology in order to deepen
an understanding of such economical processes at a
microscopic level.

In recent years processing performance of comput-
ers and storage capacity almost allow us to gather to-
gether large amount of data of economical processes [3]
and to directedly simulate economical processes for
the order of population of the human-beings. Specif-

ically there exist some studies on a method to sim-
ulate large size systems and an application of sim-
ulation techniques to social/economical phenomena.
Moreover an large amount of data about economical
processes are available due to spreading of informa-
tion and communication technology. When we treat
with a phenomenon having large degree of freedom or
large amount of data it is important to find a rule to
reduce the information. When one numerically simu-
lates such agent-based models one faces to the prob-
lem for inferring the whole parameters of agents from
observable quantities of the objective. And one imme-
diately senses that the number of parameters which
one has to infer in order to make the agent-based sim-
ulation are explosive. Generally speaking it is hard
to infer the whole parameters of a multi-dimensional
nonlinear dynamical system from the less observable
quantities than the number of parameters. Two kinds
of possibilities to cope with this matter are addressed:

(1) to employ the GA algorithm for the agent model,
and to infer the whole parameters asymptotically.

(2) to compare the behaviors of agents, to quantify
relative differences among agents, and to infer dis-
tributions of parameters.

In this article according to the second possibility
the method to quantify behavioral similarities among
interacting agents is considered [4]. An agent-based
model of the financial market is formalized [5] and use-
fulness of the proposed method is evaluated through
the agent-based simulation.

The remainder of this article is organized as follows.
In Section 2 the agent-based model of the financial
market where N market participants exchange M fi-
nancial commodities is formalized. In Section 3 the in-
formational method to quantify the behavioral similar-
ity of market participants is considered. As the result
of applying the proposal method to the behavioral fre-
quency it is confirmed that the behavioral frequencies
have a tendency to be similar when both perception
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and action parameters of the market participants are
similar. Section 4 is devoted into concluding remarks.

2 Model

A model of the financial market where N market
participants deal with M financial commodities is con-
sidered (see Figure 1). Each market participant per-
ceives information from environment and makes a de-
cision of his/her investment attitude based on the in-
formation and make an action. The actions for the
market participants to be permitted are buying, sell-
ing and waiting.

Financial Market

commodities

Market participants

s (t)i

exogenous information

endogenous information

y  (t)ij

Figure 1: A conceptual illustration of the agent-based
model of the financial market where N market partic-
ipants exchange M financial commodities.

For simplicity the i-th market participant perceives
information xi(t), which is evaluated as a scalar value.
This information builds a momentum in which each
market participant decides his/her investment atti-
tude. The market participant interprets the informa-
tion and determines his/her attitude on the basis of
the interpretation. Since the possibility of interpreta-
tion is very high and dependent on time and market
participants uncertainty for the i-th agent to inter-
pret the information xi(t) at time t is assumed to be
modeled by random variables »i(t). And the interpre-
tation xi(t) + »i(t) drives feeling to determine his/her
investment attitude. Furthermore the feeling about
the feeling valid the feeling and drives his/her actions.
In order to model the feeling about the feeling we in-
troduce a multiplicative factor aij(t) which represents
the feeling about the feeling of the i-th market par-
ticipant for the j-th financial commodity. If aij(t) is
positive then the feeling about the feeling supports the
feeling. If aij(t) is negative then the feeling about the
feeling refutes the feeling. The absolute value of aij(t)
represents intensity of the feeling about the feeling.
Since the determination depends on both the feeling
and the feeling about the feeling the investment at-

titude is assumed to be determined from the value
Φij(t) = aij(t)(xi(t) + »i(t)). If it is large then the
market participant tends to make a buying decision.
Contrarily if it is small then he/she tends to make a
selling decision. For simplicity it is assumed that a
trading volume can be ignored.

The action is determined on the basis of his/her
feeling about the feeling. Since the decision and ac-
tion have strong nonlinearity the action is determined
with Granovetter type threshold dynamics [6]. In or-
der to separate three actions at least two thresholds are
needed. Defining the threshold for the i-th market par-
ticipant to determine buying the j-th financial com-
modity as θB

ij(t) and selling it as θS
ij(t) (θB

ij(t) > θS
ij(t)),

three investment attitudes (buying: 1, selling: -1, and
waiting: 0) are determined by

yij(t) =




1 (Φij(t) ¸ θB
ij(t))

0 (θB
ij(t) < Φij(t) < θS

ij(t))
¡1 (Φij(t) · θS

ij(t))
. (1)

Furthermore it is assumed that the information is
described as the endogenous factor, moving average of
log return over T , plus the exogenous factor, si(t):

xi(t) =
M∑

k=1

Cik(|θS
ik(t)|, |θB

ik(t)|) £

1
T

T∑
¿=1

Rj(t ¡ τ∆t) + si(t), (2)

where Cij(|θS
ij(t)|, |θB

ij(t)|) represents focal points of
the i-th market participant for the j-th financial com-
modity. It seems reasonable to assume that Cij(x, y)
is a monotonically decreasing function of x and y.

The excess demand for the j-th financial commod-
ity, N¡1

∑N
i=1

yij(t), drives the market price of the
j-th financial commodity [7]. To guarantee positive
market prices, we choose a log return,

Rj(t) = log Sj(t + ∆t) ¡ log Sj(t), (3)

and define the log returns as the excess demand,

Rj(t) = °N¡1

N∑
i=1

yij(t), (4)

where ° is a positive constant to show a response of the
return to the excess demand. Furthermore the total
behavioral frequency to submit their quote request of
the j-th financial commodity is defined as

Aj(t) =
1

∆t

N∑
i=1

|yij(t)|. (5)
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In order to simulate the agent model we assume
Cij(x, y) = CAj(k)/(x2 + y2) (C > 0), and aij(t) =
a(t) + wij(t), where a(t) and wij(t) is sampled from
the Gaussian distribution. a(t) is assume to be a more
slowly varying random variable than wij(t). As shown
in Figure 2 market price changes Rj(t) show fat-tailed
fluctuations. The probability density function of price
changes is leptokurtic and have fat-tails.
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Figure 2: Time series of market price changes (a) and a
probability density functions for them (b) for N = 500,
M = 10, T = 50, Λ = 0.23, σ = 0.1, ¹a = 0.1, σa = 2.0,
C = 100.

3 Method

Market participants operate terminal computers
and submit their quotation when they want to buy
or sell several amount of financial commodities. Since
their intention (internal states of the market partic-
ipants) drives their behavior, observing their behav-
iors seems to be equivalent to inferring their internal
states. Hence comparing their behavior may lead to
comparing their perception and decision parameters.

In order to measure similarity of the agents’ param-
eters from their behavior it is necessary to specify a
representative quantity. One of candidates for speci-
fying such a representative quantity is the behavioral
frequency. If the behavioral frequencies of agents are

similar then one may thinks that perception and deci-
sion parameters of these agents have a tendency to be
similar. In order to quantify the similarity of two be-
havioral frequencies the informational method with an
asymmetric spectral distance defined by the Kullback-
Leibler divergence between two normalized spectra of
behavioral frequencies is employed. The reason em-
ploying this method is because the spectral distance
can measure similarity of the underlying dynamics as
well as that of time series.

The idea to measure the similarity of the behavioral
frequencies Ai(t) of the i-th financial commodity is to
evaluate the power normalized spectra. By using the
discrete Fourier transform of Ai(t),

Ãi(n) =
N¡1∑
t=0

xi(t) exp
³
¡2πint/N

´
(0 · n · N ¡ 1),

(6)
the power spectrum is estimated by

Pi(n) = Ãi(n)Ãi(n)¤ (7)

where ¤ represents the complex conjugate. Because
the Kullback-Leibler divergence (KL) is a functional
of two normalized functions [8, 9] one needs to normal-
ize the power spectrum in order to apply it to power
spectra,

pi(n) =
Pi(n)∑N¡1

n=1
Pi(n)

. (8)

The similarity of two spectra is defined by

Kij =
N¡1∑
n=1

pi(n) log
pi(n)
pj(n)

. (9)

which is a non-negative Kij ¸ 0, and asymmetric
Kij 6= Kji. Kij = 0 if and only if pi(n) = pj(n). What
the direct current component is ignored is equivalent
to eliminating the mean value of the behavioral fre-
quency.

In general an asymmetric matrix can be described
as Kij = Jij + Iij by using the transformation Jij =
(Kij + Kji)/2 and Iij = (Kij ¡ Kji)/2. Specifi-
cally Jij is called a symmetric Kullback-Leibler di-
vergence (SKL). The SKL possesses a symmetric and
non-negative properties: Jij = Jji and Jij ¸ 0 if and
only if pi(n) = pj(n). Of course an alternative sym-
metrical divergence, for example, Jensen-Shannon di-
vergence [9], is also applicable for measuring the dif-
ference between power spectra.

Under the assumption that their whole actions are
observable one can calculate the spectral distance of
the sum of actions for the ith commodity and the
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jth commodity. If the spectral distance is small then
the agents who treat the ith commodity and the
jth commodity seem to have similar focusing points
and strategies. Namely we may estimate the rate of
the market participants who have the same focusing
points and the same strategies through the behaviors
of agents.

This method to quantify the behavioral similari-
ties of the market participants is demonstrated by us-
ing the agent-based model of financial market. From
the numerical simulation of the agent-model of the
financial market in which 10 financial commodities
are dealt relationships between the similarities of the
agents’ parameters and the behavioral similarities are
calculated. Figure 3 shows the SKL matrix as a fully
connected network in which the thin/thick lines be-
tween two nodes (financial commodities) exhibit sim-
ilar/dissimilar behavior between these financial com-
modities. It is found that the total behavioral frequen-
cies of two financial commodities fluctuate similarly if
the agents’ parameters are similar.

Figure 3: The SKL matrix among 10 financial com-
modities calculated from the behavioral frequencies
obtained from the agent-based model for N = 500,
M = 10, T = 50, Λ = 0.23, σ = 0.1, ¹a = 0.1, σa = 2.0,
C = 100 is shown as a fully connected network in
which the thin/thick lines exhibit similar/dissimilar
nodes (financial commodities).

4 Summary

The agent-based model where N market partici-
pants exchange M financial commodities was formal-
ized. In order to measure the similarity of two total
behavioral frequencies the spectral distance matrix de-

fined by the Kullback-Leibler divergence between two
normalized power spectra of the behavioral frequency
was calculated. It is conclude that the parameters
of the agents who treat two commodities tend to be
similar when the behavioral frequencies for two com-
modities are similar.
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Abstract 

We propose a systematic method for predicting the 
trend of the price time series at several ticks ahead of 
the current price by means of genetic algorithm, used 
to optimize the combination of the frequently used 
technical indices such as various moving averages, 
deviation index from the moving averages, and so on. 
We show that the proposed method gives good 
predictions on the directions of motion with the rate as 
high as 80% for multiple stocks of NYSE selected 
from four different .business types. We also show that 
the performance improves if we combine two or three 
indices, compared to the case of using a single index. 
However, the performance seems going down as we 
increase the number of the indices from the optimum 
value. 

1. Introduction 

Forecasts of financial time series is a fascinating 
game to most of us. This game became more attractive 
than ever with the recent progress of Internet. 
Tick-wise price motions are by themselves thrilling 
news for day-traders. Many of them use the price 
charts as well as other information to help their 
decisions. Still no comprehensive enough way is 
known to compile those elements of knowledge into a 
systematic procedure. In this paper, we attempt to 
establish such a systematic procedure to make us win 
the game by using evolutional computations to identify 
a combination of useful technical indices applied on 
the real-world tick data. Since the tick-wise prices 
have strong trends and features [1], unlike the daily 
close values of stock prices known to be the random 
walk, we expect such predictions quite possible. 
Indeed we have observed a long-term stability of the 
tick-wise price fluctuations in terms of the direction of 
move of the next tick [2]. For example, the conditional 
probability of the up motion after the down motion is 
almost like a universal constant for several years [3]. 

P(up|down) = 1 – P(down|down)=0.7     (1) 

Guided by this fact, we have attempted to predict 

the immediate future price by means of evolutional 
computations [4].  

However, it is hard to use the information of the 
next tick in a practical situation. It would be more 
useful to know the trend of the price time series a few 
minutes, or few hours ahead of us, to win the forecast 
game, for example. We therefore talk about predicting, 
say, the price level at 10-tick ahead by using several 
technical indices. 

2. Tick data of stock prices 

We have selected 8 stocks from NYSE, by 
choosing two from each of the four different groups of 
business, including retail stores, computer business, oil, 
automobile. We use bid-prices of those stocks for a 
year of 1993 (January 1 to December 31). We show the 
symbols, business types, total ticks in the year of 1993, 
and the average interval between ticks in Table 1. 

Table 1 : Tick-wise stock prices in 1993 

symbol business ticks interval (s/tick) 

BBY retail 54821 109 

SMRT retail 12525 473 

APC oil 23685 253 

BP oil 73562 83 

CA computer 65051 92 

IBM computer 455233 14 

F automobile 194561 32 

GM automobile 277241 23 

3. Elements of Technical Analysis 

There are two kinds of approaches for financial 
forecasts: technical analyses and fundamental analyses. 
In the technical analyses, investors use the price 
motions such as chart patterns to predict the future 
price, while in the fundamental analyses they use 
global information on the company such as financial 
statements and health, its management and competitive 
advantages, and its competitors and markets 
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comprehensively, to judge the essential value of the 
stock under consideration. 

In this paper, we use the technical analyses to 
predict the intra-day price motions. Although there are 
numbers of indices found in the literatures, we select 
the ones that are supposed to be effective for the 
intra-day analysis. For example, candlesticks are not 
included in our analysis. We focus on the following 
three types of indices: 

(1) Price trends (MA, EMA, MAD, SMA-LMA) 
(2) Price oscillations (MACD, RCI, RSI, MO,PHL) 
(3) Volume oriented indices 

The investors use their favorite combinations of 
those indices. Our purpose is to study the way of 
choosing the most suitable combination of the indices 
for each stock and their conditions by employing the 
evolutional computation, and establish the automatic 
prediction generator on the trend of the price 
movement at several ticks ahead. 

4. Our Method 

4.1 Quantization of indices 

Each index is quantized into a number of finite 
states. For example, the moving average (MA) can 
take two different states in comparison to the price, 
PRICE > MA or PRICE < MA.. On the other hand, the 
rate correlation index (RCI) ranges between -100 and 
100, which are quantized into five states of interval 40, 
such as [-100, -60], [-60, -20], [-20, 20], [20, 60], and 
[60, 100]. Table 2 shows the number of states we have 
chosen for each index.  

 
Table 2 : Number of state for each index 

Label Index # of States 

0 MO1(Momentum) 3 

1 MO2(Two-step-Momentum) 9 

2 MA1(Moving Average) 2 

3 MA2(LongMA+ShortMA) 6 

4 RSI(Relative Strength Index) 6 

5 MACD(MA Converg/Diverg) 2 

6 MAD(MA Deviation rate) 4 

7 RCI(Rank Correlation Index) 5 

8 PHL(Psychological Line) 6 

9 EMA(Exponential MA) 6 

 

4.2 Combination of indices determined by GA 

The total number of the possible combinations of 
10 indices is 1023. By using the genetic algorithm, we 
attempt to search for the best combination for each 
stock under various conditions. 

4.2.1 Gene representation 

A chromosome is a set of indices determined by 
means of genetic algorithm. The best indices are 
supposed to be chosen after learning is completed. 

 

Fig. 1: Two examples of gene coding 

4.2.2 Genetic evolution based on adaptability 

We have used the following parameters in the 
process of learning in genetic algorithm: 
Population=100, Number of generations repeated= 500, 
Crossover rate= 0.9, Mutation rate= 0.01. We use the 
elite preservation selection as well as the roulette 
selection. 

4.2.3 Resulting combination of indices 

The optimum combinations of indices obtained by 
applying the above method on the eight stocks are 
shown in Table 3. 

Table 3: Best combination of indices for eight stocks 
Symbol Combination of indices 
APC MO1,MA1,MACD,RCI 
BBY MO2,RSI 
BP MO2,MA2,MAD 
CA MO1,MA2 

F MO2,MA1,MA2 
GM MO2,MAD,PHL 
IBM MO2,RSI,MAD 
SMRT MO2,MA2,MACD 

4.3 Pattern classifications 

Once the indices are selected, the prediction 
strategies are determined for all the possible states of 
the set of multiple indices by using data. For the choice 
of MO1, MA, and RCI, there exist 30(=3×2×5) 
combination of the states as shown in Fig.2. 
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Fig. 2: A pattern represented in the tree structure 

4.4  Method of Learning  

The prediction strategy is identified as the majority 
of the direction of motion at X-ticks after the pattern of 
each combination of states appears. For example, the 
prediction strategy of X-ticks after the state (MO=0, 
MA=0, RCI=0) appears is learned to be “DOWN”, 
since there are more DOWN events than UP events 
after this pattern in the learning data as illustrated in 
Table 4. 

Table 4: Strategy table 
(MO1,MA,RCI) UP DOWN Strategy 

0,0,0 55 120 DOWN 
0,0,1 23 6 UP 

0,0,2 123 100 UP 

…
 

…
 

…
 

…
 

2,1,3 23 123 DOWN 
2,1,4 8 4 UP 

 

5. Testing new data 

5.1.1 Setting 

We test those prediction strategies on new data. The 
last half of the data set is served for this purpose. The 
prediction referred here is the UP/DOWN motion of 
the price at 10 ticks ahead compared to the current 
price. 

5.1.2 Index used for the test 

We examine the following three cases. 
1. One for each index (total 9) 
2. Combination of indices obtained in Section3.4 
3. Combination of all the indices 
 
 
 

Table 5: Parameter used for each index 
Index Period 

MO1 1 
MO2 1 
MA1 10 

short 5 
MA2 

long 15 
RSI 10 

short 5 
long 15 MACD 

signal 5 
MAD 10 
RCI 10 
PHL 25 

short 5 
EMA 

long 15 

 

6. Result 

Figure 3 shows the result of IBM and SMRT. The 
combination of indices selected by GA is the highest, 
though index 2, index 6, and index 9 are almost at the 
same level. This fact tells us that the combination of 
indices improves the result. 

Indices related to moving averages, for example, 
MA, EMA, and MAD are proved effective for 
prediction. While MACD and RSI are not good alone, 
they improve the prediction rate if combined with 
other indices such as moving averages. 

The combination of all the ten indices also 
performed well on the busy stocks of dense quot rates, 
although the result is poor for slow stocks like APC, 
BBY, and SMRT, which implies that the combination 
of all the indices requires heavy sized data for learning. 

Figure 4 shows the prediction rate according to the 
number of indices. The best rate is shown for every 
size of the combined indices. For the case of APC, the 
combination of 3 indices performs best, and the rate 
decreases as the larger number of indices are combined. 
For GM, the rate of correct prediction increases as the 
number of indices increases up to 5, then starts 
decreasing after that. 

The prediction rate improves when two or more 
indices are used. However, the combination of too 
many indices lowers the hitting rate. 
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Fig.3: Prediction rate for IBM (above) and SMRT 

(below) according to each index 
 

 

 

Figure 4:Comparison of prediction rate according to 
number of indices for APC(above) and GA (below). 

Table 6 : Prediction rate according to stock symbols 
Coming true rate (%) 

Brand 
1st average 

APC 57.35 55.23 

BBY 58.79 57.34 

BP 65.36 63.44 

CA 63.03 61.77 

F 68.7 67.75 

GM 78.54 77.37 

IBM 82.25 81.38 

SMRT 67.15 64.02 

7. Conclusion 

In this paper, we have extracted prediction 
strategies from the tick data of eight stocks of NYSE, 
by using the optimum combinations of technical 
indices chosen for each stock symbol based on genetic 
algorithm. As a result, we have obtained correct 
prediction rate as high as 81% for frequently 
exchanged stocks like IBM, or GM. The average 
prediction rate of eight stocks ended up to be about 
65%. 

We suppose that the reason of such a high rate of 
correct prediction lies in the characteristics of the 
tick-wise motion of stock prices. Especially, the strong 
correlation between the prices within the order of a 
few minutes (i.e., order of 10 ticks) resulted in the 
good performance of our method. 

We have seen in this study that the moving 
averages are powerful tools for predicting the price 
range of the immediate future in the intraday time 
series of stock prices. We have also seen that the 
combination of multiple technical indices improves the 
prediction power compared to the case of using single 
index. 
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Abstract 
The brain impediment such as dementia is a serious 

problem today. It would be very useful if software for 

private diagnosis were available. In this paper, we show 

the effectiveness of the human random generation test 

(HRG) for such software and propose a set of four 

indices to be used for classifying the HRG data.  

Human generated random numbers have strong 

characteristics compared to the computer-generated 

random numbers [1,2], and it is known to be correlated 

to the individual characters of subjects [3-6]. However, 

the analysis using the correlation dimension or HMM 

[4-6] requires a long data sequence thus not suitable for 

diagnoses. 

We therefore focus on short sequences of HRG and 

search for effective indices to detect the sign of brain 

disability hidden in the HRG data. We study data taken 

from subjects of different age groups and successfully 

differentiated data from the different age groups. 

1. Introduction 
The human random generation test (HRG) is a 

handy way to measure the brain condition. It checks the 

flexibility of thinking in a simple manner without using 

any apparatus. Earlier it was used in the filed of clinical 

psychology to test the degree of advanced stage of 

schizophrenia [1]. Around 1970 in Japan, a number of 

researchers in the field of developmental psychology 

conducted a statistical study of HRG by collecting data 

from subjects of various developing stages, including 

the elementary school pupils, high school students and 

grownup adults [2]. Later we employed computer-based 

analysis to detect subtle difference in the data taken 

from normal adults [3], by using the correlation 

dimension as well as the technique of HMM [4-6]. 

However, those methods implicitly assume large-sized 

data thus not suitable for practical need of diagnosis. 

The longer the gathered number becomes, the more the 

subject’s load increases.  

Here we report our recent study on short HRG of 

length 50. Our purpose is to examine whether the short 

human random numbers can be used for early detecting 

of the brain impediment such as dementia, and identify 

effective indices to diagnose the symptom. 

We examine various indices found in the literature 

[7] and select effective ones. We also propose a new 

index, RP, to classify the features of the short data 

sequences effectively. By using a set of four efficient 

indices, we have successfully classified data to the 

proper age groups. Assuming that the dementia is an 

extreme case of the shortage of memory capacity due to 

aging, we propose this method for diagnosis of the 

early symptom of brain deterioration. We further 

present our result in terms of self-organized map 

(SOM) [8,9]. 

 

2. Method of Data Acquisition 
Our method of data acquisition is as follows. The 

subjects are asked to generate 50 numbers orally by 

randomly choosing one letter from {0, .., 9}. Data are 

orally generated by the subjects and are immediately 

recorded by the researchers into computers. The oral 

test is more suitable than the writing test for detecting 

the level of concentration of the subjects who tries to 

generate the numbers evenly by memorizing the 

sequence in the past. During the test, the subjects are 

directed to close their eyes or to see the ceiling in order 

to avoid external disturbance. We do not specify the 

speed of generations in order not to give extra pressure 

to the subjects. 

We have taken 50 data sets from each subject of age 

20s (male and female) and 10 data sets from each 

subject of age 30s, 40s, and 50s (male and female). In 
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addition, we have obtained data of three patients of 

schizophrenia. 

3. Human random numbers 

3.1 Basic Properties 
We assume that the degree of complexity of the 

human-generated random numbers reflect the capacity 

of the brain. If the subjects attempt to generate every 

figure of 0 to 9 as well as every arrays of figures evenly, 

they would employ the maximum brain capacity in 

order to memorize as many figures as possible they 

have generated so far. As the subjects get tired, the 

concentration level would go lower Thus we use the 

deviation from the randomness as the symptom of the 

deterioration. We attempt to quantify the memory 

capacity by using human random numbers. We 

introduce the used indices as follows. In this chapter, 

normal person’s value is average of the 20s subject’s 

data. 

3.2 Entropy (H) 
The Shannon-entropy H is the first index to 

examine the degree of randomness. H measures the 

average information obtained from a sequence of letters, 

and it measures how random the letters are in a 

sequence of letters. It can be quantified as in Eq.(1) by 

using the probability pi of appearance of the i-th figure. 

∑−=
i

ii plogpH                  (1) 

H takes its maximum value when every letter 

appears with the same probability. Dividing this 

quantity by its maximum value Hmax, we use the 

relative entropy for convenience. In this definition, H 

ranges from 0 to 1. We assume that the higher value of 

H means the more active memory capacity of the brain 

of the subject, in order to use the letters evenly. 

It would be necessary to consider the evenness of 

the arrays of letters, because, e.g., a sequence such as 

“0123456789” cannot be considered as random, 

although the nine letters appear evenly. We need to 

maximize entropies of arrays of various lengths in order 

to measure the randomness. However, those entropies 

of arrays are not suitable to measures the randomness of 

the sequences shorter than 100, because it is too short 

to have all the patterns of arrays within the capacity of 

100 letters. For this reason, we consider only H defined 

in Eq. (1)  

3.3 Coupon Score (CS) 
The coupon score (CS) [3] is defined as the length 

of sequence before all the letters (0 to 9) appear. The 

CS is approximately 30 on the average for machine 

generated random numbers. However, the average of 

normal person is 17, which means that human strongly 

wish to use every letter compared to computer 

programs. The CS occasionally takes very large values 

for those who have very strong preference in choosing 

specific numbers. 

3.4 Turning Point Index (TPI) 
The turning point index (TPI) [3] measures how 

frequently the switch from ascending pattern to 

descending pattern, and vice versa, occurs in the data 

sequence. The turning point (TP) is defined as the letter 

after which the pattern changes. For example, “135426” 

has two turning points, 5 and 2. The turning point index 

(TPI) is defined as the ratio of TP and its expected 

value, where m (=50) denotes a maximum data size. 

ectedexp

observed

TP

TP
100TPI ×=     )2m(

3

2
TP ectedexp −=     (2) 

The TPI is highly vulnerable to the human brain 

condition. When the subjects is active, it tends to be 

larger than one, while for inactive subjects or patients 

in advanced stage of mental disease it tends to be 

smaller than one. 

3.5 Adjacency (ADJ) 
A remarkable feature of human generated random 

numbers is the lack of repeats of the same figures 

successively. Guided by this fact, we utilize the 

adjacency (ADJ) in order to characterize the data. 

Focusing on the difference between two adjacent 

figures, we classify the data by the absolute values of 

the differences (d) between adjacent figures into four 

types, d=0, d=1, d=2, d>2. All the data indicate that the 

rate of d=0 is extremely lower in human generated data 

compared to computer generated random numbers. 

Also the rate of d=1 is a good measure of mental 

condition. For example, the data taken from the 

schizophrenia patients are characterized by an excess 
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amount of d=1 compared to the data from normal 

subjects. 

 

3.6 Null Score Quotient (NSQ) 
 The null score quotient (NSQ) [3] measures the 

degree of deviation from the even generation of pairs 

(array of length 2). It is defined as 

1a

NS
100NSQ

2 −
×=                (3) 

where NS denotes the numbers of pairs not 

appearing in the sequence and a denotes the size of 

letters used. In the case of using decimal figures 

{0,…,9}, a=10. 

This is a useful index for long sequences of HRG, 

since the differences between subjects/conditions in 

HRG reflect nicely in this index. However, NSQ is not 

suitable for the data of length 50, which is too short to 

contain all the patterns of pairs for a=10.  

 

3.7 Repeat Pattern (RP) 
We propose a new index to be used in place of NSG 

for the case of short HRG. Since the subjects of HRG 

try to generate the next letter based on their memory of 

the last generated letter, NSQ is a good measure for the 

memory capacity of the subjects. However, the problem 

is that the value of NSQ ranges from 51.5 to 100 for the 

case of data sequence of length 50. We need a better 

index for short data. 

Consider the case when the generated data is 

“1358763” so far, and 5 is about to come out next, one 

would make an effort to avoid 5, by considering the 

previously generated 35. Human would pay all the 

effort to improve the randomness (complexity, in fact). 

Guided by this thought, we define a new index as the 

frequency of repeated pairs, by Eq.(4).  

)1n(m

NRS
1RP

−−
−=                  (4) 

where NRS denotes the number of unrepeated pairs, m 

denotes the length of the sequence(m=50), and n 

denotes the length of array(n=2 for pair). The more the 

repeated pairs, the larger the value of RP, indicate the 

deterioration of the memory capacity of the subject. We 

have also studied the case of n=3. The result was not 

very different from the case of n=2(pair). Thus we stick 

to the case n=2 and consider only the case of 

unrepeated pairs. 

Note that RP ranges from 0 to 100, irrelevant to the 

size of the data sequence, unlike NSQ. 

 

4. Study on the different age groups 
We apply those indices introduced in the previous 

chapter on various data including schizophrenic 

patients, normal subjects in different age groups(20s, 

20s, 40s, 50s and over), and computer-generated 

random numbers.  

Figure 1 shows the mean values of indices, RP, 

NSQ, TPI, ADJ, CS, H. for 20 subjects, in the order of 

ascending age groups. The subject number from 1 to 10 

belong to the age group of 20s, the number from 11 to 

13 belongs to the age group of 30s, and the number 

from 14 and 15 belongs to the age group of 40s, and the 

number from 16 to 20 belongs to the age group of 50s 

and over. We do not distinguish the actual ages within 

an age group. 
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Fig. 1. Values indices vs. individual subjects 
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Fig. 2. The value of indices vs. age groups 

 

Fig.2 shows the mean values of the same indices as 

in Fig.1 calculated for each different age group. In both 

figures, the entropy H show the relative value to its 

maximum, and are expressed in terms of percentage. 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 707



In both figures, the values of indices show strong 

correlation to the age groups. This fact suggests the 

possibility of using HRG for dementia diagnosis. It also 

indicates the effectiveness of the indices used in our 

work. 

5. SOM for multi-dimensional data 
The indices used so far are mutually dependent. We 

compute the Pearson product-moment correlation 

coefficient between indices and show the result in 

Table.1. 

Table1. correlation coefficients 

 RP NSQ TPI ADJ CS H 

RP  0.97 -0.25 0.34 0.13 -0.3 

NSQ    -0.29 0.39 0.15 -0.33 

TPI     -0.6 -0.07 0.1 

ADJ        0.02 0.04 

CS        -0.66 

According to the result shown in Table.1, there is a 

strong positive correlation between NSQ and RP and 

the information from those two indices are overlapping. 

We prefer RP to NSQ because the range is larger in RP 

for short data of length 50 thus more suitable to observe 

the difference.  

A negative correlation exists between H and CS. We 

prefer H to CS based on the following observation. The 

value of CS can easily become large if the subject 

forgets to say one letter no matter how random the 

other parts of the data are. It is rather hard to 

distinguish between a completely regular sequence but 

missing one letter, and a highly complex sequence but 

missing only one letter. 

Thus, we are left with four indices, RP, TPI, ADJ and 

H. However, they are still mutually dependent. One 

good way of presenting multi-dimensional data is given 

by the self-organizing map (SOM), which works well 

for the case of mutually dependent multiple variables. 

The result is shown in Fig.3, where A, B, C denote the 

age group of 20s, 30s+40s, and 50s+up, respectively. 
All the indices are normalized to be in the range of [0, 

1]. The parameters of SOM are chosen as follows. The 

Map size is 15×10, learning coefficient α is 0.5, the 

initial radius is 9, and 10000 cycles of learning. 

Fig. 3 shows the data are properly classified by 

means pf those four indices. A denoting the young 

group of age 20s aggregate to the left, while C denoting 

the older group of age 50 and higher aggregate to the 

right, and B denoting the middle age group are located 

in between. 

 

Fig. 3. RP, TPI, ADJ and H for data from three age 

groups, A(20s),B(30s,40s),C(50+) represented by SOM 

6. Conclusion 

We have examined indices applicable for short 

HRG in order to diagnose dementia, and selected a set 

of four effective indices including RP, which we have 

proposed in this paper. We have also presented the 

result by SOM. We have successfully classified the data 

of different age groups, conditions, etc. according to 

their characteristics by using the indices of our choice. 
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Abstract 
 

A universal solution for management of dynamic sensor 

networks will be presented, covering both networking and 

application layers. A network of intelligent modules, 

overlaying the sensor network, collectively interprets 

mission scenarios in a special high-level language, which 

can start from any nodes and cover the network at runtime. 

The spreading scenarios are extremely compact, which may 

be useful for energy saving communications. The code will 

be exhibited for distributed collection and fusion of sensor 

data, also for tracking mobile targets by scattered and 

communicating sensors. 
 

Keywords: sensor networks, intelligent management, 

distributed scenario language, distributed interpreter, 

tracking objects, hierarchical data fusion. 
 

 

1  Introduction 
 

Sensor networks are a sensing, computing and 

communication infrastructure that allows us to instrument, 

observe, and respond to phenomena in the natural 

environment, and in our physical and cyber infrastructure [1, 

2]. The sensors themselves can range from small passive 

microsensors to larger scale, controllable platforms. Their 

computation and communication infrastructure will be 

radically different from that found in today's Internet-based 

systems, reflecting the device- and application-driven nature 

of these systems. 

Of particular interest are wireless sensor networks 

(WSN) [3,4], consisting of spatially distributed autonomous 

devices using sensors to cooperatively monitor physical or 

environmental conditions, such as temperature, sound, 

vibration, pressure, motion or pollutants, at different 

locations. WSN, however, have many additional 

problems in comparison to the wired ones. The 

individual devices in WSN are inherently resource 

constrained--they have limited processing speed, storage 

capacity, and communication bandwidth. These devices 

have substantial processing capability in the aggregate, 

but not individually, so we must combine their many 

vantage points on the physical phenomena within the 

network itself.  

In addition to one or more sensors, each node in a 

sensor network is typically equipped with a radio 

transceiver or other wireless communications device, a 

small microcontroller, and an energy source, usually a 

battery. The size a single sensor node can vary from 

shoebox-sized nodes down to devices the size of grain of 

dust. 

Typical applications of WSNs include monitoring, 

tracking, and controlling. Some of the specific 

applications are habitat monitoring, object tracking, 

nuclear reactor controlling, fire detection, traffic 

monitoring, etc. In a typical application, a WSN is 

scattered in a region where it is meant to collect data 

through its sensor nodes. They could be deployed in 

wilderness areas, where they would remain for many 

years (monitoring some environmental variable) without 

the need to recharge/replace their power supplies. They 

could form a perimeter about a property and monitor the 

progression of intruders (passing information from one 

node to the next). At present, there are many uses for 

WSNs throughout the world. 

In a wired network like the Internet, each router 
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connects to a specific set of other routers, forming a routing 

graph. In WSNs, each node has a radio that provides a set of 

communication links to nearby nodes. By exchanging 

information, nodes can discover their neighbors and perform 

a distributed algorithm to determine how to route data 

according to the application’s needs. Although physical 

placement primarily determines connectivity, variables such 

as obstructions, interference, environmental factors, antenna 

orientation, and mobility make determining connectivity a 

priori difficult. Instead, the network discovers and adapts to 

whatever connectivity is present.   

Fig. 1 shows what we will mean as a sensor network for 

the rest of this paper. It will hypothetically consist of (many) 

usual sensors with local communication capabilities, and (a 

limited number of) those that can additionally transmit 

collected information outside the area (say, via satellite 

channels). Individual sensors can be on a move, some may 

be destroyed while others added at runtime (say, dropped 

from the air) to join the existing ones in solving 

cooperatively distributed problems.  

The aim of this paper is to show how any imaginable 

distributed problems can be solved by dynamic self-

organized sensor networks, if to increase their intelligence 

with a novel distributed processing and control ideology 

and technology effectively operating in computer networks. 
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Figure 1. Distributed sensors and their emergent network. 
 

 

2   The Distributed Management Model 
 

The distributed information technology we are using 

here is based on a special Distributed Scenario Language 

(DSL) describing parallel solutions in computer networks as 

a seamless spatial process rather than traditional collection 

and interaction of parts (agents).  

Spreading 
activities

Hierarchical 
echoing and 
control

Advances in space

Start

Spreading 
activities

 
Figure 2.  Runtime coverage of space. 

Parallel scenarios can start from any interpreter of the 

language, and then spread and cover the distributed space 

at runtime, as shown in Fig. 2. The overall management 

of the evolving scenarios is accomplished via the 

distributed track system providing hierarchical command 

and control for the execution of scenarios, with a variety 

of special echo messages. We will mention here only key 

features of DSL, as the language details can be found 

elsewhere in the current proceedings [5] and from its 

previous versions described in [6-8]. 

A DSL program, or wave, is represented as one or 

more constructs called moves (separated by a comma), 

embraced by a rule, as follows: 
 

wave       →    rule ({ move , }) 
 

Rules may serve as various supervisory, regulatory, 

coordinating, integrating, navigating, and data processing 

functions, operations or constraints over moves. A move 

can be a constant or variable, or (recursively) an 

arbitrary wave itself: 
 

 move        → constant | variable | wave 
 

Variables classify as nodal, associated with space 

positions and shared by different waves, frontal, moving 

in space with program control, and environmental, 

accessing the environment navigated. Constants may 

reflect both information and physical matter. 

Wave, being applied in a certain position of the 

distributed world, can perform certain actions in a 

distributed space, terminating in the same or in other 

positions. It provides final result that unites local results 

in the positions (nodes) reached, and also produces 

resultant control state. The (distributed) result and the 

state can be subsequently used for further data 

processing and decision making on higher program 

levels.  Parallel waves can start from different nodes in 

parallel, possibly intersecting in the common distributed 

space when evolving in it independently. 

If moves are ordered to advance in space one after the 

other (which is defined by a proper rule), each new move 

is applied in parallel in all the nodes reached by the 

previous move. Different moves (by other rules) can also 

apply independently from the same node, reaching new 

nodes in parallel. 

The functional style syntax shown above can express 

any program in DSL, but if useful, other notations can be 

used, like infix one. For example, an advancement in 

space can use period as operator (separator) between 

successive steps, whereas parallel actions starting from 

same node can be separated by semicolon. For improving 

readability, spaces can be inserted in any places of the 

programs--they will be automatically removed before 

execution (except when embraced by quotes).  

The interpreter may have its own physical body (say, 

in the form of mobile or humanoid robot), or can be 

mounted on humans (mobile phones). A network of the 

interpreters can be mobile and open, changing its volume 

and structure, as robots or humans can move at runtime. 

We will be assuming for the rest of this paper that every 

sensor has the DSL interpreter installed, which may have 

a software implementation or can be a special hardware 

chip.  

In the following sections we will show and explain 

the DSL code for a number of important problems to be 
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solved by advanced sensor networks, which confirms the 

efficiency of the proposed distributed computational and 

control model.  

 

 

3  Collecting Events throughout the Region 
 

Starting from all transmitter nodes, the following 

program regularly (with interval of 60 sec.) covers stepwise, 

through local communications between sensors, the whole 

sensor network with a spanning forest, lifting information 

about observable events in each node reached. Through this 

forest, by the internal interpretation infrastructure, the lifted 

data in nodes is moved and fused upwards the spanning 

trees, with final results collected in transmitter nodes and 

sent in parallel outside the system using rule Transmit 

(See Fig.3). 
 

Hop (all transmitters). 

Loop ( 

 Sleep (20). 

 IDENTITY = TIME. 

 Transmit ( 

  Fuse ( 

   Repeat ( 

    Free (observe (events));  

    Hop (directly reachable, first come) 

   ) 

  ) 

 ) 

) 
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Figure 3. Parallel navigation and data collection. 

 

Globally looping in each transmitter node (rule Loop), 

the program repeatedly navigates (rule Repeat) the sensor 

set (possibly, in competition with navigation started from 

other transmitters), activating local space observation 

facilities in parallel with the further navigation. The 

resultant forest-like coverage is guaranteed by allowing 

sensor nodes to be visited only once, on the first arrival in 

them. The hierarchical fusion rule Fuse, collecting the 

scattered results, also removes record duplicates, as the 

same event can be detected by different sensors, leaving 

only most credible in the final result.  

To distinguish each new global navigation process from 

the previous one, it always spreads with a new identity for 

which, for example, current system time may be used (using 

environmental variables IDENTITY and TIME of the 

language). 

 

4 Regular Creation of Hierarchical 

Infrastructures 
 

In the previous program, we created the whole 

spanning forest for each global data collection loop, 

which may be costly. To optimize this process, we may 

first create a persistent forest infrastructure, remembering 

which nodes were linked to which, and then use it for a 

frequent regular collection and fusion of the scattered 

data.  

As the sensor neighborhood network may change 

over time, we can make this persistent infrastructure 

changeable too, updating it with some time interval 

(much larger, however, than the data collection one), 

after removing the previous infrastructure version. This 

can be done by the following program, which regularly 

creates top-down oriented links named infra starting 

from the transmitter nodes (as shown in Fig. 4). 
 

Hop (all transmitters). 

Loop ( 

 Sleep (120). 

 IDENTITY = TIME. 

 Repeat ( 

  Hop (directly reachable, first come). 

  Remove links (all). 

  Stay (create link (-infra, BACK)) 

 ) 

) 
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Figure 4. Runtime creation of hierarchical infrastructure. 

 

This infrastructure creation program provides 

competitive asynchronous spatial processes, so each time, 

even if the sensors did not change their positions, the 

resultant infrastructure may differ, as shown in Fig. 5. 
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Figure 5.  Another possible infrastructure. 
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Having created the persistent infrastructure, we can use 

it frequently by the event collection program which can be 

simplified and updated now as follows: 
 

Hop (all transmitters). 

Loop ( 

 Sleep (20). 

 Transmit ( 

  Fuse ( 

   Repeat ( 

    Free (observe (events));  

    Hop (+infra) 

   ) 

  ) 

 ) 

) 
 

The global infrastructure creation program (looping 

slowly) and the event collection and fusion one (looping 

fast) can operate simultaneously, with the first one guiding 

the latter on the data collection routes, which may change 

over time. 

 

 

5  Routing Local Events to Transmitters 
 

We have considered above the collection of distributed 

events in the top-down and bottom-up mode, always with 

the initiative stemming from root nodes of the hierarchy, the 

latter serving as parallel and distributed tree-structured 

computer.  

In this section, we will show quite an opposite, fully 

distributed solution, where each sensor node, being an 

initiator itself, is regularly observing the vicinity for the case 

an event of interest might occur. Having discovered an 

event, each node independently from others launches a 

spatial cyclic self-routing process, via the infrastructure 

links built before, which eventually comes to the transmitter 

node, bringing with it the event information. The data 

brought to transmitters should be fused with the already 

existing there. The corresponding program will be as 

follows. 
 

Hop (all nodes).  

Frontal (Transfer). Nodal (Result). 

Loop unconditional ( 

 Sleep (5). 

 Nonempty(Transfer = observe (events)). 

 Repeat (hop (-infra)). 

 Fuse and assign (Result, Transfer)   

)  
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Figure 6.  Routing scattered events to transmitters. 

 

The transmitter nodes, accumulating and fusing local 

events, arriving from sensor nodes independently, can 

send them outside the system. Different strategies can be 

used here. For example, one could be waiting until there 

are enough event records collected in the transmitter 

before sending them, and the other one waiting for some 

threshold time and only then sending what was 

accumulated (if any at all). The following program 

combines these two cases within one solution, where 

arriving data from sensors is accumulated in nodal 

variable Result. 
 

Hop (all transmitters). 

Loop unconditional ( 

 Or ( 

  Quantity (nodal ((Result)) >= 100, 

  (sleep 60. Result != nil) 

 ). 

 Transmit and clear (Result). 

) 
 

This program in every transmitter can work in 

parallel with the previous program collecting events and 

looping in every sensor (in transmitters as well, as they 

are assumed to be sensors too), and also with the earlier 

program, starting in transmitters, for the regular 

infrastructure updates. 

 

 

6  Tracking Mobile Objects 
 

Let us consider some basics of using DSL for 

tracking mobile (ground or aerial) objects moving 

through a region controlled by scattered but 

communicating sensors. Each sensor can handle only 

limited part of space, so to keep the whole observation 

continuous, the object seen should be handed over 

between the neighboring sensors during its movement, 

along with the data accumulated during its tracking and 

analysis.  

The space-navigating power of the model discussed 

here can catch each object and accompany it individually, 

while moving between the interpreters in different 

sensors, just accompanying the movement in physical 

space by an active mobile intelligence spreading in a 

computer network [6]. This allows us to have an 

extremely compact and integral solution unattainable by 

other approaches based on communicating agents. The 

following program, starting in all sensors, catches an 

object it sees, and follows it wherever it should go if not 

seen at this point any more (more correctly: if its 

visibility becomes lower that the given threshold).  
 

Hop (all nodes). 

Frontal (Threshold) = 0.1.  

Frontal (Object) = search (aerial). 

Visibility (Object) > Threshold. 

Repeat ( 

 Loop ( 

  visibility (Object) > Threshold 

 ). 

 Maximum destination ( 

   Hop (all directly reachable).  

   Visibility (Object) > Threshold 

 ) 

) 
 

The program investigates the object’s visibility in all 
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neighboring sensors in parallel, and moves control along 

with the program code and accumulated data (the latter not 

shown in this simplified program) to the neighboring sensor 

seeing it best -- again, if its visibility exceeds the threshold 

given (see Fig. 7). 
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Figure 7.  Active tracking of a mobile object. 

 

This was only a skeleton program in DSL, showing the 

space tracing techniques for controlling single physical 

objects. It can be extended to follow collectively behaving 

groups of physical objects as a whole (say, flocks of animals, 

mobile robots, or troops). The spreading individual object-

tracing intelligences can cooperate in the distributed sensor 

space, and can be optimized jointly for the pursuit of global 

mission goals. 

 

 

7  Averaging Parameters from a Region  
 

Let us consider how it can be possible to asses the 

generalized situation in a distributed region given, say, by a 

set of its border coordinates,  in a fully distributed way, 

where sensors located in the region can communicate with 

direct neighbors only. Assume, for example, that the 

parameter of interest is maximum pollution level throughout 

the whole region (it may also be temperature, pressure, 

radiation level, etc.) together with coordinates of the 

location showing this maximum.  

The following program, starting in all sensors located in 

the region, regularly measures the pollution level in its 

vicinity, updates local maximum, and by communication 

with direct neighbors attempts to increase maximum there 

too, if this is possible.  Eventually, after some expected time 

of such local communication activity, all sensors will have 

the same maximum value registered in them, which will be 

the one of whole region too (see the overall organization in 

Fig. 8). 
 

Nodal (Level, Max, Region). 

Frontal (Transfer). 

Region = region definition. 

Hop (all nodes, Region).  

Loop unconditional ( 

 Or parallel ( 

  Loop unconditional ( 

   Sleep (5). 

   Level = measure (pollution). 

   Stay (Level > Max. Max = Level). 

   Transfer = Max. 

   Hop (directly reachable, Region).  

   Transfer > Max. Max = Transfer 

  ), 

  Sleep (120) 

 ). 

 Level == Max.  

 Transfer = Max & WHERE. 

 Repeat (hop (- infra)).  

 Transmit (Transfer) 

) 
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Figure 8.  Distributed averaging with active routing. 

 

As there may be many sensors located in the region of 

interest, we will need forwarding only a single copy of 

this resultant maximum value to a transmitter for an 

output. This can be achieved by delegating this only to 

the sensor whose measured local value is equal to the 

accumulated maximum in it, which will correspond to 

the overall region’s maximum after some time. Having 

understood that it is the leader (after a proper time delay), 

such a sensor organizes repeated movement to the 

nearest transmitter via the earlier created infrastructure, 

carrying the resultant maximum value in frontal variable 

Transfer, outputting it outside the system in the 

transmitter reached, as shown in Fig. 8.  

Similar organization may be introduced for finding 

averaged values, or even for assembling the global 

picture of the whole region with any details collected by 

individual sensors (the latter may be costly, however, 

with more practical solution shown in the next section). 

 

 

8   Assembling Full Picture of a Region 
 

To collect details from some region via local sensors 

and merge them into the whole picture could, in principle, 

be possible via local single-level exchanges only, as in 

the previous section, but the amount of communications 

and data transfer, as well as the time needed, may be 

unacceptably high. We were finding only a single value 

(maximum) via frequent internode communications, with 

minimal length exchanges. But for obtaining the detailed 

global picture of the region or some distributed 

phenomenon, we may have to gradually grow this picture 

in every sensor node (or in many of them) 

simultaneously, with high communication intensity 

between nodes. Also, there may be difficult to determine 

the completeness of this picture staying in local sensors 

only.  

It is clear that much higher integrity and process 

structuring, especially with the use of hierarchies, may 

be required in order to see the whole distributed picture 
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via dispersed sensors with limited capabilities in nodes and 

emergent communications. Different higher-level 

approaches can be proposed in DSL for solving such classes 

of problems.  

We will show only a skeleton here of how to make 

spanning tree coverage of the distributed phenomenon, and 

then hierarchically collect, merge, and fuse partial results 

from sensors into the global picture. The latter to be 

forwarded to the nearest transmitter via the previously 

created infrastructure using links infra, as shown in Fig. 9. 
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Figure 9.  Space coverage with global picture fusion. 

 
 

Hop ( 

 random, all nodes,  

 detected (phenomenon) 

). 

Loop ( 

 Frontal (Full) = fuse ( 

  Repeat ( 

   Free (collect (phenomenon));  

   Hop ( 

    directly reachable, first come, 

    detected (phenomenon) 

   ) 

  ) 

 ). 

 Repeat (hop (-infra)). 

 Transmit (Full) 

) 
 

In more complex situations, which can be effectively 

programmed in DSL too, we may have a number of 

simultaneously existing phenomena, which can intersect in a 

distributed space; we may also face combined phenomena 

integrating features of different ones. The phenomena (like 

flocks of birds, manned or unmanned groups or armies, 

spreading fire or flooding) covering certain regions may 

change in size and shape, they may also move as a whole 

having internal organization, etc.  

In the previous versions of this language [6, 7], a variety 

of complex topological problems in computer networks had 

been investigated and successfully programmed in a fully 

distributed and parallel manner, which included connectivity, 

matching with graph patterns, weak and strong components 

like articulation points and cliques, also diameter and radius, 

optimum routing tables, and the like, as well as self-

recovery after indiscriminate damages (see [6] especially). 

 

9  Conclusions 
 

We have presented a universal and flexible approach 

of how to convert distributed sensor networks with 

limited resources in nodes and casual communications 

into a universal spatial machine capable of not only 

collecting and forwarding data but also solving complex 

computational and logical problems as well as making 

autonomous decisions in distributed environments.  

The approach is based on quite a different type of a 

high-level language allowing us to represent system 

solutions in the form of integral seamless spatial 
processes navigating and covering distributed worlds at 

runtime. This makes parallel and distributed application 

programs extremely short, which may be especially 

useful for the energy saving communications between 

sensors. 

The code compactness and simplicity are achieved 

because most of traditional synchronization and data or 

agent exchanges (which are also on a high level, with 

minimum code sent) are shifted to efficient automatic 

implementation, allowing us concentrate on global 
strategies and solutions instead. 
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Brain Enhancement Attempt Based on Visual Recognition 
 

 

Abstract 

Cortical plasticity makes it possible to enhance the 
health and ability of the human brain through proper 
training task. In the present study, a visual interpolation 
task was proposed and two experiments were designed to 
evaluate it. In experiment 1, six subjects were asked to 
identify English letters, whose black pixels were partially 
erased to an erasure ratio by three kinds of erasure 
rectangle, displayed for short time periods. Its results 
shows the correct rate’s descending trend with the 
increase of erasure ratio, the enlargement of erasure 
rectangle or the reduction of display time. In experiment 2, 
five subjects were asked to recognize the letters which 
were erased and displayed with the same parameters 
during three weeks, three times per week. The 
improvement in the correct rates approved the 
effectiveness of the task to brain enhancement. 

Keywords: letter recognition, visual interpolation, 
cortical plasticity, brain enhancement. 

1. Introduction 
Brain, which interferes with nearly all the function of 

human body, is considered as the most complex and 
important part of the human body. It is desirable to 
develop and enhance the brain function so as to improve 
the human ability for life. Furthermore, it is reported that 
with the progress of aging, the incidence of brain disease 
such as senile dementia increase which reduces the quality 
of life in aged society [1]. Therefore, improvement of 
brain ability, maintenance of brain health and prevention 
of brain disease are becoming more and more necessary. 

The human brain memorizes, reasons and concludes on 
the basis of the information from senses of vision, 
hearing, touch, smell and taste. Of all the senses, vision 
provides the most information which is about 83% [2]. In 
order to process and respond to visual information, most 
parts of the cerebral cortex such as visual cortex, parietal 
association area and frontal association area are engaged 
[3]. Therefore, it is possible to measure the brain’s visual 

information process ability and check the health of brain 
parts associated with vision through proper visual stimuli. 
Moreover, it is also possible to activate the vision 
associated parts by presenting proper stimuli to the eyes in 
order to improve the health and ability of these parts. 
[4~7]． 

In this study, a method to enhance brain function 
through the human visual interpolation ability is proposed 
and validated. Visual interpolation ability is the ability 
that humans can recognize an object based on object parts. 
In order to study the human visual interpolation ability, an 
erased letter recognition task, in which an algorithm was 
designed to create incomplete letters, was presented. And 
on the basis of the task two experiments were designed to 
validate the effectiveness of the method. 

2. Letter recognition task 

A Hewlett-Packard Compaq nx9000 notebook 
computer was used for letter recognition task. LCD 
resolution was 1024 × 768 pixels, and color was 32 bits. 
Letters were extracted from the Microsoft Paint program 
installed in Windows 2000 environment. The font was 
MSP Gothic, and font size was 72. Letter color was black 
and the background was white. Letters were presented in 
the middle of 26 bitmap images of 128-pixels length and 
width. A program was developed to partially erase the 
letter images, display them, and record subjects’ answers. 
The program interface and a representative letter image 
are shown in Fig.1.  

 

 

 

 

 

Fig.1 Program interface and letter image 

The program used rectangles to partially erase the 
letters. Firstly, rectangle length, width, position over the 
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letters, and gradient were randomly determined. Then 
black letter pixels covered by the rectangles were then 
erased. This procedure was continued until the ratio of the 
number of erased pixels to the number of the black pixels 
in the original image reached a predefined ratio. 

2.1 Experiment 1 

In experiment 1 erasure was categorized into three 
levels according to rectangle size: In the first level, the 
rectangle size was 1 pixel × 1 pixel. In the second level 
the rectangle length was 4 ~ 8 pixels and width was 2 ~ 4 
pixels. In the third level the rectangle length was 8 ~ 16 
pixels and width was 4 ~ 8 pixels. Taking R as example, 
these three levels of erasure are shown in Fig.2 in which L 
denotes the length, and W denotes the width of the 
rectangle. As can be observed, the higher the ratio, the 
more difficult the erased letter is to recognize. On the 
other hand, the bigger the rectangle, the wider the blocks 
of left black pixels are while the farther the remaining 
parts of the letter become. 

 

 

 

 

 

 

 

 

 

Fig.2 Erased letters in experiment 1 (R). 

Six students at Kochi University of Technology served 
as volunteer subjects. Subject age was 20-30 years. Vision 
was normal or corrected to normal. In the experiment, 
firstly, a letter is chosen. Secondly, it was erased and 
displayed in the center of the screen for a short period. 
And then a dialog was presented for the subject to select 
an answer and next letter will be erased and displayed. If 
the subject was not sure whether the letter was correctly 
identified, he or she was instructed to skip to the next 
letter. Experiments were completed in 3 days, one erasure 
level per day. Five levels of erasure ratios (0.7, 0.8, 0.86, 
0.9 or 0.92) were set at each erasure level, and the display 
duration was set to 300 ms, 200 ms and 100 ms at each 
erasure ratio. Thus the experiment was divided into 45 
sections according to three parameters: rectangle size, 

erasure ratio and display duration. In each section, 26 
letters were selected and recognized at a random order. 

2.2 Experiment 2 

In experiment 2, the rectangle length was set to 1 ~ 16 
pixels and width was set to 1 ~ 8 pixels. Erasure ratios 
were the same to those of experiment. Display duration 
was set to 200ms. Erased letters used in experiment 2 was 
illustrated in Fig. 3. The procedure was the same to that of 
experiment 1. 

 

 

 

 

Fig.3 Erased letters in experiment 2 (R) 

Five students at Kochi University of Technology served 
as volunteer subjects. Subject age was 20-30 years. Vision 
was normal or corrected to normal. Experiment 2 was 
finished in three weeks in order to examine changes of the 
subject’s correct rates. In each week, the subjects can 
choose 3 days between Tuesday and Thursday optionally. 

3. Results 

3.1 Experiment 1 

The results of Experiment 1 are shown in Fig.4. Six 
subjects’ average correct rates of each section are plotted 
as a function of the experimental parameters in Fig.4a. 
And the average correct rates of different rectangle sizes, 
erasure ratios and display durations are plotted in Fig.4b, 
Fig.4c and Fig.4d respectively. In Fig.4b, the correct rate 
decreased with the increase of rectangle size. In Fig.4c the 
correct rate almost linearly decreased as the erasure ratio 
increased. The correct rate also decreased with the 
reducing of display duration as is shown in Fig.4d.  
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Fig.4 Results of experiment 1 

3.2 Experiment 2 

Five subjects’ average correct rates of each day in the 
1st, 2nd, and 3rd weeks are listed in Table.1, Table.2, and 
Table.3 respectively. The total average correct rates of the 
1st, 2nd, and 3rd weeks were 0.73，0.79，0.81 respectively. 
The increment of correct rate during each week gradually 
decreased. And that the ninth day’s correct rate was lower 
than that of the eighth day. Compared with correct rate of 
the third day in the previous week，the correct rate of the 
first day in the current week decreased. The change in the 
correct rate shows that the correct rate increased during 

every week while it decreased after 3 or 4 days break. 

Table.1 1st week 

Table.2 2nd week 

Table.3 3rd week 

4. Discussion 
In the present study, the human visual interpolation 

ability and the training of the ability was studied through a 
visual interpolation task using erased letter.  

Humans recognize and remember objects according to 
their features, which are usually correlated [8, 9]. When 
being erased, a letter’s features are reduced as well as the 
correlations between the features. When recognizing an 
erased letter, the features of the image are sampled from 
the remnant black pixels and compared with the 
memorized features, and a decision is made based on 
similarity [10]. Therefore, as the erasure ratio increases, 
more features are erased (Fig.2), leading to a decrease in 
correct identification rate (Fig.4a, Fig.4c). On the other 
hand, when the rectangle size was 1 pixel × 1 pixel, the 
remnant black pixels symmetrically distributed in the 
erased letter images (Fig.2), it is easy for the human visual 
system to process the information, such as edge detection 
and shape recognition, so that nearly all the features can 
be sampled, which resulted in high correct rates close to 1. 
As the rectangle size increases, the distribution of remnant 
black pixels becomes asymmetrical in bigger blocks, 
which makes it difficult to sample the features from the 
remnant black pixels [11]. At the same time, features that 

0.7 0.8 0.86 0.9 0.92 Avg

1 0.83 0.75 0.67 0.57 0.53 0.67

2 0.87 0.87 0.73 0.67 0.55 0.74

3 0.94 0.85 0.79 0.68 0.67 0.79
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3 0.95 0.88 0.85 0.73 0.65 0.81
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can not be sampled also increases. So the correct rate 
decreased in the experiment (Fig.4a, Fig.4b). The bigger 
the rectangle, the farther the parts of the erased letter 
become, which reduced the correlations between the 
remaining features (Fig 2). And the smaller the rectangle, 
the more easily edge and shape detection can be 
accomplished, which may also contribute to the increase 
of correct identification rate [12]. It is suggested that 
although the visual category of the stimulus shortly after 
visual processing has begun (e.g., 75 - 80 ms), decision 
making does not complete until 150 ms after stimulus is 
presented [13]. It takes time to transmit and process visual 
information in the brain. Therefore, when the display 
duration was prolonged, the features that can be sampled 
during the duration increased and the correct rate also 
improved (Fig.4a, Fig.4d). 

Cortical plasticity endows the brain with the ability to 
adapt to stimulus it receives. And it makes it possible to 
enhance the brain ability through proper training. The 
changes in brain activity that occur as humans learn new 
perceptual skill through perceptual learning has been 
reported by several studies [14]. In this study, 
enhancement of the subjects’ recognition ability was 
indicated by increase of correct rate in experiment 2. The 
results also suggested that the training should be done 
successively n order to keep the correct rate at a high level 
because the average correct rate declined after 3 or 4 days 
break in the experiment. 

5. Summary 

In this study, a brain enhancement method through the 
human visual interpolation ability was proposed. We 
analyzed the human visual interpolation ability using an 
erased letter recognition task. The results showed that as 
features and correlations between features in letter images 
were destroyed by erasing and as the display duration was 
shortened, the correct rate decreased. And we examined 
the changes in correct rate during a three-week task. The 
results indicated the possibility to improve human 
cognition ability through the human visual interpolation 
ability. 

It has been reported that perceptual skill learning has 
been associated with increased activity in the inferior 
temporal and fusiform gyri as skill is acquired and activity 
of the caudate nucleus during skill learning [14]. In future 
work, we plan to measure and image the hemoglobin 
levels dynamically in the brain during the visual 
interpolation task in order to find out the regions that 
engage in the human visual interpolation. 
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Abstract  
Brain Machines Interfaces provide a digital channel for 
communication in the absence of the biological channels. 
Brain machine interfaces are considered as potential 
devices to rehabilitate patients with motor nerve 
disorders namely those who have lost their motor 
functions as well as communication functions. In this 
paper a study is conducted to understand the functions of 
the motor cortex region of the brain and its role in the 
designing of brain machine interfaces for rehabilitation. 
A survey on the current brain interfaces is also 
presented. 

Keywords 
Brain Machine Interfaces, Rehabilitation Robotics, EEG  

1. Introduction  
 Locked-in syndrome is now becoming a popular 
term. Patients with this disease loose total control over 
their motor functions and communication channels. The 
patients are however aware of their surroundings due to a 
still active brain. Modern life support and medication 
help these patients to live longer lives prolonging their 
personal and social dependencies on the society. Current 
research on brain signals has shown the feasibility of 
using brain signals to directly control devices like 
computers. An extended approach is to use this signal to 
control devices like prosthetic arms and wheel chairs. 
This paper aims at highlighting some of the disease 
which disrupt the biological communication channels 
and the possibilities of brain signals to control external 
devices through a digital link. 
 Many disorders can disrupt the neuromuscular 
channels used by the brain to communicate with and 
control its external environment. Amyotrophic lateral 
sclerosis (ALS), brainstem stroke, brain or spinal cord 
injury, cerebral palsy, muscular dystrophies, multiple 
sclerosis, and numerous other diseases impair the neural 
pathways that control muscles or impair the muscles 
themselves. They affect nearly two million people in the 
United States alone, and far more around the 
world .Those most severely affected may lose all 
voluntary muscle control, including eye movements and 
respiration, and may be completely locked in to their 
bodies, unable to communicate in any way. In the 
absence of methods for repairing the damage done by 
these disorders, there are 3 options for restoring function. 

The first is to increase the capabilities of remaining 
pathways. Muscles that remain under voluntary control 
can substitute for paralyzed muscles. People largely 
paralyzed by massive brainstem lesions can often use eye 
movements to answer questions, give simple commands, 
or even operate a word-processing program; and severely 
dysarthric patients can use hand movements to produce 
synthetic speech[1]. The second option is to restore 
function by detouring around breaks in the neural 
pathways that control muscles. In patients with spinal 
cord injury, Electromyography (EMG) activity from 
muscles above the level of the lesion can control direct 
electrical stimulation of paralyzed muscles, and thereby 
restore useful movement .The final option for restoring 
function to those with motor impairments is to provide 
the brain with a new, non-muscular communication and 
control channel, a direct brain–computer interface (BCI) 
for conveying messages and commands to the external 
world. At present, only EEG and related methods, 
which have relatively short time constants, can function 
in most environments, and require relatively simple and 
inexpensive equipment, offer the possibility of a new 
non-muscular communication and control channel, a 
practical BCI. EEG based communication attracted little 
serious scientific attention until recently, for at least 3 
reasons. First, while the EEG reflects brain activity, so 
that a person’s intent could in theory be detected in it, the 
resolution and reliability of the information detectable in 
the spontaneous EEG is limited by the vast number of 
electrically active neuronal elements, the complex 
electrical and spatial geometry of the brain and head, and 
the disconcerting trial to-trial variability of brain function. 
The possibility of recognizing a single message or 
command amidst this complexity, distortion, and 
variability appeared to be extremely remote. Second, 
EEG-based communication requires the capacity to 
analyze the EEG in real-time, and until recently the 
requisite technology either did not exist or was extremely 
expensive. Third, there was in the past little interest in the 
limited communication capacity that a first generation 
EEG-based BCI was likely to offer. Recent scientific, 
technological, and societal events have changed this 
situation.  

2. Motor Functions and the Brain 

The anatomical region of the brain known as 
primary motor cortex is the focal region for muscle 
contractions. Stimulations in this region elicited highly 
localized muscle contractions at various locations in the 
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body. This mapping is represented somatotopically on 
the motor cortex, where the surface area devoted to 
controlling the movements of each body part varies in 
direct proportion to the precision of the movements that 
can be made by that part  

The motor cortex is divided into the premotor area 
(or premotor cortex) and the supplementary motor area. 
The premotor cortex is believed to help regulate posture 
by dictating an optimal position to the motor cortex for 
any given movement. The supplementary motor area, for 
its part, seems to influence the planning and initiation of 
movements on the basis of past experience. The mere 
anticipation of a movement triggers neural transmissions 
in the supplementary motor area. Besides the frontal 
cortex, the posterior parietal cortex clearly plays a role in 
voluntary movements, by assessing the context in which 
they are being made. The parietal cortex receives 
somatosensory, proprioreceptive, and visual inputs and 
then uses them to determine such things as the positions 
of the body and the target in space. It thereby produces 
internal models of the movement to be made, prior to the 
involvement of the premotor and motor cortices.  
The parietal lobes are themselves closely interconnected 
with the prefrontal areas, and together these two regions 
represent the highest level of integration in the motor 
control hierarchy. It is here that the decisions are made 
about what action to take. In brain imaging, when 
subjects are asked to move their thumbs, activity is 
observed in the posterior parietal and somatosensory 
areas [2]. 

3. Electroencephalography 
 

EEG is a technique that reads scalp electrical activity 
generated by brain structures.  The EEG is measured 
directly from the cortical surface.  When brain cells or 
neurons are activated, the local current flows are 
produced. EEG measures mostly the currents that flow 
during synaptic excitations of the dendrites of many 
pyramidal neurons in the cerebral cortex. Only large 
populations of active neurons can generate electrical 
activity recordable on the head surface; weak electrical 
signals detected by the scalp electrodes are to be 
massively amplified. The cortex is a dominant part of the 
central nervous system. The highest influence of EEG 
comes from electric activity of cerebral cortex due to its 
surface position [3]. 

3.1 EEG Research History 
The existence of electrical currents in the brain was 

discovered in 1875 by an English Physician Richard 
Caton. In 1924 Hans Berger a German neurologist 
amplified these electrical signals using ordinary radio 
equipment and coined the term electroencephalogram to 
describe brain electric potentials in humans. In 1934 
Adrain and Mathews published a paper   verifying the 
concept of ‘human brain waves’ [or EEG] and identified 
regular oscillations around 10 to 12 Hz which they 
termed as alpha rhythm. Brain waves have been 
categorized into four basic groups: beta (>13 Hz); alpha 

(8-13 Hz); theta (4-8Hz); delta (0.5 -4 Hz) [3]. Until early 
1990s, most of the researches on EEG were focused on 
analyzing brain related disease and sleep patterns. The 
early 1990s witnessed a rapidly growing body of 
research involving detection of human brain responses 
and putting these techniques to appropriate uses to help 
disabled people. Most of the research during this period 
involved surgically implanting electrodes to acquire the 
signals. With the introduction of external electrodes 
during the turn of the century [2000] EEG has initiated 
the development of BCI to control the cursor of 
computers. Currently this research has been directed 
towards producing BMI which can control a prosthetic 
arm or a wheelchair [1]. 

 

3.2  International 10-20 System 
 

To perform consistent testing of EEG recordings a 
system called the International 10-20 electrode 
placement system was developed [4]. This system 
created a method of labeling electrode locations to be 
used worldwide. The EEG electrodes are placed on the 
scalp at 10 and 20 percent of a measured distance. Figure 
1 shows the international 10-20 Electrode placement 
positions [4]. 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 1 International 10-20 Electrode Placement 
System 

 

4.  Brain Machine Interface: Techniques 
 

BMI can be broadly classified into two types, 
Sensory and Motor. Sensory BMI are designed to replace 
a damaged organ such as   retinal prosthesis to help the 
blind and cochlear implants for the deaf. The Motor BMI, 
on the other hand, seeks to translate electrical brain 
activity that represents intent to move into useful 
commands to external devices. Sensory BMI requires 
very accurate placement of a few tiny electrodes that 
stimulate the appropriate site in the brain, and the 
device’s job is to simulate the role of the appropriate 
sensory organ as accurately as possible. In motor BMI, 
the electrodes are placed “anywhere” in the appropriate 
cortex area and their number is much higher. The 
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decoding problem for motor BMI is much harder, since 
there is little knowledge of how the motor cortex encodes 
information, and also due to only a small fraction of the 
cells is being probed [1].  There are two basic types of 
motor BMI: non-invasive and invasive. Research on 
non-invasive BMI started in the 1980s by measuring 
brain electrical activity over the scalp. 

Brain computer interfaces [BCI] have been 
developed to move computer cursors. Through training, 
subjects can learn to control their brain activity in a 
predetermined fashion that is classified by a pattern 
recognition algorithm, and converted into one of several 
discrete commands usually cursor actions (up/down, 
left/right) on a computer display. The computer presents 
a set of possibilities to the users, and they choose one of 
them through these cursor actions, until a task is 
completed. This approach, requiring only signal 
amplification and classification is known as a brain 
computer interface. BCI classification algorithms 
combine machine learning techniques with biomedical 
domain   knowledge [1]. 

Five main techniques are adopted in designing brain 
computer interface [5].  

a. P300 Detection  

The P300 component is a positive going evoked 
response potential (ERP) in the EEG with a latency of 
about 300ms following the onset of a rarely occurring 
stimulus the subject has been instructed to detect. 
Detecting the P300 response reliably requires averaging 
the EEG response over many presentations of the stimuli.  

b. EEG mu-rhythm Conditioning 

 Subjects’ mu-rhythm [Appears at 9-11 Hz this 
activity appears to be associated with motor cortex [6]. 
Amplitudes are detected   while training them to move a 
computer cursor up and down on the screen.  Results also 
implied that frequency bands other than mu and beta 
ranges may contain useful information. 

c. Visual Evoked Potential Detection 

Electrodes are placed over the visual cortex to detect 
changes in evoke potentials when the subject 
concentrates on a particular block out of the 64 blocks on 
a computer screen. 

d. EEG Pattern Mapping 

 In this technique the EEG patterns are detected and 
classified for a particular action. Readiness potentials or 
EEG patterns are studied during experiments such as 
moving joystick in four directions. 

e. Detecting lateral hemisphere differences 

 Induced lateral differences in relative brain 
hemisphere activation are studied during experiments 
where subjects hear arguments through left, right or both 
headphones. 

4.1 Need for Brain Machine Interfaces 

EEG signals are being studied to rehabilitate people 

with motor disorders. About 10 million people all over 
the world suffer from neurodegenerative diseases such as 
cerebral palsy or amyotrophic lateral sclerosis [locked-in 
people], stroke and paralysis [7]. These diseases impair 
their ability to control their muscles and are unable to 
grasp objects, work with appliances or communicate in 
any way except through their brains.  In Malaysia the 
increase of stroke and paralytic patients is  of major 
concern,  modern life support technology allows these 
individuals even those who are locked–in, to live long 
lives, so that the personal, social and economic burdens 
of their disabilities are prolonged and severe.              

 
There is a growing concern in the community today 

to help these disabled people and improve their living 
conditions. The Malaysian government has implemented 
many social welfare schemes such as rehabilitation and 
independent living policies to improve the conditions of 
these patients through rehabilitation service and by 
provision of assistive and rehabilitative devices.  
 
4.2 Motor Disabilities and Restoring Options 
 

 Many disorders can disrupt the neuromuscular 
channels through which the brain communicates with 
and controls its external environment. Amyotrophic 
lateral sclerosis, brain stem stroke, brain or spinal cord 
injury, cerebral palsy, muscular dystrophies, multiple 
sclerosis and numerous other diseases impair the neural 
pathway that controls the muscles themselves.  
Peripheral  nerve disorders like Guillain-Barré Strohl 
Syndrome, Chronic Inflammatory Demyelinating 
Polyneuropathy, Polyneuropathies, Diabetic 
Neuropathies, Mononeuropathies - including carpal 
tunnel syndrome and ulnar neuropathies 
Peripheral Nerve Injuries,Amyotrophic Lateral Sclerosis 
(ALS) , Radiculopathies , Small Fiber Neuropathies, and 
Occupational Neuropathies also effect the 
communication channels and these patients can be 
provided rehabilitation through BMI . 

Restoring these motor functions can be done 
depending on the severity of the impairment. In case of 
partial impairments, restoration can be done by 
increasing capabilities of remaining pathways, such as 
substituting muscles under control for paralyzed muscles, 
namely eye movements in the case of brainstem 
impairment and hand movements in the case of severely 
dysarthric patients.  One other option is by rerouting 
around the neural breakaways that control muscles, for 
example using EMG signals from areas above the level 
of nervous break to restore useful movements. When the 
above two options are not possible the only solution to 
restore motor function is to provide a non muscular 
control channel directly from the brain to devices such as 
wheelchairs. Patients with diseases like locked-in 
syndrome and partial paralysis are not able to produce 
any type of movement. Independent to this the sensory 
and cognitive functions of the brain are not or partially 
affected. These patients are very much aware of their 
environment but are not able to communicate through 
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speech or eye movements. Though many physiological 
signals such as EMG, fMRI, MEG and PET are available, 
research has proved that only EEG signals and related 
methods which have  short time constants, can function 
in most environments  and require relatively simple and 
inexpensive equipment that  offer the possibility of a new 
non-muscular channel for a practical BMI [9].  

The development of BMI to control wheel chairs is 
still under proof of concept stage. The next section 
analyses some of the research efforts and studies towards 
developing a BMI for motor movement and subsequent 
control of a powered wheel chair.  
  

4.3 Brain Machine Interfaces and Rehabilitation 

EEG based BCI/BMI has been under study since the 
early nineties. BCI only provide interface between brain 
and computer, so far BCI have been developed to control 
computer cursors on the other hand BMI are more 
focused towards developing interfaces between brain and 
devices like prosthetic arms , wheelchairs etc.. BMI are 
used to replace impaired motor nerves and to provide an 
alternative communication channel to control devices 
like a wheelchair. Research studies have been conducted 
to study the EEG signals evoked by motor movements 
and recognition of these signals towards developing 
interfaces. Most research studies on EEG are currently 
focused on developing algorithms for classification of 
EEG signals related to movement. A review of the 
literature shows that three methods have been adopted in 
extracting the EEG feature data, namely Autoregression, 
Independent Component Analysis and Neural Networks.  
This section reviews some of these research studies. 

A  DSLVQ classifier for feature selection of EEG 
signals was proposed by Pregenzer et al [10]. Two 
different types of experiments are used to show that 
DSLVQ is an appropriate feature selector for a BCI. The 
first experiment employs DSLVQ to select the most 
distinct electrode positions from a large number of 
possible positions. The second experiment uses DSLVQ 
to analyze   the importance of 1-Hz bands of EEG power 
spectra for the prediction of three different types of 
movement. The conclusions of this study show that the 
most important electrode position and frequency bands 
are not identical for all subjects.  

Guger and et al [10] use Common Spatial Pattern 
(CSP) filters to analyze real-time EEG signals. 
Experiments involved three subjects. Twenty seven EEG 
electrodes overlaying the whole primary and sensory 
motor cortex are used.  The method proposed uses 
covariance to design common spatial patterns and is 
based on simultaneous diagonalization of two covariance 
matrices. The decomposition of the EEG leads to new 
time series which is optimal for discrimination of two 
populations. The patterns are designed such that signals 
resulting from filtering with CSP have maximum 
variance for left trials and minimum variance for right 
trials and vice versa. The research demonstrates that CSP 
can be used to anise EEG signals in real time in order to 
give feedback to subjects as classification accuracy 

improved with few days of trials. 

Pfurtscheller and et al [11,12] have studied the 
separability of left and right motor imagery using 
autoregressive parameters. Four subjects were used in 
the experimental process and EEG, EMG and EOG 
signals are recorded from electrodes overlapping sensory 
motor area. Subject specific frequency components are 
selected using the DSLVQ classifier. Due to the laterality 
of the EEG patterns, the side [left or right] of the 
imagined movement can be determined with an online 
error between 10 to 31.8 %. The online classification of 
subject specific frequency bands were analyzed by a 
neural network. An overall improvement of classification 
was achieved using the off-line adaptive autoregressive 
model [ARR]. However the ARR method is found to be 
sensitive to artifacts, therefore artifacts must be 
controlled. 

Haselsteiner and Pfurtscheller [13] have compared 
two different neural network topologies to classify a 
single trial EEG data from a BCI.  The classifiers are the 
MLP and the FIR MLP. The static weight of the standard 
MLP is replaced with finite impulse response filters in 
the FIR MLP. The study shows that FIR MLPs performed 
better can standard MLP with lesser error rates.   

Mahalanobis distance-based classifiers are analyzed 
by Babiloni et al [14], to classify the diagonal and full 
covariance matrix features of the EEG signals. EEG data 
are recorded from four electrodes placed in the C3, P3, 
C4 and Imagined hand movement recognition using Low 
Resolution Surface Laplacian and Linear P4 position of 
International 10-20 system. These classifiers were able to   
detect imagination of hand movements with a 
classification accuracy of 98%.   

Another imagined hand movement recognition 
using Low Resolution Surface Laplacian and Linear 
Classifier is proposed by Concotti et al [15] which use 
nine electrodes; the classifiers have an accuracy of 90%.  

Neural network based classifiers of EEG features 
have been investigated by some researchers [16, 17,18]. 
Back propagation neural classifiers have also been used 
to analyze the EEG signals related to mental tasks.  

Research on BMI is being extended to the next stage 
of translating them to control signals to operate devices. 

 
 

Conclusions 
 

BMI is still at the proof-of-concept stage, currently 
this work is undertaken by bio and neuroscience 
researchers. The contributions from computer engineers, 
psychologists and mathematician are essential to take 
this to the next stage. The developments of more accurate 
data models that carry more spatio-temporal information 
from the spikes in the motor cortex are required. The 
signals are non-gaussian and no stationary, so they are 
very difficult to model well with present algorithms [1]. 

 So far, control BMI has focused on cursor 
movements, applying this concept to a mechanical hand 
or a device such as a wheelchair will prove to be more 
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challenging. Although the theoretical and technical 
problems are difficult, BMI research is at a very exciting 
phase, thanks to the tight integration of research in 
computer science, engineering, and neuroscience. There 
is optimism about impacting the daily lives of 
paraplegics in the same way that sensory BMIs benefited 
hearing impaired patients [1].  

The non-invasive BMI has potential applicability 
beyond the restoration of lost movement and 
rehabilitation in paraplegics and would enable normal 
individuals to have direct brain control of external 
devices in their daily lives. Therefore, the impact of BMI 
on our society promises to surpass that of any earlier 
digital technology. 
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Abstract
We propose a novel memory infrastructure, called

Soft-Hard Memory (SHM), and its corresponding
learning scheme for cognitive learning systems.
SHM is designed according to cognitive principles
and based on the Soft-Hard Structure Theory. In
SHM, memory is divided into soft-structure and
hard-structure, which enables bootstrap and adaptive
learning processes. It is intuitive, high-performance
and easy to implement. Experiments in our robot
project demonstrate its effectiveness.

Keywords: Soft-Hard Structure, Memory, Learning,
Cognitive System, Robot

1 Introduction

People have been pursuing the object of ”intelligent
machine” for a very long time. Among all the intel-
ligent features, learning is one of the most desirable.
The most distinct feature of a learning system is that
it can continuously learn from the environment, in-
cluding its own performance and status, to improve
itself. This feature is essential for life.

In recent years, machine learning (ML), a broad
subfield of artificial intelligence, has developed rapidly.
ML is concerned with techniques that enable com-
puters to learn automatically. Researchers are mak-
ing great efforts in developing such methods. Now,
machine learning is receiving more and more atten-
tions. And in the field of robot and computer vision,
ML approaches are also widely applied. For example,
Kazuhiko [1] uses Isomap [2], which is a non-linear di-
mensionality reduction (NLDR) technique in machine
learning to discover low dimensional manifold, to learn
the spatial-temporal structure of motion sequences in
their robot system. In computer vision and graph-
ics, clustering techniques have become a mainstream
approach for graph-cut and image segmentation tasks
[3].

Although machine learning has achieved a lot in de-
veloping practical intelligent methods to solve specific
problems, its current learning paradigms are not suit-
able for human-like learning. Typical machine learn-
ing algorithms are based on strong hypotheses or mod-
els. What the machine learns is in fact parameters,
while the underlying models can seldom change. Con-
sequently, the data storage structure (memory) is also
hierarchical. This framework is clearly not eligible for
adaptive learning tasks. It is very hard to make right
hypotheses. Even if the hypotheses are proper now,
it may become unsuitable when the environment has
changed. Another question is that, where did the mod-
els come from? There is little predefined knowledge, if
any, in a human baby’s brain, but he/she can still learn
and grow to be an intelligent being. In fact, there have
long been arguments that mainstream AI researches
has deviated from the nature of intelligence. Specifi-
cally, in the field of ML, adaptiveness and the ability
of bootstrap are the two missing features in most al-
gorithms. By contrast, we call a learning method with
these two properties cognitive learning.

Memory is thought to be the core of a cognitive
system, and learning relies heavily on it. Before we
can develop an evolving learning machine, a compe-
tent memory structure has to be built. Extensive in-
vestigations have been taken on human memory, but
its actual mechanism is still unclear. Here we only
focus on a satisfying engineering realization. In cog-
nition and psychology, human memory is divided into
short-term memory, working memory and long-term
memory. Existing memory structures for cognitive
systems are mainly based on this notion. For instance,
Kazuhiko [1] uses the same memory configuration as
described above, and has each part constructed specif-
ically.

In this article, we design a memory infrastructure,
called Soft-Hard Memory (SHM, pronounced as shim),
to facilitate cognitive learning processes. In SHM,
memory is divided into soft memory and its counter-
part, hard memory. Basically, this memory scheme
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is also similar to the natural classification of human
memory. However, it is designed from the perspective
of evolution. Through the interaction between these
two parts, the system can hopefully realize bootstrap
and adaptiveness.

The rest of this article is organized as follows: In
section 2 we analyze the human learning process and
indicate necessary features of a cognitive learning sys-
tem. Section 3 introduces the theory of Soft-Hard
Structure and describes the Soft-Hard Memory in de-
tail. In section 4, we introduce some preliminary ex-
periments of this memory structure in our cognitive
robot project. Conclusion is in section 5.

2 Cognitive Learning

For any intelligent beings, either natural or artifi-
cial, adaptive learning is crucial to survive in changing
environment. Current algorithms usually simplify the
problems to estimation of parameters. However, unal-
terable models are obviously not suitable for adaptive
learning, which is not just a process of accumulating
and enhancing, it also involves the creation, recon-
struction and oblivion of knowledge.

Moreover, human learning is a bootstrap process.
That means we can learn infinite knowledge based
on very few priors. From a micro-perspective, an in-
fant can learn and grow to be an expert with little
initial knowledge. And from a macro point of view,
the accumulating of human knowledge is a phenome-
nal example. Neural science shows that this ability is
mainly due to the structure of neural networks in hu-
man brains. From a engineering view, there must be
some “grow point” in the system, where new models
and concepts can be generated.

Adaptiveness and bootstrap ability are the two
most importance features for cognitive learning.
Clearly these two features are not feasible on a hierar-
chical memory structure since the number of layers is
necessarily infinite. There must be some kind of feed
back mechanism. Soft-Hard Structure [4] in general-
ized evolution theory provides such a solution.

3 Soft-Hard Memory

3.1 Soft-Hard Structure Theory

Creation of knowledge is the most difficult task in
learning. Ashby [5] proposed Ultra Stable System as
the simplest model for creative machines. In this sys-
tem, status of the machine keeps changing randomly

Soft Structure

Hard Structure

Support
Modify

&

Grow

Figure 1: Soft-Hard Structure

until the evaluation module finds a good result. Thus
a creation is realized. Yet, this system is not feasible
for complex tasks since it is computationally impossi-
ble for a large amount of variables.

In order to avoid the difficulty of computing, the
system should not run in a totally random manner. To
solve this problem, we can learn from evolution, which
is the most spectacular process of creation in nature.
Aberrance and selection is the core of Darwin’s evolu-
tion theory. Zhao [4] proposed that soft-hard structure
(SHS) is also a key for evolution to success.

According to SHS theory, an evolutionary system
can be divided into two parts: soft structure and hard
structure. Soft structure is the active part where cre-
ations and reconstructions occur. Hard structure is
the static part which supports soft structure and sub-
sistence of the system (Figure 1). The key idea of SHS
is: soft structure provided the possibility of creation
(by randomness and evaluation), while hard structure
can maintain creations and keep evolution in a certain
direction.

3.2 Learning Scheme

Cognitive learning is a process of evolution. The
machine has to adjust itself according to the change
of environment constantly. From this view point, soft-
hard structure theory can shed light on the problem
of bootstrap and adaptive learning.

Given some basic evaluation criterion, such as the
chance to feed and the time to complete a task, the
bootstrap process can be done by “soft learning”.
When having to finish a task without any prior knowl-
edge, a clear choice is to try randomly. Once a good re-
sult is found, this experience is recorded, “hard learned
(modeled)” into hard structure. After enough accumu-
lation of trials, the machine will have enough experi-
ence to do more complex jobs. And further knowledge
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can be derived based on these experiences.
Adaptive learning can also be achieved by interac-

tions between soft and hard structures. As a prior,
the system has to be able to detect the inconsistency
between new experiences and prior models, or the con-
tradiction between existing models. Usually, the sys-
tem uses existing knowledge (models) to go through
ordinary jobs. When new contradicting experiences
are gained, soft structure will decide how to deal with
them: modify models, or build a new one. And when
the inconsistency between models in the hard struc-
ture grows to a certain level, those models will be ex-
tracted back to the soft structure for further opera-
tion. Thus the system’s knowledge can be updated as
needed.

3.3 Soft-Hard Memory Infrastructure

In order to facilitate the learning scheme proposed
above, we designed a soft-hard memory (SHM) infras-
tructure. In SHM, memory is divided into two parts.
Soft memory (SM) provides an active data storage for
the soft learners. It primarily stores direct, concrete
materials that is perceived or generated by the sys-
tem. Information in soft memory will be forgotten
soon. Hard memory (HM) is a static and persistent
database for the system. Information in hard memory
is more important and highly condensed, such as basic
value functions, learned models and concepts. These
information is the core of hard structure and will not
change unless obsolete.

Interactions between SM and HM are realized
through proper learning algorithms. In principle, the
soft learner uses functions and models from HM to ex-
amine the information in SM. When experiences are
recognized as new knowledge, the hard learner will
build new models. When inconsistency in HM is de-
tected (e.g. when results from models contradicts with
each other), those inconsistent parts will be extracted
back to SM, either to be modified, fused or discarded.

Actual forms of SM and HM are not specified
here. People can, and should, design particular stor-
age scheme with regard to requirements. For exam-
ple, SES [1] can be used for SM, and a ordinary rela-
tional database is already competent for simple learn-
ing tasks.

The configuration of SHM is quite similar to tradi-
tional short-term/long-term memory. Their functions
do overlap a lot. However, SHM is designed from the
perspective of evolution, while most other architec-
tures are from the point of psychology or information
processing.

Soft-hard memory possesses many merits besides its
bootstrap and adapt abilities. First of all, SHM is in-
tuitive and compatible with common cognitive knowl-
edge. It is similar to the classification of memory in
psychology, and the working process is very clear. Sec-
ondly, this structure is flexible and can be readily ex-
tended. Actually there is no limitation on the number
or the form of concepts, and all information stored can
be changed as necessary. Thirdly, the conflict of vast
information and processing speed can be well balanced
under this structure. SM can work as a buffer of infor-
mation. Data in it can be processed when the system
is not busy, so the load of the machine will not fluctu-
ate dramatically. Finally, it can be easily implemented
as a parallel running system. This framework enables
physical separation of memory system and other mod-
ules (such as reasoning). So the speed and scalability
is guaranteed.

4 Application

4.1 Cognitive Robot Project Overview

In the cognitive robot project, we are planning to
build a intelligent robot system to accomplish the fol-
lowing tasks:

Identify people: The robot will first identify the
person appears in the camera as stranger or an
acquaintance. Face images are used for recogni-
tion.

Learn acquaintance: If the robot sees a stranger for
many times, it will turn him/her to an acquain-
tance.

Move to the target site: When a task is con-
firmed, the robot have to choose a route and move
to the site. Possible obstacles must be avoided ef-
ficiently.

Fetch an object from the person: The robot will
use its robot arm to fetch a specified object from
the person’s hand. Optimum motion sequence
should be adopted.

During the process, this robot will use past experi-
ences to solve current problems. This involves inten-
sive learning. Furthermore, all these tasks have to be
finished in a real-time situation. To do this, we will
use the learning scheme in section 3.2 and SHM as its
primary data storage.

4.2 Learning of acquaintance

In this task, the robot has to learn to know people.
At first, all the people are strangers. As the robot sees
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a person for certain times, it will classify him/her as
an acquaintance. This is a basic cognitive behavior.

The identification of people is accomplished by face
recognition. We use Bayesian Face Models [6] (BFM)
for this task. In BFM, face images are used as training
samples (prototype). When a new face is perceived,
the system will calculate the probabilities that this
new face is the same as each prototype. If no prob-
ability is high enough, it is rejected as belongs to no
one. There are two key components in BFM: proto-
types and the probability model, which are both stored
in HM.

This module runs as follows: all perceived faces
are initially stored in SM, and then soft learner will
identify them using prototypes and probability model
from HM. If a face is rejected, hard learner will turn it
into a new prototype in HM. By continuously adding
prototypes, the robot’s knowledge about people keeps
growing. We call this process “absorbing”.

When the prototype set in HM changes, the prob-
ability model, which is calculated from prototypes,
should be updated too. However, since the updating
process is very time consuming, we can not do this on
every change. Instead, when the system is idle, a mon-
itoring thread will extract prototypes from HM to SM.
Then a new model is learned and stored back to HM.
Besides, because BFM is not perfect, there must be
some redundancy or even mistakes in the prototype
set. The system will refine it as necessary. We call
these activities “reflection”, which is in fact processes
that reconstruct the knowledge. By using “absorbing”
and “reflection”, this system can learn acquaintances
adaptively.

4.3 Learning of action

In order to fetch objects from peoples hand effec-
tively, optimized motion sequence of the robot arm has
to be learned. Compared with learning of people, this
is a more complex job, and we are still improving it.

At the beginning, the robot will try randomly (ba-
sic heuristic guide may be incorporated for efficiency).
Current environment and all the action/result pairs
are stored in SM. Then the data are used to learn a
model that can make decisions according to current
environment configuration. On the low level, motion
sequences to finish a basic action will be learned; on
the high level, the robot has to make general decisions
according to environment. In general, this is still an
absorb/reflect process. Now, actual learning method
for motion sequences is under consideration.

5 Conclusion

Based on soft-hard structure theory, we propose a
cognitive learning scheme and its corresponding mem-
ory structure. They are designed from a evolutionary
view point. Using them we can hopefully realize a
cognitive learning machine, which is a machine with
bootstrap ability and can learn adaptively. However,
this proposal is still a conceptual guideline for the de-
sign of practical systems. Details have to be specified
and implemented according to actual requirements. In
our project, this guideline can be well suited into con-
cept and action learning tasks.

Soft-Hard structure theory is a powerful foundation
for developing evolutionary machines. In the future,
more functional parts of the robot project will be de-
signed based on it.
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Abstract 

An artificial realization of decision making for 
sleep stages of EEG (electroencephalograph) contami-
nated with artifacts was developed in order to construct a 
reliable sleep stage recognition system for clinics. The 
methodology was based on the conditional probability of 
knowledge-base of expert visual inspection. Expert vis-
ual inspection was the manual scoring result of sleep 
stages by a qualified EEGer (F.K.). Knowledge-base was 
constructed in terms of probability density functions of 
characteristic parameters with each sleep stage, accord-
ing to the expert visual inspection. Artificial realization 
of decision making for sleep stage was based on the 
value of conditional probability. Totally, the overnight 
sleep EEG recordings of four subjects were analyzed. 
The results showed a close agreement with the expert 
visual inspection by EEGer.  
Key words: sleep EEG, artifacts, decision making for 
sleep stage, conditional probability, knowledge-base of 
expert visual inspection 

1. Introduction 

In human sleep, there are several types of sleep 
stages. Sleep stage determination has clinical importance 
for the inspection of sleep related disorders. As one’s 
overnight sleep EEG is long-term recording, it is inevi-
tably contaminated by variance artifacts under usual re-
cording conditions in most hospitals and sleep laborato-
ries (P. Anderer et al [1], D. P. Brunner et al [2]).  

In many other studies, waveform detection tech-
nique (first applied by Smith et al. [3]) could be found 
for the computerized sleep stage scoring. When sleep 
EEG was recorded under the usual recording condition, 

it had limitation to detect the characteristic waveforms 
from artifacts. 

In this study, we investigated on the artificial re-
alization of decision making for sleep stages of EEG 
contaminated with artifacts in order to construct a reli-
able sleep stage recognition system for clinics. The 
methodology was in the field of statistics by using con-
ditional probability of knowledge-base of expert visual 
inspection, based on our previous study (M. Nakamura 
and T. Sugi [4]). Expert visual inspection was the manual 
scoring result of sleep stages by a qualified EEGer (F.K.). 
Knowledge base was constructed in terms of probability 
density functions of characteristic parameters, according 
to the expert visual inspection. The EEGer made visual 
inspection of sleep stages and artifact contamination for 
one’s overnight sleep recordings. The artificial realiza-
tion of decision making for sleep stage or artifact was 
based on the value of conditional probability.  

2. Method 

2.1 Subjects and Data Acquisition 

The overnight sleep of four subjects after the 
treatment of Continuous Positive Airway Pressure were 
recorded in the Department of Clinical Physiology, To-
ranomon Hospital, Japan. Sleep EEGs were recorded at 
four sites C3/A2, C4/A1, O1/A2 and O2/A1, according 
to the International 10-20 System (H. H. Jasper [5]). 
EOGs (electrooculogram) were derived near the eyes, 
LOC/A1 and ROC/A1. Chin-EMG (electromyogram) 
was obtained from muscle areas on and beneath chin. 
Sleep EEGs and EOGs were recorded under a sampling 
rate of 100 Hz, Chin-EMG under a sampling rate of 
200Hz.
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Table 1: Classification of sleep stages and artifact contaminated stage A. 

 

2.2 Expert Visual Inspection 

A qualified EEGer (F.K.), who is one of the 
co-author, made visual inspection on the sleep EEG re-
cordings of four subjects. Their overnight sleep re-
cordings were separated into consecutive 30-second 
segments, which is called epoch. Each epoch was as-
signed with a single stage or artifact contamination by 
the EEGer based on the well-known Rechtschaffen and 
Kales criteria [6] and her clinical experience.  

Table 1 showed the expert visual inspection of sleep 
stages and the corresponding characteristics. In Recht-
schaffen and Kales criteria, sleep is consisted of stage 
awake, rapid eye movement (REM) and non-REM 
(NREM) sleep which is further divided into stage 1, 
stage 2, stage 3 and stage 4. The EEGer inspected the 
sleep stages based on the corresponding characteristics 
of a certain frequency bands as in Table 1. In addition, 
stage awake was separated into open and close eyes 
awake. Because alpha activity is predominant when sub-
jects closed eyes and was relaxed, significantly attenu-
ates when subjects opened eyes or became tension. The 
EEGer also inspected the artifacts accompanied with 
tonic activity in sleep EEG. Stage A was defined as an 
extra stage of artifacts besides the other sleep stages.  

 

2.3 Knowledge-base 

Knowledge-base is in terms of probability density 
functions of characteristic parameters corresponding to 
each stage. Based on the manual scoring result of expert 
visual inspection, the epochs of ones overnight sleep 
recording can be classified into different stages. For each 
stage, a set of characteristic parameters (Table 2) are 
calculated to make the probability density functions in 
Cauchy distribution. 

Based on the definition of Cauchy distribution, the 
probability density function of parameter y in stage ζ can 
be mathematically expressed by Eq. 1, 

2 2( | )
( ( )

bf y
y a b

ζ
π

=
− +

  (1) 

where a is the location parameter and b is the scale pa-
rameter. The values of a and b are determined by apply-
ing least square method on the histograms. 
 

Table 2: Parameter Definition 
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2.4 Artificial Realization of Decision Making 

Sleep stage determination can be considered as de-
cision making problem. Artificial realization of decision 
making is proposed to solve the multiple decision mak-
ing problem (M. Nakamura and T. Sugi [4]). It is carried 
out based on the value of conditional probability, 

| 1
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| 1
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( | ) ( )
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k k n
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k k k j
j

f y P
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−

−
=

=

∑
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where | 1( )i
k kP ζ−  is the predicted probability of previ-

ous segment. The decision of sleep stage or artifact con-
tamination is made by choosing the stage which has the 
maximum value of conditional probability, as  

*
|: max( ( ))i

k kPζ ζ .    (3) 

Then predicted probability is calculated by  

1| |
1
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n

i j
k k i j k k

j
P t Pζ ζ+

=

= ∑ ,   (4) 

where ijt  corresponds to the transitional probability 

between every two stages. 

3. Result 

3.1 Knowledge-base of probability density functions 

The overnight sleep recordings of two subjects 
were utilized to obtain knowledge-base. The probability 
density functions of each characteristic parameter and 
stage were shown in Figure 1. In Fig.1, black dots were 
the location parameter of Cauchy distribution and white 
dots the scale parameter. Stage awake with eyes closed 

had the largest location value in the distribution of the 
duration of alpha activity (8-13Hz). In the amplitude of 
high frequency (25-50Hz), stage A of artifact contamina-
tion had the largest location value, discriminated from 
other sleep stages. Stage REM was separated from other 
stages with lowest location value in the amount of 
chin-EMG (25-100Hz). Stage 3 and 4 shared the largest 
location value in the duration of s1 (0.5-2Hz), which 
corresponding to the slow wave activity. 

3.2 Decision Making of Sleep Stages 

Another two subjects were analyzed as test data. 
The calculation processing of conditional probability and 
predicted probability was illustrated in Fig.2 with time 
series of an epoch. The later part of this epoch was con-
taminated by artifacts and detected by the artificial deci-
sion making method. The stage determination for this 
epoch was stage awake because half of sleep EEG was 
contaminated by tonic artifacts. The stage scoring result 
of expert visual inspection was also stage awake. 

The evaluation of sleep stage determination for 
two test subjects were given in Table 3. Stage 1 and 2 
were combined as light sleep of NREM, stage 3 and 4 
were deep sleep of NREM. The number in Table 3 
showed the agreement between artificial decision mak-
ing of sleep stages and expert visual inspection for each 
subject respectively. Average accuracy was also evalu-
ated in Table 3. 

Table 3: Evaluation of sleep stage determination 

 
Figure 1: Probability density functions of characteristic parameters corresponding to each stage. 
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Figure 2: Artificial realization of decision making for sleep stage of EEG contaminated with artifact. 

4. Conclusion 

In this study, method of conditional probability of 
knowledge-base of expert visual inspection was utilized 
for sleep stage determination. The results showed a close 
agreement with expert visual inspection by EEGer. Arti-
fact contamination can also be detected in sleep EEG. 
Compare with other sleep stages, REM was in low accu-
racy and need to be improved. With the knowledge-base 
of expert visual inspection, the proposed artificial reali-
zation system of decision making for sleep stage has 
strong performance in the clinical practice. 
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Abstract
Quantum-Inspired Evolutionary Algorithm (QEA)

is proposed as one of approximate algorithms to solve
combinatorial optimization. QEA is evolutionary
computation that uses quantum bits and suerposition
states in quantum computing. Although conventional
QEA is a coarse-grained parallel algorithm, it involves
many parameters that must be adjusted manually.
This paper proposes a new method of Pair Swap which
exchanges each best solution information between two
individuals. Experimental result shows that the pro-
posed method is a simpler algorithm and can find high
quality solution in binary Knapsack Problem.

Keywords
evolutionary computation, quantum computing,

quantum bit, pair swap, knapsack problem

1 Introduction

Quantum computer[1, 2] is a computation model
using quantum mechanical principles such as super-
position state, interference effect, and entanglement
state. Recently, stochastic combinatorial search al-
gorithms combined with evolutionary algorithm have
been recently proposed by incorporating quantum me-
chanical principles or quantum bits[3, 4, 5, 6].

Han et al.[5, 6] have proposed Quantum-inspired
Evolutionary Algorithm (QEA) in which each gene is
represented by a quantum bit. QEA can do single-
point search and automatically shift from global search
to local search like Simulated Annealing (SA)[7]. QEA
can also perform multi-point search like Classical Ge-
netic Algorithm (CGA) in order to solve large-scale
optimization problems.

In QEA, there are more than one subpopulations
(groups) like Island GA (IGA)[8, 9], and inter- and
intra-group migration procedures are performed. Evo-
lution in each group enables coarse-grained paralleliza-

tion and prevents premature convergence, and the mi-
gration procedures can control search diversification
and intensification. However, the adjustment of a
number of parameters is required for the number of
group and migration intervals for each problem.

Therefore, we propose Quantum-inspired Evo-
lutionary Algorithm based on Pair-Swap method
(QEAPS). We have showed that the performance of
QEAPS is better than that of QEA in 0-1 Knapsack
Problem(KP)[10]. In this paper, we keen on evaluating
the performance of QEAPS against that of QEA in 0-1
KP, and we show that the effectiveness of QEAPS. To
be concrete, the search performance and the robust-
ness of QEAPS are verified by performance compar-
ison of constraint handling methods ( when the sum
total of the item exceeds the capacity of the knapsack
in 0-1KP).

2 Quantum-Inspired Evolutionary Al-
gorithm based On Pair Swap

2.1 Quantum Bit Representation of Gene

QEA and QEAPS uses a quantum bit (qubit) as a
gene, while, in conventional genetic algorithm (CGA),
a gene is usually a definite value of binary, integer,
real number, or character. The individual i in the
generation t is composed of the chromosome repre-
sented as a tensor product of the qubits, qi = qi1 ⊗
qi2 ⊗ · · · ⊗ qim and the best solution information that
is binary string discovered in search process (Personal
Best) bi = [bi1, bi2, . . . , bim] . Here, m is the num-
ber of genes or qubits included in an chromosome.
The qubit qij(j = 1, ...,m) has stochastic superposi-
tion state (vector sum) of the two vectors |0⟩ and |1⟩
with each complex probability amplitude.

qij = αij |0⟩ + βij |1⟩ =
[

αij

βij

]
, (1)
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Figure 1: Evaluation of an individual.

Table 1: Lookup table of the rotation angle θik

θik

pik bik f(pi) ≥ f(bi) αikβik αikβik αik βik

> 0 < 0 = 0 = 0

0 1 false θC -θC — ±θC

1 0 false -θC θC ±θC —
Otherwise 0 0 0 0

|αij |2 is the probability that the state of |0⟩ is ob-
served, and |βij |2 is the probability that the state of
|1⟩ is observed. The binary string pi is obtained by
observing qi. The fitness value f(pi) of the individual
i can be calculated from pi like CGA.

2.2 Procedures in QEA and QEAPS

The algorithm of QEAPS that we propose is shown
in Figure 2. We first describe the common process of
QEA and QEAPS (white part of Figure 2), and then
we describe the different process of QEA and QEAPS
(black part of Figure 2).

To begin with, the initialization is carried out by
setting αik and βik to 1/

√
2 in order to equally ob-

serve the states of |0⟩ and |1⟩ in the individual i(= 1).
Next, the evolution of an individual with qubits and
the exchange of the best solution information in the
individual are repeated according to the following pro-
cedure, until a given termination condition is satisfied.

The procedure of the individual update is shown
Figure 1 and as follows. First of all, pi is obtained by
observing qi. And, the fitness f(pi) is calculated from
pi, and the fitness of the individual is decided.

Then, the rotation angle list ui = [θi1, θi2, . . . , θim]
is made from each value of pij and bij and the mag-
nitude correlation of f(pi) and f(bi). This list is
used to increase and decrease the observation proba-
bility of |1⟩ and |0⟩. How to decide the rotation angle
θik(k = 1, . . . ,m) is shown in Table 1[5, 6]. Unitary

Make initial population

Swap bi and bjFor each pair i and j
generated randomly

Until evaluation 
time reaches the 
limit…

For each 
Individual i

Repeat Repeat

Repeat

Make pi by 
observing qi

Evaluate pi

Update qi

Update personal 
best bi

Figure 2: The algorithm of proposed QEAPS.

transformation can be used to change the ratio of the
probability amplitudes αik and βik of the superposi-
tion state.[

α′
ik

β′
ik

]
=
[

cos(θik) −sin(θik)
sin(θik) cos(θik)

] [
αik

βik

]
. (2)

qi is upgrade following the rotation angle list ui and
the rotation matrix.

If f(pi) > f(bi), then the best solution of the new
individual is replaced by the currently observed binary
information.

2.3 Migration Method of QEA

Migration strategy of QEA involves local migration
and global migration. The local migration is the pro-
cess of distributing the best solution information of an
individual with the highest fitness in each group, to
all other individuals in each group, and repeated in
every generations. The global migration is the process
of distributing the best solution information of an in-
dividual with the highest fitness in all groups, to all
other individuals in all groups, and repeated in ev-
ery fixed generations. QEA shows the centralization
of the search, but must determine two parameters of
the number of groups and the timing of global migra-
tion by considering problem characteristics and scale,
convergence speed in a group, rotation angle as QEA
fundamental parameter[5, 6].

2.4 Pair Swap Method of QEAPS

QEAPS utilizes pair swap operation instead of
global and local migration of QEA. To begin with,
two individuals are randomly selected as a pair from
all individuals in the whole group. Then, n/2 pairs are
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generated by selecting two individuals from n (even
number) individuals with no overlaps in the group.
Only each best solution information is exchanged in
each pair with out carrying out any operation on the
qubits in the individual.

3 Conputational Experiments

3.1 Experiment Preparation

The 0-1 KP is used for the evaluation experiments
in order to prove the effectiveness of the proposed
QEAPS. The KP in the paper [9] is used as a bench-
mark problem. The number of items N is 100(the first
100 items are used in the benchmark problem). The
weight limit in the KP is set to be 50% of the total
weight of all items. Parameters such as the popula-
tion and the number g of groups in QEA are followed
by the previous researches[6], respectively. Parame-
ters used in QEAPS are followed by QEA as shown in
Table 2.

When the evaluation times, the number of fitness
calculation time, reach the preset value, the search
stops. We perform the same experiments 30 times
using each technique for each problem.

3.2 Constraint Handling Methods

We compare the performances of QEAPS and that
QEA in the following three methods to handle con-
straint violation.

1. Fitness = 0 (Zero)
If the condition is not satisfied, then f = 0.

2. Penalty Function (Penalty)
The penalty function shown by the equation 3 is
used.

f(pi) =

n∑
j=1

ajpij −α max

{
0,

n∑
j=1

wjpij − C

}
, (3)

where, pij is the value of the j-th gene in the
chromosome of the i-th individual, aj is the
profit of item j, wj is the weight of item j,
and C is the capacity of the knapsack, and α =
maxj=1...n {aj/wj}.

3. Random Repair (Repair)
Random Repair [5] that consists of the follow-
ing procedures in applied. Step 2 is applied even
when weight limits are satisfied.

Table 2: Parameter configurations.

Parameter names
Values used

QEA QEAPS

Number of individuals 10, 20, 30, . . . , 100
Number of subpopula-
tions (groups) (g) 5 –

Number of individuals
in a subpopulation

2, 4,. . . , 20 –

Rotation angle (θC) 0.01π 0.01π
Number of observa-
tions 1 1

Interval of global mi-
gration 100 –

Step 1: One item is randomly selected and removed
until the knapsack capacity is filled.

Step 2: One item selected randomly is put in the
knapsack until capacity are exceeded. When
capacity are exceeded, the item put at the
end is removed.

3.3 Experimental Result

Regarding evaluation criteria, we focus on the op-
timal solution discovery rate per trial number Opt[%],
the mean fitness mf . The upper limit of evaluation
times is set to N × 103 as a termination condition of
the search.

As a function of the individual total numbers, Opt,
mf are shown in Figure 3 and 4. First, when pay-
ing attention to Opt, The performance of QEAPS is
better than that of QEA in the same number of in-
dividuals in all constraint handling methods. In Opt
of QEA, Repair is the highest, and Zero and Penaly
are lower. The difference is seen for all number of in-
dividuals between the methods. On the other hand,
such difference is not so seen at QEAPS. Moreover,
Opt is almost 100% in any method when more than
40 individuals are used.

The result of mf in Figure 3 and 4 also indicate
that QEAPS has higher-performance than QEA. In
mf of QEA, there is obvious difference between that
of Repair and these of Zero and Penalty. In QEAPS,
the highly qualified solutions are obtained in all con-
straint handling methods. It should be noted that mf

of Repair, Penalty and Zero of QEAPS is higher than
that of Repair in QEA.

In QEAPS, the difference between Repair, Zero,
and Penalty is quite small. Even though Zero and
Penalty are simple and not specialized in the knapsack
problem, they can search for optimal solutions, con-
sequently QEAPS is more robust against constraint
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Figure 3: Discovery rate and evaluation time (QEA)
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methods.

4 Conclusion

In this paper, we focused on evaluating the perfor-
mance and robustness of QEAPS to improve QEA.
We compared the performane between the constraint
handling method in 0-1 KP. Experimental result show
that QEAPS is able to discover the optimal solution at
the higher probability compared with QEA, and that
the solutions found by QEAPS are of even quality,
and that QEAPS is robust against constrain handling
methods.

We plan to verify the search performance in a
larger-scale problem, improve the algorithm, examine
application to other combination optimization prob-
lems, and clarify the characteristic of the problem to
which QEAPS is effective.
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Abstract
We  proposed  a  self-repairing  network  where 

nodes are capable of repairing neighboring nodes by 
mutually copying. A critical point where faulty nodes 
can be eliminated has been investigated. This paper 
further studies dynamics of eradicating faulty nodes 
by  comparing  the  self-repairing  network  with 
mathematical epidemic models such as SIS models. It 
is shown that the self-repairing network, which is a 
probabilistic cellular automaton, can be regarded as an 
epidemic model in some restricted situations. 

1. Introduction

Information networks are complex systems with 
multiple and interacting processes work in parallel on 
various  network  structure.  Self-recovery  of  such 
networks  have  been  studied  with  a  focus  on  the 
network structure [1] as well as interacting processes 
[2].  We  have  been  studying  on  a  self-repairing 
network  with  a  focus  on  state  propagation  and 
regulation keeping the network model simple enough 
for  analysis  [3,  4].  In  the  model,  the  two  state 
propagations have been involved: the abnormal state 
propagation  by  unsuccessful  repair  as  well  as  the 
normal state propagation by successful repair. 

Epidemic models  have been studied for  a  long 
time,  and  nonlinear  properties  of  the  models  have 
investigated in great  detail.  The models  include not 
only those described by differential equations [5] but 
by  probabilistic  cellular  automata  [6]  or  even 
including moving agents [7]. On the other hand, phase 
transitions  have  been  studied  on  models  extended 
from an Ising model in the field of statistical physics 
but involving probabilistic cellular automata [8].

Our model has been already related with a model 
in  statistical  physics  [3].  This  paper  specifically 
focuses  on  the  relation  between  the  self-repairing 
network and an epidemic model called SIS model.

2. A Self-Repairing Network Model
2.1. A model by a probabilistic CA [3]

The self-repairing network is  a  network whose 
nodes can be normal (0) and abnormal (1);  and are 
capable of repairing the neighbor nodes by copying its 
content. Each node repairs the neighbor nodes with a 
probability  Pr.  The  repair  will  be  successful  with  a 
probability Prn when it is done by a normal node, but 
with  a  probability  Pra when  done  by  an  abnormal 
node. Further, all the repair must be successful for the 
target node to be normal when repairing is done by 
multiple nodes (Fig. 1). 

Fig. 1.  Repair success rate when repairing is done by 
normal node (above, left) and by abnormal node (above 

right); all the repairs by neighbor nodes must be 
successful for the target node to be normal (below). 

Solid arcs indicate repairing and dotted arcs indicate 
state change.
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Fig. 2. 1-dimensional structure with two adjacent neighbor 
nodes

When repairing is done by copying, the marked 
difference  from  conventional  repairing  is  that  the 
repairing rather could have contaminated other nodes 
rather  than  cleaning:  the  double  edged  sword in 
repairing.  Thus,  it  is  important  to  investigate  on 
conditions under which the network may be cleaned. 
To  clarify  the  conditions,  we  used  a  probabilistic 
cellular  automaton  [3,  4]  which  turned  out  to  be 
Domany-Kinzel model [8] is some particular cases. 

In  a  1-dimensional  structure  with two adjacent 
neighbor nodes (Fig. 2), the probabilities for each rule 
of state change are listed in Table 1. 
 

Table 1.  Transition probabilities of the one dimensional 
probabilistic cellular automaton [4]

State 
change Transition Probability

000→1 ( ) ( )21 +−− rrnrrnr PPPPP

001→1 ( ) ( ) ( ) ( )( )rarnrrrarnr PPPPPPP −+−−+− 11112

101→1 ( ) ( )( )rarrar PPPP −−− 121

010→1 ( )( )rnrrrnr PPPPP +−− 121

011→1 ( )( )( )rnrarrrarnr PPPPPPP +−+− 11

111→1 ( )( )rrarrar PPPPP −+− 121

2.2  Steady  state  analysis  with  mean  field 
approximation [4]

Let  y denote a fraction of abnormal nodes, and 
let  the  probability  of  being  abnormal  (1)  be 
approximated by  y at any nodes. Then the dynamics 
of y can be described by the equation (1) where a, b, 
and  c are  constants  determined  by  the  three 
parameters of the self-repairing network. 

 cbyay
dt
dy ++= 2

,        (1)

( ) 22
rarnr PPPa −−= ,

( ) ( )( ) ( )rarrrarnrrnr PPPPPPPPb 2112 −++−−−= ,
( ) ( )( )rnrrnr PPPPc −−−= 121

When  rarn PP > hence 0<a ,  the  steady  state 

∞y  can be calculated as follows. 

( )acbb
a

y 4
2
1 2 −−−=∞

In order for abnormal nodes eradicated,  c must be 0 
i.e. 1=rnP , for suppose otherwise normal nodes could 
have spread abnormal states. When 0=c , the following 
condition  (2)  must  be  satisfied  for  abnormal  states 
eradication,  since  the  time  derivative  dt

dy  must  be 
negative in the equation (1).

2
1≥

r

ra

P
P

(2)

2.3 Simulation Results

Although  the  mean  field  approximation  above 
suggested  parameter  conditions  for  abnormal  node 
extinction, it must be verified by computer simulation 
for the self-repairing model by a probabilistic cellular 
automaton.  To  investigate  the  dynamics  of  normal 
node  population  when  rnP  varies,  a  computer 
simulation  is  conducted  with  parameters  listed  in 
Table  2.  Fig.  4 plots  the  time evolution  of  normal 
nodes  when  rnP  varies  as  well  as  numerical 
calculation of the mean field approximation. 

Table 2. Simulation Parameters

Parameters Value
Time steps for each trial 1500
Number of trials 10
Number of nodes 400
Initial number of normal nodes 200
Pr 1.0
Prn 0.6, 0.9, 1.0
Pra 0～1(0.02)
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Fig. 4. Time evolution of the number of normal nodes when Prn 

varies (legends) 

3. Self-Repairing Network and SIS Model
3.1 An SIS model

Epidemic  models  assume  the  states  such  as  S 
(susceptible),  I  (infected),  and  R  (recovered). 
Combining  such  states  allowed,  epidemic  models 
varies from SI, SIS, and SIR. Among them, in an SIS 
model assumes that susceptible nodes will fall into the 
infected  state  with  an  infection  rate  β when  the 
neighbor nodes are infected. The infected nodes will 
be  recovered  with  a  recovery  rate  γ and  become 
susceptible state again. The SIS model can describe, 
for example, a sexually transmitted diseases; venereal 
disease gonorrhea [5].

Susceptible (S) and infected (I) state respectively 
correspond to normal (0) and abnormal (1) state in the 
self-repairing  network.  Fig.  5 shows  the  state 
transition between S(0) and I(1). 

Fig. 5. State Transition in an SIS Model. Solid arcs indicate 
repairing and dotted arcs indicate state change. Solid arcs 
indicate repairing and dotted arcs indicate state change.   

3.2  Parameter correspondence between an SIS 
model and a self-repairing network

In a random graph with a mean degree k , the 
dynamics of the fraction of infected (abnormal) nodes 
y  can be described as follows.  

( )

( ) ykyk

yyyk
dt
dy

γββ

γβ

−+−=

−−=

2

1

Thus, when rnP =1 and hence c=0 in the equation (1), 
parameters  a,  b of  a  self-repairing  network will  be 
related to the parameters of the above SIS model as 
follows. 

ka β−=

γβ −= kb
Since  we  consider  one-dimensional  cellular 
automaton for the self-repairing network,  k  could 
be evaluated as 2, and hence; 

( )
2

1 22
rar PP −

=β (3)

( )( )rrarrar PPPPP −+= 12γ (4)

3.3 Simulation Results

 To  examine  the  correspondence  between  the 
SIS Model and the self-repairing network, simulations 
are conducted with parameters listed in Table 3.  Fig. 
6 plots the number of normal nodes varying the repair 
success  rate  raP when  repaired  by  abnormal  nodes. 
The SIS model and the self-repairing network mostly 
matches, however, both models do not match with the 
numerical  solution  obtained  from  the  mean  filed 
approximation  (1),  particularly  when  raP  is  greater 
than 0.3. 
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Fig. 6.  Relation between SIS Model and Self-Repairing Model.

Table 3. Simulation Parameters

4. Conclusion

The self-repairing network involves repairing by 
mutual  copying in  a network.  Hence,  it  models not 
only abnormal state propagation (unsuccessful repair) 
but normal state propagation (successful repair). Thus, 
it  differs  from  the  epidemic  models  which  models 
only  abnormal  state  propagation  (infection),  and 
recovery is modeled as an independent event (not as 
propagation).  This  paper  shows,  in  spite  of  the 
difference,  self-repairing network can be reduced to 
an SIS model under certain conditions. 

Acknowledgements

This work was supported in  part  by Grants-in-
Aid for Scientific Research (B) 16300067, 2004. This 
work was partly supported also by the 21st Century 
COE  Program  “Intelligent  Human  Sensing”  of  the 
Ministry  of Education,  Culture,  Sports,  Science and 
Technology of Japan. 

References

[1] Dezso, Z. and Barabasi, A.-L.: Halting viruses in 
scale-free  networks,  Phys.  Rev. E  65,  055103, 
(2002)

[2] Brown, A. and Patterson, D.: Embracing Failure: 
A  Case  for  Recovery-Oriented  Computing 
(ROC),  High  Performance  Transaction  Systems 
Workshop (TTPS '01) (2001)

[3] Ishida,  Y.:  A  Critical  Phenomenon  in  a  Self-
Repair  Network  by  Mutual  Copying ， Lecture 
Notes  in  Artificial  Intelligence (LNAI  3682), 
(2005), pp.86-92

[4] Ishida,  Y.:  Complex  Systems  Paradigms  for 
Integrating Intelligent Systems, in Computational 
Intelligence  Handbook,  Berlin  &  Heidelberg, 
Springer, to appear 2007.

[5] Lajmanovich, A.and Yorke, J.A.: A deterministic 
model  for  gonorrhea  in  a  nonhomogeneous 
population,  Mathematical  Biosciences,  vol.28, 
(1976) pp.221-236

[6] Rhodes, C.J. and Anderson, R.M.: Dynamics in a 
Lattice Epidemic Model,  Phys. Rev. Lett. A, 210 
(1996) pp. 183-188

[7] Boccara, N. and Cheong, K.: Critical behaviour of 
a  probabilistic  automata network SIS model  for 
the spread of an infectious disease in a population 
of  moving  individuals,  J.  of  Physics A:  Math. 
Gen. 26 (1993) pp. 3707-3717

[8] Domany,  E.  and  Kinzel,  W.:  Equivalence  of 
cellular  automata  to  Ising  models  and  directed 
percolation，Phys. Rev. Lett. 53 (1984) pp. 311

Parameters Value
Time steps for each trial 500
Number of trials 10
Number of nodes 400
Initial number of normal nodes 200
Pr 1.0
Prn 1.0
Pra 0～1(0.02)
β ( )

2
1 22

rar PP −

γ ( )( )rrarrar PPPPP −+ 12

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 739



 

The Novel Feature Selection Algorithm for Emotion Recognition 
 
 

Ho-Duck Kim*, Young-Im Cho**, and Kwee-Bo Sim* 
* School of Electrical and Electronics Engineering, Chung-Ang University 

221, Heukseok-Dong, Dongjak-Gu, Seoul 156-756, Korea 
e-mail : kbsim@cau.ac.kr 

  
** Department of Computer Science, The University of Suwon 

San2-2, Wauri, Bongdam-eup, Hwaseoung, Gyeonggi-do, 445-743, Korea 
e-mail : ycho@suwon.ac.kr 

 
 

Abstract 
 
This paper presents an original feature selection 

method for Emotion Recognition which includes many 
original elements. Feature selection has some merit 
regarding pattern recognition performance. Thus, we 
developed a method called an ‘Interactive Feature 
Selection’ and the results (selected features) of the IFS 
were applied to an emotion recognition system (ERS), 
which was also implemented in this research. Our 
innovative feature selection method was based on a 
Reinforcement Learning Algorithm and since it required 
responses from human users, it was denoted an 
‘Interactive Feature Selection (IFS)’. By performing the 
IFS, we were able to obtain three top features and apply 
them to the ERS. Comparing those results from a 
random selection and Sequential Forward Selection 
(SFS) and Genetic Algorithm Feature Selection (GAFS), 
we verified that the top three features were better than 
the randomly selected feature set. 

 
Keywords: Reinforcement Learning, Feature selection, 

Emotion Recognition, SFS, GAFS, IFS 
 

 

1. Introduction 
 
Emotion recognition research has been typically 

attempted using four kinds of medium. They are speech, 
image, physiological signal, and gesture. EEG, ECG, 
and SC sensors are used to obtain a physiological signal 
but the signal from those sensors may be obstructed by 
electrical signals from fluorescent lamps or electric 
home appliances. This problem is the one obstacle in 
emotion recognition using a physiological signal. For an 
image, this means facial expression recognition and the 
main problem in this case is usually lighting conditions, 
which often change, or personal accessories like glasses 
which affect recognition performance. A problem of 

gesture recognition is similar to that of image 
recognition and the bigger problem is that it may not 
include much information regarding emotion. Apart 
from above the problems which these three media 
present, speech signal can send much more information 
regarding emotion. For example, talking over the 
telephone, one can recognize emotions and this shows 
the validity of speech signal for emotion recognition. 
The commonly used feature set for emotion recognition 
from speech consists of pitch, energy, formant, and 
speech rate. Some researchers select all four of the 
feature sets, others select only one, and the features are 
generally extracted statistically from the four feature 
sets. In [1], 17 features were extracted from pitch, 
energy, speech rate and so on with sex also being 
classified. In addition, In [2], 11, 40, and 13 features 
were extracted. The fact that feature set selection is not 
fixed suggests that features may or may not be relevant 
to emotion recognition. This problem will plague 
researchers in this field until exceptional results are 
obtained. For this case, there is a GA based selection 
method, Floating search method and so on which can 
somewhat reduce difficulties for researchers [3]. In [1], 
a Forward Selection (FS) method was used. In [4], a 
Sequential Forward Selection algorithm was also used 
and the best feature subset was selected out of 39 
candidate feature sets. These feature selection methods 
provided a good solution for “The curse of 
dimensionality” and contributed to the performance of 
pattern recognitions. In addition, feature selection 
methods included supervised and unsupervised cases. 
Generally, a supervised case is employed more often 
than an unsupervised case. This is due to unsupervised 
feature selection methods having a high probability of 
incorrect results for corresponding patterns regarding 
perceived speech [5]. We propose a method using 
reinforcement learning taking advantage of both the 
supervised and unsupervised method, which can 
alleviate the shortcomings of both methods. Researches 
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of the reinforcement learning have been proceeded 
using many methods, i.e. Dynamic programming, 
Monte Carlo method, TD method, Q learning etc. 
proposed by Sutton and Barto. Since there is such a 
variety of methods and the main elements such as 
“state”, “action” and “reward” may be freely defined 
and implemented by a developer, this method is thought 
to be a very important one for machine learning 
techniques[7]. In this study, we propose a method which 
selects feature sets by calculating rewards received 
when an action is performed in a state. In particular, this 
method does not only calculate the frequency of 
emotion transit but also the sum of the rewards for the 
evaluation of a feature selection. Therefore, this method 
has the advantage that the more frequently it contacts a 
user, the better its performance becomes.  
The outline of the paper is as follows, In Section 2, it 

explains the emotion recognition method and Section 3 
explains the proposed algorithm. The Section 4 shows a 
simulation and result of using the proposed algorithm. 
The Section 5 concludes and shows future works. 
 

 
2. Emotion Recognition Method 

 
This paper addresses emotion recognition by 

extracting features of speech. The emotion recognition 
with speech is largely divided into cases using acoustic 
information and language or discourse information. The 
former is a method that uses some feature sets such as 
pitch, formant, speech rate, timbre, etc. and the latter 
uses the meaning of a word. That is, whether the word is 
positive or negative to whether it represents a happy or 
sad state. The process of emotion recognition consists of 
collecting emotional speech, the acoustic analysis, 
implementing DB, feature set extraction and such 
features are trained and classified with emotions using a 
pattern classification method. 

We used an artificial neural network for pattern 
classification, which commonly performs well and is 
robust to a signal with noise. It has been the most 
popular method to use in the pattern recognition field.  

This method commonly uses a Back Propagation 
Algorithm for tuning network parameters. In this study, 
we fixed the setting to ANN as follows, The number of 
Input Units and Hidden Units and Output Units and 
Learning rate and Tolerance and Sigmoid function are 
3~5 and 11 and 2 and 0.003 and 0.25 and 31 / (1 ) ,xe −+  
respectively. 

 

3. The Interactive Feature Selection Algorithm 
 
Typically, researchers in the emotion recognition use 

various feature sets. Some researchers looked into the 
relation between acoustic analysis and emotion and used 
the feature sets based on that relation. However, because 
this method is subjective, it may easily lead to local 
minima. For this reason, recent studies consider a 
feature selection method for finding small superior 
features (4~10) out of as many as 30 to 90 features. 
Most researchers do not use all features because they 
cannot confirm whether they are valid or not and noises 
with every features may deteriorate. Therefore, feature 
selection methods are popular in the pattern 
classification field [5]. In the former, a feature subset is 
selected independently of the learning method that will 
use it. In the latter, a feature subset is selected using an 
evaluation function based on the same learning 
algorithm that will consider this subset of features.   

Although wrapper approaches have been shown to 
perform better, they can be rather time-consuming and it 
is sometimes infeasible to use them [5]. For this reason, 
the proposed algorithm tries to combine the 
characteristics of both the wrapper and filtering.  

 

3.1 Reinforcement Learning Algorithm. 
Reinforcement learning consists of an agent and 

environment and is a learning method that leads the 
agent to perform a target action for a user. The process 
of learning is as follows, given an environment, an 
agent firstly performs an action and the agent receives a 
reward for the action from the environment. At that time, 
each time step is denoted as t, an environment state 
which the agent may be include is denoted as ts S∈  
(S is a set of possible environments) and an action is 
denoted as ( ) ( ( )t t ta A s A s∈ is a set of possible actions in 

a state). A reward for an action is denoted as tr  and 

when an episode has been completed, the tr  is 
expressed as the following equation.  

0
1

T
k

t t
k

R r kγ
=

= + +∑                     (1) 

Where γ is a discount coefficient in the above equation 
and does not make the sum of rewards an infinity in the 
case of being defined as t =∞ . In addition, if the 
discount coefficient is zero, it means that only the 
current reward value is admitted. That is, we can give 
the weight to a future value differently according to the 
discount coefficient. Finally, reinforcement learning is a 
method that determines a policy to maximize the eq. 1. 
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3.2 Sequential Forward Selection Algorithm 
Sequential Forward Selection (SFS) is the simplest 

greedy search algorithm. In this paper, we will briefly 
explain this algorithm. Fig. 1(a) shows the algorithm. 
Starting from the empty set, sequentially add the feature 

x+ that results in the highest objective function 
( )kJ Y x++  when combined with the feature kY that has 

already been selected. 
 

3.3 Genetic Algorithm Feature Selection Algorithm 
The Genetic Algorithm is popular method for finding 

an optimized solution. This algorithm has also good 
performance to the problems like nonlinear problems, 
which are hard to be solved by using the classic 
optimization techniques. 

The problem we are treating is also a nonlinear 
problem, and thus we think this problem may be solved 
by Genetic Algorithm (Fig. 1(b)). So, we tried to search 
good feature set using the Simple Genetic Algorithm.  

 

   
(a) SFS Algorithm       (b) GAFS algorithm 

 
Fig. 1. SFS and GAFS algorithm 

 

3.4 Interactive Feature Selection Algorithm 
The Interactive Feature Selection (IFS) algorithm we 

are proposing is an algorithm based on reinforcement 
learning. Specially, popular algorithms such as SFS, 
SBS and so on, are deductive algorithms but our 
proposed algorithm is inductive. Also, these feature 
selection algorithms are based on the rationale of 
correlation and information-theoretic measures. 
Correlation is based on the rationale that good feature 
subsets contain features highly correlated with a class, 
yet are uncorrelated with each other. The IFS is also 
based on the correlation concept. Moreover, the feature 
selection algorithms consist of a search strategy and an 
evaluation by objective function but the conventional 
methods are incompetent in the search strategy part.  

Fig. 2 shows an IFS process. We assume that an 

emotion recognition system that includes this algorithm 
will be applied to a home robot or appliance. Due to this 
characteristic, this algorithm is a user adaptive system 
that can efficiently solve a problem and the more a user 
is in contact with this system, the better it will perform. 

 

 
Fig. 2. IFS Algorithm 

 

 
Fig. 3. IFS example 

 
Fig. 3 shows an example of the IFS algorithm and is 

based on the fig. 2. First, this algorithm starts with a full 
feature set and when a new feature set and an emotion 
identifier is inputted, it assigns a +1 or -1 to the “return 
sign”(if an old emotion ID equals a new emotion ID 
then +1, Otherwise -1). Thereafter, the product of 
“return sign” and the difference of each feature is stored 
in an array “Point storage”. This iteration is repeated for 
one episode (user can arbitrarily define an episode). 
After the episode, the feature set that was selected first 
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is applied to an objective function(Pattern Classification 
System) and the evaluation result is stored. If the next 
evaluation result is worse than the previous, the worst 
feature of the selected feature set will be replaced with 
the best feature among those that were not selected (step 
6 in fig. 3. 

 
 
4. Experimental Results  

 
We applied 11 original features to the IFS simulator; 

Pitch features (max, min, mean, median, crossing rate, 
increasing rate), Loudness; Intensity (max, min, mean), 
Sect. No and Speech rate. This program was made only 
for an IFS and the results from this program were 
applied to the Emotion Recognition System using ANN. 
That is, the feature set applied to ERS was the features 
previously outputted by IFS and then the emotion 
recognition experiment was performed. Classification 
was attempted using four methods. 

We can see that the IFS system searched for better 
results and improved gradually. In the algorithm, 
because the searching work was performed again when 
the new evaluation result was worse than the previous 
one, there was some range in the steady state. 

Fig. 4 is comparison graph of four methods (IFS, SFS, 
GAFS and random selection) with the changed feature 
no. As expected, random selection performed poorly but 
IFS and SFS and GAFS similarly performed better. In 
the IFS and SFS and GAFS case, the results show a 
subtle distinction but the IFS with features 1, 2 and 3 
was better. However, with features 4 and 5, SFS showed 
better results. 
 

 
Fig. 4. Emotion Classification Rate Comparison 

 
 

5. Conclusions  
 
This paper presents a solution to feature selection 

when there is an emotion recognition problem. The 
solution called the IFS performed as well as an SFS. In 
particular, it is reinforcement based learning and 

supplements the role of search strategy in the feature 
selection process. Using the IFS simulator, we found 
some of the best features and used them in the emotion 
recognition experiment and results were compared to 
those of SFS and Random selection. Performance was 
slightly better than SFS. However, IFS has some 
disadvantages. If the amount of training data is too 
small, selection results may be not good. SFS does not 
require much training data. It is also sufficient that 
training data be only one set. If an objective function is 
clear, SFS will be adequate. However, in the case of 
emotion recognition, SFS may not perform as well as it 
had. In this case, the correlation-based method like the 
IFS will be better. 
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ABSTRACT 
Realization of spontaneous speech synthesis is a one of 
recently focused research purposes. In previous research, 
authors reported about a trial to apply concatenative 
speech synthesis to spontaneous speech, especially, some 
evaluations of unit selection performance in 
concatenative speech synthesis. From these results, we 
obtained the limit of the conventional method. In this 
paper, TD-PSOLA is introduced to obtain the synthetic 
speech improving about spectral and prosodic 
discontinuity which causes degradation of intelligibility. 
As the result, intelligibility score of synthetic speech has 
been improved by 4%.  

Keywords: Spontaneous speech synthesis, Concatenative 
speech synthesis, Unit selection, Intelligibility, TD-
PSOLA 

1    INTRODUCTION 

Techniques about spontaneous speech processing are a 
one of recently focused research areas, and are expected 
to apply to machines that used for our life such as robots. 
Corpora of Japanese spontaneous speech have 
constructed in Japan these days [1][2] . The realization of 
spontaneous speech synthesis is the one of these purposes. 
Akagawa et al have investigated about the possibility to 
realize HMM-based spontaneous speech synthesis [3]. As 
same purpose, authors have tried to apply concatenative 
speech synthesis to spontaneous speech, and have 
obtained 77.4% of sentence intelligibility (94.2% in case 
of natural speech) from the evaluation experiment about 
spontaneous synthetic speech by concatenative speech 
synthesis with about 100-minutes speech corpus [4]. 
Discontinuity between adjacent speech wave segments is 
a one of the reasons of this degradation about 
intelligibility. In this paper, author introduces TD-
PSOLA as post processing of concatenative speech 
synthesis for intelligibility improvement.  

1.1    Concatenative speech synthesis 

Concatenative speech synthesis is the method that 
makes speech sound well-keeping naturalness and voice 
quality of a speaker by introducing large speech corpus 
[5]. Speech corpus for this method accumulates various 
speech wave segments of a speaker and their features. 

Processing flow of this method for reading speech 
synthesis is shown in Fig. 1. The target feature generation 
part makes a series of appropriate target prosodic features 
from parsed input text information. According to these 
target feature series, the unit selection part chooses the 
most preferable wave segment series from the corpus. 
Output synthetic speech is made by connecting these 
wave segments, thus, is recycling of a speaker’s natural 
voices.  

 
Fig.1: Processing flow of concatenative Text-to-Speech 

synthesis 

In unit selection, quality degradation of a synthetic 
speech is expressed as two kinds of costs shown in Fig.2.  

 
Fig.2: Cost calculation in unit selection 

The target cost which expresses the quality 
degradation caused by the difference between i-th 
candidate unit ui and i-th target ti is defined as the norm 
of vector of sub-costs as follows 

� �¦
 

 
tgtN

j
iitgtiitgt tujSCtuC

1

2),,(),( , (1) 

where Ntgt is the number of sub-costs (Ntgt = 3 in this 
paper: difference of F0, difference of duration and 

ti ti+1 ti-1 

ui ui+1 ui-1 

Target cost (equ.(1)) 

Concatenative cost (equ.(2)) 

Targets 

Units 

Input Text 

Text Analysis 

Target Feature Generation 

Unit Selection 

Wave Concatenation 

Synthetic Speech 

Speech Corpus 
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difference of power). SCtgt means the j-th sub-cost 
function that is calculated according to the weighted 
distance between a feature of candidate unit and a feature 
of target.  

The concatenative cost that expresses the difference 
between two candidate units which are stuck mutually is 
defined as 

� �¦
 

��  
conN

j
iiconiicon uujSCuuC

1

2
11 ),,(),( , (2) 

where Ncon is the number of sub-costs (Ncon = 3 in this 
paper: F0, power and MFCC). SCcon is the j-th sub-cost 
function that is calculated as the weighted distance about 
prosodic features (F0 and power) and phonetic features 
(MFCC) on the boundary.  

These costs are integrated by follows 

2
1

2
,1 ),()(),,( �� � iiconiitgtiii uuCtuCtuuC . (3) 

When a target series are given as )(1 Mtt L , the series of u 
which have the minimum value of the sum of equ. (3) are 
the most preferable. This series of u is searched through 
the corpus by using Viterbi algorithm.  

Authors applied concatenative speech synthesis to 
spontaneous speech in the previous research, and 
obtained 77.4% of sentence intelligibility (94.2% in case 
of natural speech). One of the reasons of this degradation 
is the discontinuity of adjacent speech wave segments. In 
this paper, TD-PSOLA (described later) is introduced as 
post processing to connect each segment smoothly. Fig. 3 
shows the processing flow for performance evaluation in 
this paper. The target features are extracted from input 
natural speech (it is assumed that they are ideal features 
obtained by perfect target feature generation in Fig. 1). 
Prosody of each selected wave segment is modified by 
TD-PSOLA to the same as target prosody.  

 
Fig.3: Processing flow of synthetic speech generation for 

performance evaluation of unit selection and post 
processing  

1.2    TD-PSOLA 

Time Domain Pitch Synchronous Overlap Add (TD-
PSOLA) is a one of the techniques that modifies speech 

prosody [6]. Prosodic modification by TD-PSOLA is 
done according to the following procedures: 

1. Each glottal closure position is marked on source 
speech waveform (giving the pitch mark to source 
speech waveform).  

2. Each pitch waveform is cut out from source 
speech waveform with the window function 
corresponding pitch interval. The window function 
used in this paper is the hanning window whose 
length of the left side and the right side of the 
window are set to the same as the preceding and 
the following pitch mark intervals.  

3. Each pitch waveform is placed to the nearest 
target pitch mark position.  

4. Target speech waveform is obtained by adding 
each pitch waveform.  

Fig. 4 and Fig. 5 depict the procedure which modifies F0 
of speech. If F0 is lowered, the target pitch mark interval 
is wider than the source pitch mark interval, hence some 
pitch waves are deleted (Fig. 4). Oppositely, if F0 is 
raised, the target pitch mark interval is narrower than the 
source pitch mark interval, and some pitch waves are 
used two or more times (Fig. 5).  

 

Fig.4: Pitch modification (F0 is lowered) 

 

Fig.5: Pitch modification (F0 is raised) 

TD-PSOLA is simple processing and can modify 
speech prosody directly in time domain. If source pitch 
interval and target pitch interval are same, source 
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waveform can be kept exactly. By introducing TD-
PSOLA as post processing of unit selection, prosody of 
each selected wave segment can be corrected to the target 
prosody. This also means that the prosodic sub-costs 
become comparatively not important if TD-PSOLA is 
used. Thus, it is expected that the spectral discontinuity 
between adjacent speech wave segments also can be 
decreased by increasing the weight of sub-costs about 
spectral continuity, or by decreasing the weight of sub-
costs about prosodic features.  

2    CORPUS SPECIFICATION 

This section is described about the spontaneous speech 
corpus which we constructed to use for concatenative 
spontaneous speech synthesis.  

2.1    Recording conditions 

We employed two female professional narrators to collect 
their conversation. To record each conversation voice 
without mixing of the other’s voice, the soundproof 
chamber and recording equipments settings are used 
(depicted in Fig. 6). The chamber has divided into two 
sub-rooms by soundproof wall with window. Each 
narrator put on the headphone and the lavalier 
microphone while spontaneous speech recording. Their 
voices were recorded by the digital recorder separately 
and sent to the other’s headphone through the mixer. The 
recording equipments are shown in Table 1.  

 

Fig.6: Soundproof chamber for conversation recording 

Table 1: Recording equipments and conditions 

Microphones SONY ECM-77B 
Recorder marantz PMD670 
Mixer MACKIE 1202-VLZ Pro 
Sampling frequency 48 kHz 
Quantizing bit 16 bit 

 
We recorded for three days and collected the 

spontaneous speech wave of about 140 minutes. From 
these data set, in this time, one speaker’s voice was 
picked up and made into the corpus of about 100 minutes 
(including pause time) describing in the following 
subsection.  

2.2    Corpus construction 

The procedure that the recorded data is made into the 
corpus is the following.  

2.2.1    Speech wave division 

The recorded data was divided by sentences (it is difficult 
to define the sentence. One segment placed between 
silences is considered to be the sentence in this paper. ).  

As the result of this operation, 3004 speech files were 
obtained. 

2.2.2    Utterance text dictation 

The pronunciation of utterance of each speech wave file 
is dictated to text file with “hiragana (Japanese 
syllabary)”. Conversation speech contains not only 
accurate pronunciation but also imprecise articulation, 
laugh, filler, disfluency and so on. Although these 
phenomena have an important role for composing natural 
communication, it is difficult to control them by a 
computer. A method having the possibility to solve this 
problem is to introduce some label set (e.g. speech act 
labels) [7] and develop a new unit selection technique 
which uses them. However in this paper, these label set 
were not used and all of utterances were described with 
“hiragana” phonologically as much as possible to 
examine the performance of the conventional speech unit 
selection.  

2.2.3    Phoneme segmentation 

Each speech wave is furthermore divided into phoneme 
segments. This operation was done by the Julian-
segmentation-kit  included in the Julius: an open-source 
continuous speech recognition software based on Hidden 
Markov Model [8]. Speech wave file, phoneme utterance 
text and acoustic model are necessary for this kit 
performing. Speech file must be down-sampled to 16 kHz. 
Phoneme utterance text is made from above-mentioned 
“hiragana” utterance text by the Perl script. Finally, the 
acoustic model for female speakers is used.  

2.2.4    Feature extraction 

Unit selection of concatenative speech synthesis needs 
some features (F0, Power and MFCC) to estimate the 
distortion degree between speech wave units. F0 and 
power are extracted by the free software snack sound 
toolkit [9]. This toolkit has two methods of F0 extraction. 
We selected the one that is equal to the get_f0 command 
included in the toolkit ESPS/waves+ by Entropic Inc. 
Speech waves were pre-emphasized ( 97.0 D ) for 
power extraction. MFCC is extracted by the tool (called 
wav2mfcc) provided by the Julius.  
 
 

window 

recorder 
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The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 746



3    EVALUATION 

To examine the quality of spontaneous synthetic speech, 
author has a subjective evaluation experiment.  Ten 
sentences were prepared at random. Four subjects 
listened synthetic speech with a headphone in an office 
(not in a soundproof chamber), and told what they said. 
Two types of answers were requested to subjects: (a) the 
answer when they listened to a synthetic speech one times 
and (b) the answer when they listened to it again several 
times (the number of listening times are unrestricted). 
Sentence intelligibility is calculated as follows: 

[%]  100
1

¦
 

 
sN

i i

i

s P
CP

N
SI , (4) 

where Ns, Pi and CPi are the number of subjects (Ns = 4 in 
this paper), the number of phonemes of synthetic 
sentences for i-th subject, and the number of correct 
phonemes included in the answer sentences of i-th subject 
respectively.  

The result is shown in Table 2. The result of 
synthetic speech by only the unit selection (post 
processing has not used) and the result of natural speech 
are also shown for comparison. Although the result of 
synthetic speech with using TD-PSOLA is lower than the 
result of natural speech, it is higher than the conventional. 
That is, TD-PSOLA improved the intelligibility of the 
conventional synthetic speech (+4% for type (a) and 
+5.8% for type (b)).  

Table 2: Sentence intelligibility (number of listening 
times are (a) once and (b) unrestricted) 

Sentence intelligibility [%] Kind of speech (a) (b) 
Unit selection 62.9 77.4 
Unit selection 
 + TD-PSOLA 66.9 83.2 

Natural speech 92.6 94.2 
 

On the other hand, deteriorated synthetic speech by 
the proposal method was observed. It is thought that big 
modification to the prosody is a one of causes of the 
quality degradation. There are future works as follows: 
(a) employment of the sub-cost function corresponding to 
degree of prosodic modification, (b) comparison with 
other speech waveform modification method.  

4    CONCLUSION 

In this paper, TD-PSOLA is introduced as post 
processing of spontaneous concatenative speech synthesis 
to obtain the synthetic speech decreasing spectral and 
prosodic discontinuity which causes degradation of 
intelligibility. From the subjective evaluation experiment, 
intelligibility of synthetic speech has been improved +4% 
when once listening and +5.8% when listening time is 

unrestricted. As future work, (a) employment of the sub-
cost function considering about degradation caused by 
prosodic modification, (b) comparison with other speech 
waveform modification method. 
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Abstract
This paper introduces a fuzzy Kalman filter based

approach for mapping robot environments. Takagi-
Sugeno fuzzy models for nonlinear system are adopted
to represent the vehicle and landmarks state equa-
tions. The complete system of the vehicle and land-
marks model is decomposed into several linear models.
Using the Kalman filter theory, each local model is fil-
tered to find the local estimates. The linear combina-
tion of these local estimates gives the global estimate
for the complete system. This estimator is simulated
using Matlab for the vehicle-landmark system and re-
sults prove that the new approach can accurately map
the environment.

1 Introduction

Simulataneous localization and map building
(SLAM) has been a long term study in the autonomous
vehicle research community. The ability to place an
autonomous vehicle at an unknown location in an un-
known environment and then have building a map,
using only relative observations of the environment
and moreover to use this map simultaneously to nav-
igate would indeed make such a robot “autonomous.”
Thus the main advantage of SLAM is that it elim-
inates the need for artificial infrastructure or a pri-
ori topological knowledge of the environment. A so-
lution to the SLAM problem would be inestimable
value in a range of application where absolute posi-
tion or precise map information is unobtainable, in-
cluding amongst others, autonomous planetary explo-
ration, subsea autonomous vehicles, autonomous air-
borne vehicles, and autonomous all-terrain vehicles in
tasks such as a mining and construction.

The solution to the SLAM problem is the estima-
tion of vehicle and landmarks states. How accurately
these states are estimated depends on the estimator.

Estimation of an unknown variable distorted by noise
can be challenged by probabilistic approaches to give a
resonable estimation. In SLAM problem, Kalman fil-
teting of the state estimates is widely used due to its
popularity as it directly provides both a recursive so-
lution to the navigation problem and a means of com-
puting consistent estimates for the uncertainity in the
vehicle and landmark locations on the basis of statis-
tical models for vehicle motion and relative landmark
locations. Extended Kalman filter (EKF) has been
identified as a very good state estimator for the SLAM
problem because it gives very accurate solution to the
SLAM. A good EKF algorithm for the SLAM problem
has been demostrated by Dissanayake et al. [1].

In the history of nonlinear control systems, fuzzy
logic control has played a major role in controlling
nonlinear systems. Fuzzy logic has been a promising
control tool for the nonlinear systems. Fuzzy state
estimation is a topic that has receieved very little at-
tention. Fuzzy Kalman filtering [2] is a recently pro-
posed method to extend Kalman filter to the case
where the linear system parameters are fuzzy variables
withing intervals. As a solution to fuzzy state esti-
mation, Takagi-Sugeno (T-S) fuzzy model based on
observation for nonlinear systems has been illustrated
in [3]. As the first step of finding full fuzzy Kalman
filter algorithm for the SLAM problem, we here intro-
duce feature based mapping of the robot environment
using the fuzzy Kalman filter algorithm presented in
[3]. Simulation results show that the new approach to
mapping with fuzzy logic gives accuarate state estima-
tion with less computational complexity compared to
the EKF approach.

Section 2 presents the T-S fuzzy model for nonlinear
system and the state estimation. Section 3 presents
the state estimator for each local system in T-S model.
Section 4 illustrates feature based mapping for vehicle-
landmarks system and offers some simulation results
and Section 5 mentions some concluding remarks.
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2 Kalman Filtering for Nonlinear Sys-
tems Presented by Takagi-Sugeno
Fuzzy Model

Nonlinear systems can be approximated as locally
linear systems in much the same way that nonlinear
functions can be approximated as piecewise linear
functions. Nonlinear systems can be represented by
fuzzy linear models of the following form

if z1[k] is Fi1 and...and zg[k] is Fig then

x[k + 1] = Aix[k] + Biu[k] + Giw[k]
y[k] = Cix[k] + v[k] (i = 1, ..., L) (1)

This is referred to as a Takagi-Sugeno fuzzy model.
The zj are premise variables, k is the time index, Fij

are fuzzy sets, x[k] ∈ Rn is the state vector, u[k] ∈ Rm

is the deterministic input, w[k] is the process noise,
y[k] ∈ Rr is the measured output, and v[k] is the
measurement noise. The dynamic behavior of the xi[k]
and yi[k] signals is presented as follows:

xi[k + 1] = Aixi[k] + hi(z[k])Biu[k] + hi(z[k])Giw[k]

yi[k] = Cixi[k] + hi(z[k])v[k] (i = 1, ..., L) (2)

Complete proof of Eq. (2) can be found in [3]. Sup-
pose we are given an n-dimentional linear discrete time
system of the form:

x[k + 1] = Ax[k] + h[k]Bu[k] + h[k]Gw[k]
y[k] = Cx[k] + h[k]v[k] (3)

where the scalar h[k] ∈ [0, 1], the process noise w[k]
is white with PSD Sw, the measurment noise v[k] is
white with PSD Sv, and the process noise and mea-
surement noise are uncorrelated. Although the A,
B and C matrices are constant, the system is time-
varying because of the time-varying scalar h[k]. If the
premise variables are functions of the state or control,
then the system is also nonlinear because h[k] is a func-
tion of the state or control. The state x of the system
can be estimated by the Kalman filter, which can be
derived by assuming a recursive estimator of the form:

x̂+[k] = M [k]x̂−[k] + K[k]y[k]
x̂−[k + 1] = Ax̂+[k] + h[k]Bu[k] (4)

M [k] and K[k] are related by M [k] = I − K[k]C.
If h[k] is independent of x, it can be shown that the
covariance is propagated as follows:

P+[k] = (I − K[k]C)P−[k](I − K[k]C)T

+h2[k]K[k]SvKT[k] (5)

We can find the optimal value of K[k] by taking the
partial derivative of the trace of P+[k] with respect to
K[k] and setting it equal to zero, which gives:

(K[k]C − I)P−[k]CT + h2[k]K[k]Sv = 0 (6)

3 A State Estimator for the T-S Fuzzy
Model

The steady state Kalman filter presented in the pre-
ceding section can be used to estimate the states of
each of the L dynamic systems given in Eq. (2). This
will give us L local steady state estimated as follows:

P−
i [k + 1] = Ai(P−

i [k]−Ki[k]CiP
−
i [k])AT

i + GiSwGT

i

Ki[k] = P−
i [k]CT

i (CiP
−
i [k]CT

i + Sv)−1

x̂+

i [k] = (I − Ki[k]Ci)x̂
−
i [k] + Ki[k]yi[k]

x̂−
i [k+1] = Aix̂

+

i [k]+hi[k]Biu[k] (i = 1, ..., L) (7)

Note that Sw and Sv in the above quations can
be repleced with (1/3)Sv and (1/3)Sw respectively
for E(h2[k]) = 1/3. Since we know that x[k] =∑L

i=1
xi[k], we can combine the local state estimates

in Eq. (7) to estimate the state of the T-S fuzzy model
(Eq. (1)) as:

x̂[k] =
L∑

i=1

x̂i[k] (8)

4 Illustration of Feature Based Map-
ping using Fuzzy Kalman Filter

In the following, the vehicle state is defined by xv =
[x, y]T where x and y are the coordinates of the center
of the rear axel of the vehicle with respect to some
global coordinate frame. The landmarks are modeled
as point landmarks and represented by a cartesian pair
xf = [xi, yi]T, i = 1, ..., N . Both vehicle and landmark
states are registered in the same frame of reference.

1) The Process Model: Figure 1 shows a schematic
diagram of the vehicle in the process of observing a
landmark. The following kinematic equations can be
used to predict the vehicle state from the orientation
of the vehicle φ and velocity input V :

ẋ = V cos(φ)
ẏ = V sin(φ) (9)
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Pi(xi, yi)

(x, y)

θi

φ

Global Reference Frame

ri

Figure 1: Vehicle and observation kinematics

Eq. (9) can be used to obtain a discrete-time vehicle
process model in the form
[

x(k + 1)
y(k + 1)

]
=
[

x(k) + ∆TV (k)cos(φ(k))
y(k) + ∆TV (k)sin(φ(k))

]
+ w[k]

(10)
The landmarks in the environment are assumed to be
stationary point targets. The landmark process model
is thus [

xi(k + 1)
yi(k + 1)

]
=
[

xi(k)
yi(k)

]
(11)

for all landmarks i = 1, ..., N . Eq. (10) together with
Eq. (11) defines the state transition matrix for the
vehicle-landmarks system.
2) The Observation Model: In general, the range ri(k)
and the bearing θi(k) to a landmark i are recorded
by the range and bearing sensors. In this illustra-
tion, it is assumed that sensor data are processed
to give the horizontal xvf (k) and vertical yvf (k) dis-
tances between the vehicle position and a landmark
position in the same reference frame as the observa-
tions. The range measurements and bearing measur-
ments are taken from the center of rear vehicle axis
where the vehicle position (x, y) is taken. Refering
to Fig. 1 and the above description, the observation
model for a specific landmark can be formulated as

xvf (k) = xi(k) − x(k) + vx(k)
yvf (k) = yi(k) − y(k) + vy(k) (12)

where vx and vy are the noise sequences associated
with the xvf and yvf respectively and assumed to be
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Figure 2: Vehicle-landmarks membership functions

equal.
3) Estimation Process: Fuzzy Kalman filter described
in Sections 3 and 4 is employed to generate the esti-
mates for the fuzzy dynamic models given in Eq. (2).

4.1 Simulation Results

In this section, we are going to show the simulation
results for the feature based mapping for the system
composite of Eqs. (10), (11) and (12) while assuming
the inital estimate and covariance to start estimation
process. The process model given by Eqs. (10) and
(11), and the observation model given by Eq. (12) can
be used to formulate the dynamic system as follows:

x[k + 1] = x[k] +




∆T cos(φ(k))
∆T sin(φ(k))

0
0


V (k) + w[k]

y[k] =
[

−1 0 1 0
0 −1 0 1

]
x[k] + v[k] (13)

where ∆T is the sample time. w[k] and v[k] are the
process and observation noise respectively. Now con-
sider the following two subsystems.
The first system is as follows:

x1[k + 1] = x1[k] + h1




∆T
cos(φ(k))

0
0
0


V (k) + h1w[k]

y
1
[k] =

[
−1 0 1 0
0 0 0 0

]
x1[k] + h1v[k] (14)
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Figure 3: Evolution of map over time

where h1 = cos2(φ(k)) is the membership function for
the first subsystem. The second subsystem system is
given as:

x2[k + 1] = x2[k] + h2




0
∆T

sin(φ(k))

0
0


V (k) + h2w[k]

y
2
[k] =

[
0 0 0 0
0 −1 0 1

]
x2[k] + h2v[k] (15)

where h2 = sin2(φ(k)) is the membership function for
the second subsystem. Membership grade functions
are shown in Fig. 2. It can be seen that h1 + h2 = 1
and the combination of these two subsystems results in
the dynamic system model shown in Eq. (13). The two
local state vectors of each subsystem are in the form
of the two local state vectors given by Eq. (2) and are
estimated according to the Eq. (7) and are combined
according to the Eq. (8) to obtain the global state es-
timate. The system and Kalman filter equations were
simulated using Matlab. An enivornment with 6 arbi-
trarily placed landmarks was simulated with a given
vehicle trajectory. Landmark location states were up-
dated using Kalman filter equations for 600 times.
Sumulation results are depicted in Figs. 3 and 4. Fig-
ure 3 shows the evolution of the map over the time. It
can be seen that error ellipses are getting converged to
the acutal landmark locations as the map of the land-
mark locations is being build when the vehicle nav-
igates through the enviroment. Figure 4 shows that
the errors in each landmark state decrease over time
and reach the minimum value 0. The above mentioned
results indicate that the newly presented method for
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Figure 4: Landmark state estimation errors

map building performs well and provides state esti-
mates that converge to zero.

5 Conclusion

We have proposed a new approach to state estima-
tion based on Takagi-Sugeno nonlinear fuzzy model.
Kalman filter state estimator was modified to give
a fuzzy Kalman filter. Kalman filter state estima-
tor equations were designed for each of the local sys-
tems of the T-S model and local filters were combined
to obtain the global estimator. We showed that the
proposed estimator minimizes the expected value of
the estimation error and converges to zero over time.
Simulation results have been presented for a nonlinear
vehicle-landmark system, showing the effectiveness of
this scheme of state estimation.
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Abstract

Humans have two distinct features with compared
to any other living being; unique physical nature and
emotions / feelings. Anybody who studies on humans
or trying to construct human like machines should con-
sider these two vital facts. When robots are interacting
with humans and other objects, they certainly have a
safe distance between them and the object. But how
can this distance be optimized when interacting with
humans? Will there be any advantages over achiev-
ing this? Will it help to improve the condition of
robots? Can it be a mere constant distance? How
will the humans react? In order to ‘humanize’ robots,
they (robots) should also have certain understating of
such emotions that we, humans have. In this research
project, authors are trying to ‘teach’ one such human
understanding, commonly known as ‘personal space’
to autonomous mobile robots.

1 Introduction

As Simmons et al. [1] describe, recent research in
mobile robot navigation has utilized autonomous mo-
bile robots in service fields. To operate them in an
environment with people, it requires more than just
localization and navigation. The robots should rec-
ognize and act according to human social behavior to
share the resources without conflict [2].

The comfort level of the humans for which the robot
is working will be very important if the robot is to do
its job effectively. But very little work has been per-
formed in trying to understand how people would inter-
act with a robot, how to make them comfortable, ways
for robots to indicate their feelings, etc. to analyze the

aesthetic qualities of the robots behavior patterns [2].

1.1 Distance from the robot to the vicin-
ity

Usually there is a ‘space gap’ between the robot
to the near by. As Stentz [3] and many others had
mentioned, this was just a constant of space. This
mechanism was quite acceptable for the systems such
as transporting, surveillance and monitoring, etc. In
other words, such kind of safe distance was good for
non-human interacting purposes. Can the same be ap-
plied for human interaction? Although it will give some
results, it will not enhance or optimize the real require-
ment in need, i.e. to build up harmonious relationship
with humans.

1.2 Nakauchi model

When Nakauchi and Simmons [2] studied about per-
sonal space and applied it to moving robots, it was
some improvement over the ‘blind’ safe distant. In
their mechanism, Nakauchi and Simmons had experi-
mented using human subjects for ‘correct distance’ or
‘personal space’ in order to have pleasant feeling to-
wards the two interacting parties.

1.3 Walters experiments

Another set of experiments were conducted by Wal-
ters et al. [4] to find the personal space zones, initial
distances between robot and humans, etc. They also
tried to compare human-robot interpersonal distances
with that of the human-human interpersonal distances
as described by Hall [5]. According to Hall, the gener-
ally recognized personal space zones between humans
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Table 1: Personal space zones.
Zone Range (m) Interaction

Intimate 0 – 0.15 Loved ones
Close 0.15 – 0.45 Close friends

Personal 0.45 – 1.20 Friends
Social 1.2 – 3.60 Strangers
Public 3.60 + Public

are well known and are summarized (for Northern Eu-
ropeans) in Table 1.

2 Variation of Personal Space

Although it is possible to find a personal space for
a specific instance of environment, it is highly volatile
depending on the two interaction parties and not def-
initely a constant. As Walters et al. [4] suggested,
different robot social models, perhaps with very dif-
ferent initial personalities, may be more acceptable to
different users. For example, adjustments of social dis-
tances according to a user’s personality trait will be a
promising direction.

ANFISANFIS

Appearance (A)Appearance (A)

Familiarity (F)Familiarity (F)

Height (A)Height (A)

Personal

Space (PS)

Personal

Space (PS)

Figure 1: APS ANFIS block diagram.

The personal space at any given instance varies de-
pending on cultural norms and on the task being per-
formed. Appearance, familiarity, gender, age, height
of the bodies, etc. were considered to be important.
Height, appearance and familiarity were considered (as
the initial stage for simplicity) to generate an active
personal space (APS) determination system and the
block diagram is shown in Figure 1.

3 ANFIS for Personal Space Determi-
nation

Adaptive Neural Fuzzy Inference System or simply
ANFIS can be used as a basis for constructing a set of

fuzzy if-then rules with appropriate membership func-
tions to generate the desired input-output combina-
tion. It is especially useful when needed to apply a
fuzzy inference to already collected input-output data
pairs for model building, model following, etc. where
there are no predetermined model structures based on
characteristics of variables in the system.

3.1 Gathering data

Considering the procedure as Nakauchi and Sim-
mons [2] or the Walters et al. [4] to obtain a sense of
personal space for robot / human interaction, a similar
experimental condition was constructed. Here a robot
(or a model) is kept at the end of a scaled line in a
room and a human is asked to move closer to it.
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Figure 2: Input data sets (for training, checking and
testing) to the APS ANFIS.

3.2 Experimental procedure

As the experiment proceeds, one human subject is
instructed to move towards the robots as if he needs to
talk with it. The human subject is asked to be along
the scaled line and look at the robot face and move
closer to it until he feels safe enough to make conver-
sation with it. In the mean time the robotic model was
positioned so as to make its face towards the human
subject. During the whole time of the experiment, the
robot did not do anything and the human subject did
all the active tasks of walking, thinking, etc. The dis-
tance between the two parties was obtained by using
a camera or by direct human observer (who reached
the two parties once they got stabilized). The human
subject had no previous experience with the robot and
the authors wanted the human subjects to be curious
as well as cautioned about the robot that they are go-
ing to meet. In other wards human subjects had no
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idea what kind of robotic system that they are going
to face with or any capabilities that it possesses until
they meet the robot.

The robots and the robotic models used in these
experiments are ‘KooruKun’ (PA10 robotic manipu-
lator), ‘BoxChyan’ (robotic model), and ‘BasinKun’
(previously known as ‘CHRCarry Hospital Robot’ re-
used with several modifications). The first one was a
stationary robot with 200 cm in height and 20 cm av-
erage diameter, next was a movable robot model with
100 cm height, 50 cm diameter and around 3 Kg, and
the last is also a movable robot with 170 cm height,
generalized circular diameter of 60 cm and weight of
about 25 Kg. The data gathered are grouped for train-
ing, checking and testing for the ANFIS and are shown
in Figure 2.
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Figure 3: APS ANFIS architecture.

4 ANFIS Architecture

The architecture of the APS determination network
is illustrated in Figure 3. Layer (I) to Layer (III) rep-
resent the antecedent part of the fuzzy neural network,
whereas Layer (V) and Layer (VI) represent the con-
sequence part. As shown in Figure 3, the domain of
discourse of height (H) is described by fuzzy variable H
with p number of linguistic values (p = 3), the domain
of discourse of appearance (A) is described by fuzzy
variable A with q number of linguistic values (q = 3),
and the domain of discourse of familiarity (F) is de-
scribed by fuzzy variable F with r number of linguistic
values (r = 3). Hence each input variable is unique in
the sense of domain of discourse. It is assumed that

each node of the same layer has a similar function, as
described below. Here we denote the output of the ith
node in layer (X) as O(X),i.
Layer (I): Layer (I) consists of three types of nodes;
height (H), appearance (A) and familiarity (F). The
current value of height (H), i.e. the crisp input to the
height node is Hi, appearance node is Aj and familiar-
ity node is Fk. No computation is carried out at this
layer.
Layer (II): This layer acts as the fuzzification layer of
the fuzzy neural network. At this layer, the output of
a node connected to the current value of input variable
acquires the fuzzy membership value of the universe of
discourse. Every node i, where i = 1, · · · , p (or q or r),
in this layer is an adaptive node with a node function

OII, i = µXi (x) (1)

where x is the input to node i, and Xi is the linguistic
label (big, medium, small, etc.) associated with this
node function. In other words, OII,i is the membership
function of Xi and it specifies the degree to which the
given x satisfied the quantifier Xi. Hence the output
from the 2nd layer will be:

OII, p = µHi (Hi) (2)

OII, q = µAq (Aj) (3)

OII, r = µFr (Fk) (4)

for height, appearance and familiarity respectively.
Layer (III): In this layer, the nodes labeled as Π com-
pute the T-norm of the antecedent part. Thus the rule
evaluates the conditions of the inputs and they are con-
tinued to the layer (V) for normalization. The output
of any node t, where t = 1, · · · , N , where N = p ∗ q ∗ r,
in this layer is described by the following equation:

OIII, t = ht = µHi (Hi) ∗ µAq (Aj) ∗ µFr (Fk) (5)

where ht represents the firing strength of the tth rule
and there are N such rules as total.
Layer (IV): The first node of layer (IV) at fuzzy neural
network, which has symbols

∑
and g, generates the

output through the following function:

g(x) =
1
x

(6)

with a linear summed input. Then the output of the
first node of layer IV is given by

OIV, 1 =
1

N∑
t=1

ht

(7)
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Other nodes just carry forward the outputs of previous
nodes to the next layer.
Layer (V): This layer normalizes the fired rule values.
Each node labeled as Π in this layer multiplies the
value carried forward by previous node with the output
of the first node at Layer (IV). Then the output of any
mth node of this layer can be given by the following
equation:

OV, m =
hm

N∑
t=1

ht

(8)

Layer (VI): Layer (VI) is the defuzzification layer of
the fuzzy neural network. The node labeled as

∑
in

this layer calculates the overall output as the summa-
tion of all incoming signals. Then the personal distance
value for certain input variables is given by:

OV I = Personal Diatance =

N∑
m=1

wmhm

N∑
n=1

hn

(9)

where wm denotes a constant value in the consequence
part of the mth rule. The overall output is the
weighted mean of wm with respect to the weight hm.

The connection weights are trained by applying the
hybrid algorithm. The error tolerance was set to zero.

The error is calculated by comparing the output of
the expert knowledge with that of fuzzy neural network
for the same input data, x. The adaptation of the
mth weight, wm, at the lth time step is given by the
following equation:

wm (l + 1) = wm (l) + γ [yd − ya]
hm

N∑
n=1

hn

(10)

where γ represents a small positive learning rate, and
yd and ya represent the desired output and actual out-
put respectively for the personal space value selected
for the training.

The trained ANFIS with check data is shown in Fig-
ure 4.

5 Summary

In this research project, a determination system of
an active personal space has been analyzed. This can
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Figure 4: Trained FIS with check data.

be considered as the first step for constructing an ac-
tive personal space system for any robot in any en-
vironment. But for a target as such, many experi-
ments in vast environmental situations should have to
be involved. It is a must to obtain similar data with
the so–called humanoids to make this experiment com-
plete. This system gave encouraging results in an of-
fline mode with limited facilities. Authors are planning
to make the current system more realistic and get the
functioning in a real time mode, and are continuously
working on it.
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Abstract

This paper deals with the implementation of emo-
tions in mobile robots performing a specified task
in a group to develop intelligent behavior and eas-
ier form of communication. The overall group perfor-
mance depends on the individual performance, group
communication and synchronization of cooperation.
With the emotional capability, each robot can distin-
guish the changed environment, can understand col-
league robot’s state, enables adaptation and reacts
with changed world. The adaptive behavior of a robot
is derived from the dominating emotion in an intel-
ligent manner. In our control architecture, emotion
plays a role to select the control precedence among the
alternatives like behavior modes, cooperation plans
and goals. Emotional interaction is happened among
the robots and a robot is biased by the emotional state
of the colleague robot in performing task. Here emo-
tional control is used for better understanding to read
the colleague’s internal state, for faster communication
and better performance eliminating dead time.

Keywords: Emotion, Multi-agent system, Markov
modeling theory, Colleague robot, Distributed job,
Emotional embodied intelligence.

1 Introduction

Emotions have important role in intelligence, deci-
sion making process, learning, social interaction, per-
ception, memory, creativity and more [1]. At present
emotional robotics is not an oxymoron, moreover re-
searchers are working to incorporate emotional em-
bodied intelligence in robotics. Damasio [2] suggested
that emotions can provide a selection mechanism for
eliminating bad alternatives and then decision making
process is simplified. For a human team, a lot of em-
phasis is given on the emotional state of the members

of a team and on the understanding each others’ emo-
tions and thus keeping all motivated to the general
goals [3], [4]. Emotions act like a value system, allow-
ing each individual to take a decision rapidly through
the perception of situation and then act quickly. By
understanding the colleague’s emotional state, others
can understand the situation that they are in and also
can be motivated to do the task. For example, if one
is in happy state, others can find out the reason of
happiness, then he is motivated to follow the happy
colleague in doing job. On the other hand, if one is
in fear state, then others can get alert and understand
the situation and thus plan to escape the situation by
collaborating with the feared colleague or by compen-
sating for his action. In [5], Nair et al. showed that in
mixed agent teams (agent-human teams) as well as in
pure agent teams, the introduction of emotions could
help in bringing the same advantages that emotions
bring to human teams.

In this paper, we describe a method to increase
the group performance of a team of robots with the
implementation of emotionally biased control system
by taking the advantages from emotional understand-
ing, communication and synchronization. Here, the
choice of behavior depends on the current emotional
state of each robot as well as emotional state of col-
league robot. The emotions can be considered mainly
as a particular type of information that is exchanged
among the robots. Section 2 describes the related
works where some researchers have applied emotions
to control robots and multiagent system. Section 3
clearly describes the purpose of the research work, the
system where emotion is applying to control the robot
team and the control strategy. Description of simula-
tion software and its application to simulate emotional
based behavior is given in Section 4. Finally, Sec-
tion 5 concludes with advantages of the emotionally
biased control method as well as discusses the limita-
tions with some open issues.
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2 Related work

The idea of artificial emotion is increasingly used
in designing autonomous robotics agents, by making
robots to experience emotionally with the changed en-
vironment or to make interaction with other agents
[6], [7]. In our research work, the topics are related
to cooperation between job distributed robot teams,
computational architecture for modeling emotions, use
of emotion for control and avoiding stagnation.

Mataric et al. [8] and Parker’s [9] research works
have relation with distributed coordination of robots,
but have significant differences in backgrounds and
approaches, and also have different architecture with
different implementation. In [8], control architecture
is based on subsumption architecture and coopera-
tion emerged from the structure of behavior. Later,
Schneider-Fontan and Mataric included an emotional
model for using in communication for the minimiza-
tion of interference [10]. In [11], Murphy et al. de-
veloped a multiagent control approach for interdepen-
dent tasks which imbues the agents with emotions and
allows a satisfactory behavior to emerge. In this ap-
proach, a formal multilevel hierarchy of emotions is
used where emotions modify active behaviors at the
sensory-motor level and also change the set of active
behaviors at the schematic level. It mainly focuses
on interdependent tasks, not purely cooperative and
one robot cannot perform the other one’s task. Our
work in this article is different in task mode (job is dis-
tributed to each robot, but each one is capable to do
other one’s job if necessary) and emotion is generated
based on Markov modeling theory [12].

3 Approach

This section describes distributed job among the
agents, control architecture and emotional model that
has been applied for dominating emotion generator.

3.1 Distributed job

For the simplicity, we have considered two robots
working in a group. One robot cleans the center part
of a floor by pushing laid objects to the wall side and
another (colleague robot) picks up the objects from the
wall side simultaneously. But in case of any inability
of the robot (due to over work-load with respect to
time limit or if battery operated and power shortage
occurred or any other causes), colleague can also help
in cleaning floor and thus continuing the work process

World

Perception

Motivation Emotion 

Generator

Action Selection

Command selection

Communication 

with other agent

Feedback 

from 

external 

agent

Figure 1: Architectural view of the control mechanism
and communication

targeting to finish the assigned task in time maintain-
ing a constant level of performance.

3.2 Control and communication strategy

The architecture is based on four basic subsystems:
perception, motivation, emotion generator and action-
command selection subsystems as shown in Fig. 1. The
world (or environment) is perceived by the perception
subsystem through some parameters. The motivation
subsystem selects the present need (or goal) to be sat-
isfied through the subsequent analysis of the perceived
parameters and emotion. The behavior of the moti-
vation subsystem can be expressed by the following
equation:

f(p1, p2, . . . , pn, e) = Modification input

where p1, p2,. . . , pn are the perceived parameters ren-
dered by the perception subsystem and e is the gener-
ated emotional state of the agent. The selection sub-
system selects two things at a time: one is the action
to be performed by itself which is best suited with the
present need and the other is a communication com-
mand to express its emotional state and situation to
the external agent (colleague). In response to the com-
mand, colleague robot sends a feedback to its percep-
tion subsystem. Behaviors of each robot are adapted
according to two emotional signals: global one, gener-
ating for all robots and local one, generating specifi-
cally for itself [18].

3.3 Emotional model

With the emotionally biased control system, we
want to exploit the roles that emotion plays in bio-
logical systems which enhance adaptation in dynamic,
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uncertain and cooperative environment. The emo-
tional model consists of four basic emotions [13]: joy,
anger, fear and sad. The eliciting conditions and func-
tional responses of each emotion are summarized in
Table 1. An application of Markov modeling theory
for our purposes is described by Markovian emotion
model as shown in Fig. 2. Although this model is
justified by previous work in psychology of modeling
human emotion [12], [14], [15], we have applied it for
pure agents emotion due to its memoryless property
as behaviors and commands are highly dependent on
emotional present state than the history of arriving
the state.

In the Markovian emotion model, the nodes repre-
sent the emotional states and the arcs/arrows indicate
the probability of getting out of states to the directed
state. The arc/arrow values are set to initial values
(e.g. q1, q2,. . . , q16) which give the initial state tran-
sition matrix of Markov model. These values can be
modified later on with the influence of emotion induc-
ing factors: α, β, γ and δ for joy, anger, fear and
sad respectively. For example, the probability of state
transition (arc/arrow values) from joy to other states
can be expressed by following equations:

Panger/joy = q2 + (β − α)q2

Pfear/joy = q3 + (γ − α)q3

Psad/joy = q4 + (δ − α)q4

Pjoy/joy = 1 − (Panger/joy + Pfear/joy + Psad/joy)

where q2, q3, p4 are the initial arrow values for
Panger/joy, Pfear/joy and Psad/joy respectively. These
new values are used to get the updated state transi-
tion matrix. In [12], [16], more details of the model
and computational procedures are given.

4 Simulation Results

The simulation is performed using KiKS which is a
Matlab based Khepera simulator and can simulate in
a very realistic way [17]. For simulation purpose two
robots are considered: the Cleaner and the Collector.
The Cleaner robot is able to push the balls (as laid
objects on the floor) to wall side and the Collector
has the wall following character to collect the balls
from wall side shown in Fig. 3. But it is also able
to help in cleaning floor and vice versa, if necessary.
The emotional state of each robot is a function of its
present working condition, work load and colleague’s
emotional state. The emotion eliciting conditions and
effects on colleague are created according to Table 1.

Anger

Joy

Fear

Sad

Figure 2: Markovian emotion model

Table 1: Emotion eliciting status and effects on col-
league

Emotion Eliciting status Effects on colleague
Joy Success in Motivated

achieving goal. to work.
Anger Goal either fails Commanded to

or is about to fail increase
due to colleague. performance.

Fear Believes a goal is To be care about
likely to fail. other.

Sad Unable to do Evoked to help
usual job or or alternative.
goal fails.

Figure 3: Floor cleaning and collecting behavior of a
robot
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5 Conclusion

The aim of this work has been to explore emotions
as one of the possible methods to control multi-robot
systems. This illustrated the way to achieve desired
cooperation among the job distributed robots using
emotions. Although emotion generation is very com-
plex, here a Markovian emotion model is applied em-
phasizing the present state, which seems to work well.
With the emotional causes, the collector robot can dy-
namically adjust its speed which leads to better col-
lecting process in a synchronized way. On the other
hand, the cleaner robot is also able to modify its be-
havior as well as environment by its internal emotions
which lead it to actions.

To bring the same advantages for pure agent team
that emotions bring in human teams, it needs more ex-
ploration of emotion generation and implementation.
The behavior is also a function of emotional intensity,
which is ignored for simplicity of the emotional model.
Also a burning question arises about the co-occurrence
of emotions and their filtration process. These draw-
backs are the pending issues for future work.
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Abstract

In this paper, a 3D design and machining system
based on an NC machine tool with a rotary unit is in-
troduced to e�ectively produce attractive paint rollers.
A post-processor is �rst proposed to transform a base
tool path called cutter location data (CL data) to NC
data, mapping the y-directional pick feed to the ro-
tational angle of the rotary unit. The 3D machin-
ing system with the post-processor allows us to easily
transcribe a relief design on a at model surface to on
a cylindrical model surface. The post-processor has
another function that systematically adjusts the feed
rate according to the curvature of each design to pre-
vent the machined surface from being chipped. The
post-processor generates suitable feed rate codes by
using a simple fuzzy reasoning method while checking
edges in relief designs. Experimental results show that
wooden paint rollers with attractive relief designs can
be successfully machined without any chipping.

1 Introduction

In home making industry, handy paint rollers
with a simple pattern are generally used to transcribe
its design to a wall just after painting. Interior plan-
ners and decorators want to use more attractive paint
rollers, however, the types of the patterns are limited
to several common ones. In order to eÆciently provide
user-oriented roller designs, a new 3D design and ma-
chining system should be considered for limited pro-
duction of a wide variety of paint rollers. Up to now,
although advanced 3D machining systems have been
developed in various manufacturing industries [1-3],
roller models with a relief design don't seem to be
successfully machined at the present stage.

In this paper, a 3D design and machining system
based on an NC machine tool with a rotary unit is in-
troduced to e�ectively produce attractive paint rollers.
The paint rollers used in general have little or no at-
tractive design, and their designs are also limited to
at or several simple patterns. This paper addresses
how to easily make attractive paint rollers with high
yield rate. The most important point is that proper

NC data are straightforwardly generated for the con-
trol of the rotary unit. To meet the need, a post-
processor is proposed for the NC machine tool with a
rotary unit. The proposed post-processor transforms
a base tool path called cutter location data (CL data)
to NC data, mapping the y-directional pick feed to the
rotational angle of the rotary unit. The 3D machin-
ing system with the post-processor allows us to easily
transcribe a relief design on a at model surface to on
a cylindrical model surface. The post-processor has
another function that systematically adjusts the feed
rate according to the curvature of each design to pre-
vent the machined surface from being chipped and to
shorten the cycle time for machining. The feed rate
means the tangential velocity. The post-processor gen-
erates suitable feed rate codes by using a simple fuzzy
reasoning method while checking edges in relief de-
signs. Experimental results show that wooden paint
rollers with attractive relief designs can be successfully
carved without any chipping.

2 Post-Processor for NC Machine Tool

with a Rotary Unit

In this section, an NC machine tool with a rotary
unit and its post-processor are introduced to eÆciently
machine cylindrical models. The machined models can
be used as elaborately designed paint rollers. The
paint roller is very useful and convenient to directly
transcribe a relief design to a wall just after painting.
However, the paint rollers used in general have little
or no attractive designs and also their designs are lim-
ited to at or simple patterns. Unfortunately, even
the 5-axis NC machine tools are not good at carving a
relief design on a cylindrical model. To solve this prob-
lem, a post-processor is proposed for the NC machine
tool with a rotary unit. The post-processor allows
the NC machine tool to produce elaborately designed
paint rollers. An attractive 3D design drawn on a at
model surface can be easily transcribed to a cylindrical
model surface.

First of all, we introduce an NC machine tool
MDX-650A provided by Roland D.G. as shown in
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Figure 1: NC machine tool with a rotary unit.

Fig. 1. The NC machine tool equips with an auto
tool changer ZAT-650 and a rotary unit ZCL-650A.
The mechanical resolution of the rotary unit is about
0.0027 degrees. The NC machine tool has four degrees
of freedom, i.e., three translations and one rotation. In
order to provide many kinds of paint rollers with wide
variety and low volume manufacturing, such a machin-
ing system that can directly carve a relief design on a
cylindrical workpiece must be realized.

Next, we discuss the problem concerning the 3D
machining of cylindrical shape with a relief design.
When the modeling of a roller is conducted by us-
ing a 3D CAD, a base cylindrical shape is modeled
in advance. Then a favorite relief design is drawn on
the cylindrical model. However, the modeling of relief
design on the cylindrical shape is so diÆcult and com-
plicated task even if using any 3D CAD. Furthermore,
its 3D machining is also more diÆcult even if using the
5 axis NC machine tool, in which NC data generated
from the CAM are composed of x-, y-, z-, b- and c-
directional components.

This paper addresses how to easily make a paint
roller with an attractive relief design. The most impor-
tant point is that proper NC data for the NC machine
tool with a rotary unit can be generated straightfor-
wardly. To meet the need, a post-processor is pro-
posed to successfully transcribe the design on a at
model to on a cylindrical model. The post processor
allows us to directly carve a relief design on a cylin-
drical workpiece. We here describe the feature of the
post-processor. A desired relief design is �rst modeled
on a at base model. CL data are secondly generated
with a zigzag path as shown in Fig. 2. In this case,
the coordinate system should be set so that the pick
feed direction is parallel to the table slide direction
of the NC machine tool, i.e., y-direction. The pro-
posed post-processor transforms the CL data into NC
data, mapping the y-directional position to the rota-

y_start

y_end

Pick feed direction (y)

Feed direction (x)

Figure 2: Example of zigzag path on a at model.

tional angle of the rotary unit. As can be seen from
the components of the NC data, when the rotary unit
is active, the table slide motion in y-direction is inac-
tive. The post-processor �rst checks all steps in CL
data, and extracts the minimum value y min and the
maximum value y max in y-direction. The angle a(i)
for the rotary unit is obtained from

a(i) =
360� fy(i)� y ming

y length

(1)

where y length is the length in y-direction and is easily
obtained by y max � y min. The CL data in the i-th
step [x(i) y(i) z(i)]T is transformed into the NC data
composed of [x(i) a(i) z(i)]T by using Eq. (1). The
length in y-direction is translated into the circumfer-
ence of the roller model. It is expected that the relief
design shown in Fig. 2 is desirably sculptured on the
surface of a cylindrical workpiece. The proposed sys-
tem provides a function that easily transcribes an at-
tractive design from on a at model to on a cylindrical
workpiece �xed to the rotary unit.

3 Feed Rate Control Using Fuzzy Rea-

soning

It is known that an F-code such as F3000.0 (i.e.,
3000 mm/min) is generally used to set the tool's feed
rate to an NC machine tool. The feed rate is one of
the most important parameters to smoothly control
NC machine tools and to reduce the total machining
time. Although the feed rate should be set as fast as
possible, if the cutter path has a large curvature or
small edge then undesirable vibrations and material
chipping would occur. This means that the machining
accuracy tends to go down and we can't obtain the
precise shape as the model designed by a 3D CAD.
Especially, when a wooden paint roller with a relief
design is machined, the problem of edge chipping can't
be avoided. The feed rate should be suitably down so
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Table 1: Consequent constants of fuzzy reasoning for d(i) and �d(i).

cA1 cA2 cA3 cA4 cA5 cA6

Fmin + 0:1Fbase Fmin + 0:2Fbase Fmin + 0:4Fbase Fmin + 0:6Fbase Fmin + 0:8Fbase Fmin + Fbase

cB1 cB2 cB3 cB4 cB5 cB6

�0:5Fmin �0:2Fmin �0:1Fmin 0:1Fmin 0:2Fmin 0:5Fmin

that the model surface can't be damaged by the edge
chipping. However, conventional post-processors don't
possess the function to systematically adjust the feed
rate so as to suppress the undesirable edge chipping.

The proposed post-processor has a function that
automatically adjusts the feed rate according to the
curvature of each model not only to shorten the to-
tal time for machining but also to keep out the edge
chipping. Generally, the main-processor of CAM cal-
culates the cutter path p(i) = [x(i) y(i) z(i)]T with a
linear approximation so that the workpiece can be ma-
chined within a tolerance to a designed model. There-
fore, the larger the curvature is, the higher its point
density is. Accordingly, considering the curvature re-
sults in acquiring the distance d(i) = kp(i+1)�p(i)k
between two adjacent steps of the CL data and its in-
crement �d(i) = d(i+ 1)� d(i).

In this section, we propose a fuzzy feed rate gener-
ator that generates suitable feed rate codes according
to d(i) and �d(i). The fuzzy feed rate generator con-
sists of two simple fuzzy reasoning parts whose conse-
quent parts are constant. When the current position
X(k) = [X(k) Y (k) Z(k)]T of the end-mill at the dis-
crete time k is X(k) 2 [p(i);p(i+ 1)], the fuzzy rules
are described by

Rule 1 IF d(i) is ~A1 THEN F (i) = cA
1

Rule 2 IF d(i) is ~A2 THEN F (i) = cA
2

...
Rule L IF d(i) is ~AL THEN F (i) = cAL

and
Rule 1 IF �d(i) is ~B1 THEN �F (i) = cB1
Rule 2 IF �d(i) is ~B2 THEN �F (i) = cB

2

...
Rule L IF �d(i) is ~BL THEN �F (i) = cBL

where ~Aj(j = 1; :::; L) and ~Bj are the j-th antecedent
fuzzy sets for two fuzzy inputs d(i) and �d(i); cAj and

cBj are respectively the consequent constants at the
j-th rule for the feed rate F (i) and its compensation
�F (i); L is the fuzzy rule number. The con�dence of
each antecedent part at the i-th rule is obtained by

!Aj = �Ajfd(i)g (2)
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Figure 3: Antecedent membership functions.

!Bj = �Bjf�d(i)g (3)

where �X(�) denotes the con�dence of a fuzzy set la-
beled by X . Therefore, the fuzzy reasoning results
for the feed rate and its compensation are respectively
calculated by

F (i) =

PL

j=1 !
A
j c

A
j

PL

k=1 !
A
k

(4)

�F (i) =

PL

j=1 !
B
j c

B
j

PL

k=1 !
B
k

(5)

The resultant fuzzy feed rate ~F (i) is realized in the
form

~F (i) = F (i) + �F (i) (6)

Note that the fuzzy set used is the following Gaussian
membership function

�X(x) = expflog(0:5)(x � p)2q2g (7)

where p is the center of membership function and q is
the reciprocal value of standard deviation. Figures 3
(a) and (b) show the antecedent membership functions
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Figure 4: Carving scene of a paint roller.

designed for d(i) and �d(i), respectively. The recip-
rocal values of the standard deviations are 0.2 and
0.1, respectively. The corresponding constant values
in consequent parts are tabulated in Table 1, in which
Fmax and Fmin are the maximum and minimum values
for the feed rate estimated in advance; Fbase denotes
Fmax�Fmin. These fuzzy rules are tuned based on the
experience of a skilled operator. Note that the fuzzy
reasoning part yields not only larger values than Fmax

but also smaller values than Fmin with the combina-
tion of d(i) and �d(i).

4 Experiments

Experiments using the proposed post-processor
were conducted through actual machining of cylindri-
cal workpieces. Figure 4 shows the carving scene of
a paint roller without undesirable chipping. Figure 5
shows one of the results, where the feed rate codes are
generated from the fuzzy feed rate generator described
in previous section. It is observed from the result that
the feed rate ~F (i) is suitably varied according to the
curvature of the surface. Note that the periodically
appeared feed rate 600 mm/min is forcibly given ev-
ery pick feed motion, where the rotary unit is rotated
with a small angle, e.g., 0.56 degrees. The quantity of
the small angle depends on the ratio of y length to the
pick feed as shown in Fig. 2. In the case of Fig. 5,
the total machining time was reduced about 20% com-
pared with the case of using a constant feed rate 600
mm/min. As can be seen, the proposed fuzzy feed rate
generator provides a more intuitive and �nely tunable
feed rate function for post-processor.

5 Conclusions

In this paper, a post-processor using a fuzzy feed
rate generator has been proposed for an NC machine
tool with a rotary unit. The post-processor allowed
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Figure 5: An example of the variable feed rate.

us to easily transcribe a relief design from on a at
model to on a cylindrical workpiece. The fuzzy feed
rate generator also generated suitable feed rate codes
according to the curvature of the relief design, so that
the total machining time could be drastically reduced
without any chipping on the carved surface. Experi-
mental results showed that attractively designed relief
paint rollers could be successfully carved by using the
proposed 3D machining system.
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Abstract
In general, manipulators used for industry and aca-

demic laboratory have actuators to drive each joint.
On the other hand, underactuated manipulators han-
dled by our research have some passive or free joints
without actuators and brakes. We recently developed
a switching method of fuzzy energy regions to control
such manipulators. In such a method, it needs to de-
sign parameters related to energy regions and gains of
some partly stable controllers based on the computed
torque method. The switching method is here applied
for a three-link underactuated manipulator. We opti-
mize such design parameters related to fuzzy energy
regions by a genetic algorithm. The effectiveness of the
present method is illustrated with some simulations.

1 Introduction

Underactuated manipulators have some passive or
free joints in general, where the number of inputs is less
than the degree of freedom. These passive or free joints
cannot generate dynamic torques at all. To control
underactuated manipulators, a number of researches
have been studied[1]. These systems have complex
structural properties, and they have to control a num-
ber of generalized coordinates by few inputs. How-
ever, reducing the number of actuators brings some
advantages such as lightweighting, compactification
and cost reduction. The present authors have already
proposed a switching control mehtod, in which some
partly stable controllers were designed by computed
torque method and the related switching lows in fuzzy
reasoning or genetic algorithm (GA)[2] were obtained
to select one controller among them. However, such
a method does not necessarily give a robust result
against the change of parameters, such as initial con-
figurations of the manipulator. We discussed the ap-
plication of a logic based switching method, which has

Table 1: Definition of input torques, generalized coor-
dinates and physical parameters

Symbols Physical meaning
τ1, τ2 Input torque [Nm]
θ1, θ2, θ3 Link angle [rad]
m1, m2,m3 Mass of link [kg]
l1, l2, l3 Link length [m]
lg1, lg2, lg3 Distance between joint

and center of gravity [m]
I1, I2, I3 Moment of inertia [kgm2]
µ1, µ2, µ3 Viscous coefficient [Ns/m2]

been proposed by Hespanha et al.[3], to systems like
underactuated manipulators with drift term. We also
recently developed a fuzzy energy region based switch-
ing method[4]. Note however that in such a method, it
needs to design parameters related to energy regions
and gains of some partly stable controllers based on
the computed torque method. The present paper is
concerned with a three-link underactuated manipula-
tor by applying the similar switching method. We here
optimize design parameters related to fuzzy energy re-
gions by a GA. The effectiveness of the present method
is illustrated with some simulations.

2 Underactuated Manipulator

Figure 1 shows a three-link underactuated manipu-
lator where the first and second joints are active and
the third joint is passive. In Table 1, τ1 and τ2 de-
note the torques applied to each joint; θ1, θ2 and θ3

denote the angle of each link; and other physical pa-
rameters are shown in it. The dynamical model of the
underactuated manipulator is given as follows:

M (θ) θ̈ + h(θ, θ̇) = τ (1)
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where

M (θ) =


 M11(θ) M12(θ) M13(θ)

M12(θ) M22(θ) M23(θ)
M13(θ) M23(θ) M33(θ)




M11(θ) = (m1l
2

g1
+ I1 + m2l

2

1
+ m3l

2

1
)

+(m2l
2

g2
+ I2 + m3l

2

2
) + (m3l

2

g3
+ I3)

+2l1(m2lg2 + m3l2) cos θ2

+2m3l1lg3 cos(θ2 + θ3)
+2m3l2lg3 cos θ3

M12(θ) = (m2l
2

g2
+ I2 + m3l

2

2
) + (m3l

2

g3
+ I3)

+l1(m2lg2 + m3l2)cosθ2

+m3l1lg3 cos(θ2 + θ3)
+2m3l2lg3 cos θ3

M13(θ) = (m3l
2

g3
+ I3) + m3l1lg3 cos(θ2 + θ3)

+m3l2lg3 cos θ3

M22(θ) = (m2l
2

g2
+ I2 + m3l

2

2
) + (m3l

2

g3
+ I3)

+2m3l2lg3 cos θ3

M23(θ) = (m3l
2

g3
+ I3) + m3l2lg3 cos θ3

M33(θ) = m3l
2

g3
+ I3

h(θ, θ̇) = [h1(θ, θ̇) h2(θ, θ̇) h3(θ, θ̇)]T

h1(θ, θ̇) = −l1(m2lg2 + m3l2)(2θ̇1θ̇2 + θ̇2

2
) sin θ2

−m3l1lg3(2θ̇1 + θ̇2 + θ̇3)(θ̇2 + θ̇3)

sin(θ2 + θ3) − m3l2lg3(2θ̇1θ̇3 + 2θ̇2θ̇3

+θ̇3

2

) sin θ3 + µ1θ̇1

h2(θ, θ̇) = l1(m2lg2 + m3l2)θ̇2

1
sin θ2 + m3l1lg3θ̇

2

1

sin(θ2 + θ3) − m3l2lg3(2θ̇1θ̇3 + 2θ̇2θ̇3

+θ̇3

2

) sin θ3 + µ2θ̇2

h3(θ, θ̇) = m3l1lg3θ̇
2

1
sin(θ2 + θ3) + m3l2lg3(θ̇1

+θ̇2)2 sin θ3 + µ3θ̇3

3 Definition of Energy

Energy is defined by using generalized coordinates.
The desired joint angle of each link is θdi and the error
of joint angle is denoted by

ei
4
= θdi − θi. (2)

Then, the energy of each link is defined by

Ei
4
= e2

i + ė2

i . (3)
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Figure 1: Model of three-link underactuated manipu-
lator
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Figure 2: Ideal energy response

4 Fuzzy Energy Region Based Switch-
ing

We design controller 1 (C1), controller 2 (C2) and
controller 3 (C3) for a three link manipulator. They
are used as partial stabilizing controllers to stabi-
lize each link. We can define an energy region re-
lated to each controller. Assuming that we use the
same fuzzy energy region method as used for two-link
manipulator[4], we can express the energy plain in this
paper as ideal responses of energy illustrated in Fig-
ure 2.

If an exponential function is used, the design pa-
rameters of boundary curve to divide energy region
are denoted by the amplitude and the time constant.
Control responses of manipulators depend on these pa-
rameters. Such parameters need to be set in an ideal
way. But it is difficult to set at once, so that the
boundary curve is denoted by fuzzy expression in this
research. If a boundary curve has any fuzziness de-
noted by the present fuzzy reasoning, then there ap-
pears an advantage of present method in setting the
design parameters roughly. We first consider a straight
line approximation shown in Figure 3. After obtain-
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Figure 3: Region approximations for a logical switch-
ing
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Figure 4: Membership functions for E1 + E2 ≤ E12a

ing such an approximation, fuzzy sets for E3 can be
defined for E1 + E2 ≤ E12a and E1 + E2 > E12a cases
respectively, as shown in Figure 4 and Figure 5, where
E12a, E3a, E3b, and E3c are the design parameters of
fuzzy sets. In order to realize ideal energy responses,
fuzzy rules are given as follows:

Rule 1: If E3 = S then s1 = 1
Rule 2: If E3 = MS and It¡1 = 1 then s2 = 1
Rule 3: If E3 = MS and It¡1 = 2 then s3 = 2
Rule 4: If E3 = MS and It¡1 = 3 then s4 = 2
Rule 5: If E3 = MB and It¡1 = 1 then s5 = 2
Rule 6: If E3 = MB and It¡1 = 2 then s6 = 2
Rule 7: If E3 = MB and It¡1 = 3 then s7 = 3
Rule 8: If E3 = B then s8 = 3

Here, a parameter It¡1 which means the index of con-
troller for one-step delay, is introduced, because one-
step delayed controller must be retained in the over-
lapped energy region according to the ideal energy re-
sponse. si is the index of controller that must be used
in the fuzzy rule i. The corresponding control system
is shown in Figure 6.
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Figure 5: Membership functions for E1 + E2 > E12a
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Figure 6: Block diagram of the proposed control sys-
tem

5 Optimization by GA

We discuss about the design parameters of fuzzy
rules using GA. These parameters related to the en-
ergy regions are E12a, E3a, E3b, and E3c. Each pa-
rameter is assumed to be encoded by 32 [bit]. A cost
function is defined by using the error energy of time
responses for different two initial state vectors:

1x(0) = [1θT (0) 1θ̇
T
(0)]T

= [ π/4 π/4 π/4 0 0 0 ]T

2x(0) = [2θT (0) 2θ̇
T
(0)]T

= [ π/6 π/6 π/6 0 0 0 ]T

Then, the sampling interval is 0.01 [s], the simulation
time is 30 [s], and the desired state vector is to be
converged to zero.

The size of a population is 100 and the maximum
number of generations is 500. Simulation condition
used here are shown in Table 2.

The cost function is given by

fc =
2∑

i=1

fi (4)

fi =



∑

3000

j=2501

∑
3

k=1
Ek(j)

if E1(j) + E2(j) ≤ 40 and E3(j) ≤ 40
120(3000 − jd) otherwise
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Table 2: Setting parameters of simurations

Conditions Setting value
Mass of each link m1=0.346 [kg]

m2=0.236 [kg]
m3=0.079 [kg]

Length of each link l1=0.20, l2=0.20 [m]
l3=0.22 [m]

Distance between center lg1=0.1, lg2=0.1 [m]
of gravity and each joint lg3=0.11 [m]
Coefficient of viscous µ1=0.00 [Ns/m2]
friction of each joint µ2=0.00 [Ns/m2]

µ3=0.02 [Ns/m2]
proportional gain Kp1=25.0, Kp2=25.0

Kp3=25.0
derivative gain Kv1=10.0, Kv2=10.0

Kv3=10.0
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Figure 7: Generation history of GA

where i is the index of simulation trains, j is the in-
dex of discrete time, k is the index of energy of each
link, and jd is the index of discrete time when a cer-
tain link energy diverges to infinite. As a result, a
training history in cost function is shown in Figure 7.
At this stage, the parameters related to the energy re-
gion are converged. The parameters of fuzzy energy
region are then set to E12a=7.463264, E3a=1.329838,
E3b=12.482597, and E3c=13.929500.

Now, the other initial state vector is set to

x(0) = [θT (0) θ̇
T
(0)]T

= [ π/2 π/3 0 0 0 0 ]T

We evaluated the total error energy of each link, where
the evaluation function, fe was applied only for last 15
seconds when the control converged to zero roughly.
Then, the evaluation function was fe=0.113969. The
response of each link angle is shown in Figure 8. Thus,
we confirmed that the present method converged with
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Figure 8: Simulation results with initial state vector
[π/2 π/3 0 0 0 0]

a satisfied condition.

6 Conclusions

In this paper, we have applied a switching control
method using fuzzy energy regions to a three-link un-
deractuated manipulator. Since it was assumed to use
the same fuzzy energy region method as used in two-
link manipulator, we naturally expressed the energy
plain for three-link. Therefore, several design param-
eters related to the fuzzy energy region were able to
be trained by genetic algorithm, introducing a cost
function to be used in the optimization process. In
the furure, we want to check the projection form of
energies for three-link underactuated manipulators.
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Abstract

Biologically inspired control approaches based on
central pattern generators (CPGs) with neural oscil-
lators have been drawing much attention to gener-
ate rhythmic motion for biped robots that resemble
human-like locomotion. This paper describes the de-
sign of a neural oscillator based gait rhythm generator
using a network of Matsuoka oscillators to generate
a walk pattern for biped robots. This includes proper
consideration of oscillator’s parameters, such as a time
constant adaptation rate, coupling factors for mutual
inhibitory connections, etc., to obtain a stable and
desirable response from the network. The paper ex-
amines the characteristics of a CPG network with six
oscillators and the effect of assigning symmetrical and
asymmetrical coupling coefficients among oscillators
within the network structure under different possibil-
ities of inhibitions and excitations. The kinematics
and dynamic of a five-link biped robot has been mod-
eled and its joints are actuated through simulation by
the torques output from the neural rhythm generator
to generate the trajectories for hip, knee, and ankle
joints. The parameters of the neural oscillators are
tuned to achieve flexible trajectories. The CPG based
control strategy are implemented and tested through
simulation.

1 Introduction

Recent studies on the biped locomotion enabled hu-
manoid robots to navigate real environments [1]. ZMP
(Zero Moment Point) based control approaches are
used to describe the stability and control of biped
robot systems by following a targeted trajectory [2].
These approaches have focused on the ability of exe-
cuting planned movements at any instance by ensuring
surface contact between the sole and the ground. In

general, the developed ZMP based control algorithms
for bipedal locomotion have been shown to be effec-
tive to achieve bipedal locomotion in legged robots
with flat feet. However, they require precise modeling
and precise joint actuation with high control gains.
From the biological point of view, locomotion of hu-
man and animals do not require such precision, and
it is quite different from that of current biped robots.
There are evidences showing the existence of various
oscillatory or rhythmic pattern generation activities
within the neural circuitry in almost every animal,
and most of them are produced without receiving any
particular extrinsic oscillatory stimulus [3]. The fun-
damental mechanisms of animals, rhythmic biological
movement, such as locomotive motion of quadrupeds,
flapping of bird wings, swimming of fish, crabs, etc.
are typical examples of oscillatory activities that have
been studied both in biological science and in engi-
neering.

Neurobiological studies revealed that rhythmic mo-
tor patterns are controlled by neural oscillators re-
ferred to as CPGs which generate oscillatory signals
[4]. It has been also suggested that sensory feed-
back plays an important role in stabilizing rhythmic
movements by coordinating the physical system and
the CPGs [5]. In contrast to off-line trajectory plan-
ning, biologically inspired control approaches based
on CPGs with neural oscillators have been drawing
much attention to generate rhythmic motion for biped
robots that featured with self-adaptive properties to
cope with change in their environment [6-8]. The neu-
ral oscillator proposed by Matsuoka [3] is widely used
to model the firing rate of two mutually inhibiting neu-
rons described in a set of differential equations. This
model is used in robotic applications to achieve desig-
nated tasks involving rhythmic motion which requires
interactions between the system and the environment.
However, it is very difficult to determine the CPG pa-
rameter values for various robots and environments,
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since there is no design principle to determine the pa-
rameter values.

This paper describes the design of an oscillator-
based gait rhythm generator using a network of Mat-
suoka oscillators to generate a walk pattern for biped
robots. This includes proper consideration of oscil-
lator’s parameters such as a time constant, coupling
factors for mutual inhibitory connection, etc., to ob-
tain a stable and desirable response from the CPG
network. The paper examines the characteristics of
CPG network with six oscillators and the effect of as-
signing symmetrical and asymmetrical coupling coeffi-
cients among oscillators within the network structure
under different possibilities of inhibitions and excita-
tions.

2 The CPGs and Neural Oscillator
Model

Almost all species developed completely different
form of locomotion perfectly suited to its morphology
and environment to ensure its survival. To achieve
locomotion, the neural system generates rhythmic sig-
nals that are sent to the musculo-skeletal system in
order to produce torques on the different joints of the
animal. There are some evidences showing that the
locomotion patterns in human are generated at the
spinal level, and as such, it has been considered that
humans use a system that is comparable to a CPG for
their locomotion. CPGs are neural networks that can
produce rhythmic motor patterned outputs without
rhythmic sensory or central input.

Bipedal locomotion seems to be more complicated
than the mentioned process as the balance is much im-
portant and critical with only two legs, while it makes
the control extremely crucial. CPG based approach
is directly inspired from biological considerations and
can be represented by different mathematical models
such as oscillators, artificial neurons, vector fields, etc.
Each CPG usually represents one degree of freedom
(DOF). Oscillator based CPGs use the concept of limit
cycles which are very convenient in the case of loco-
motion as they can return to their stable state after a
small perturbation and they are almost not influenced
by a change in the initial conditions. Different mod-
els could be used to represent the interaction between
the CPG and the reflex system that represents the
type of the feedback mechanism from internal sensory
information and the interaction with robot environ-
ment. In order to represent the CPG and generate the
required signals several nonlinear oscillators that are

coupled together have been developed, such as, Hopf,
Rayleigh, Van del Pol, Matsuoka, etc. oscillators.

Due to its simplicity and effectiveness, Matsuoka
oscillator is widely used in many researches on robotics
and CPGs [3, 9]. It is based on the mutual inhibition
of two artificial neurons that generate a periodic signal
as output. The model of each neuron has represented
by two equations with two state variables as below,

τri
dui

dt
= ¡ui +

n∑
j=1

wijyj + wsis0 ¡ bfi

+ feedi (1)

τai
dfi

dt
= ¡fi + yi (2)

yi(ui) = max{0, ui} (3)

The first state variable is ui that corresponds to
the membrane potential of the neuron body, and the
second state variable is fi that represents the degree
of fatigue or adaptation (self-inhibition) in the neuron,
while yi is the output of the neuron. The subscripts i, j
denotes the neuron number, τri, is the time constants
that specifies the rise time when given step input.
The frequency of the output is roughly proportional
to 1/τri. In addition, τai, is the time constant that
specifies the time lag of the adaptation effect. wij , de-
notes inhibitory synaptic connection weight from the
jth neuron to the ith neuron; wij · 0 for i 6= j, and
wij = 0 for i = j.

∑
(wijyj), represents the total in-

put from the neurons inside a neural network. s0 is
a driving input and ws0 denotes a connection weight
of the driving input, and feedi, is an input feedback
sensor signal to the neuron and represents the inter-
nal sensory information and interaction between the
robot and its environment (feedi has been added to
the neuron model of Matsuoka to represent the feed-
back sensory information [8]), and it is used mainly
with a closed-loop CPG model.

Figure 1(a) shows the general Matsuoka neuron
model described by equations 1, 2 and 3. Matsuoka os-
cillator consists of two neurons that are linked recipro-
cally while inhibit and excite each other alternatively
to produce an oscillation as output. Such activity is
used to account for the alternating activities of flexor
and extensor muscle at each joint during walking. The
self-inhibition is governed by the bfi connections while
the mutual inhibition is done through the wijyj and
wjiyi connections. The output torque will equal to
τr = yj ¡ yi. Figure 1(b) shows two coupled neurons
of the Matsuoka oscillator.
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Figure 1: (a) General Matsuoka neuron model; (b) One oscillator consisting of an extensor and a flexor

3 Biped Robot and Neural Gait
Rhythm Generator

3.1 The general control strategy for gait
generation

Figure 2 introduces the adopted general control
strategy for the bipedal robot aiming to generate flexi-
ble rhythmic walking gait, and it includes three parts.
The first part consists of two major elements. The
first element represents the high level activity coor-
dinator that can set and activate the relevant neural
rhythmic motion based on external and internal sen-
sory information. The second element within the first
part represents the network of coupled neural oscilla-
tors aiming to generate synchronized rhythmic signals.
The locomotor movement results from torques gener-
ated by the neural rhythm generator and acting at
each joint of the robot. The second part of the control
strategy includes the model of the musculo-skeletal
system along with the mathematical formulation of
the dynamic equations of motion using Newton-Euler
method. The last part represents the feedback signals
that aim to establish a closed-loop to enable real time
adaptation for the walking gait.

3.2 The bipedal musculo-skeletal model

Figure 3 shows the simple model for simulating a
bipedal musculo-skeletal system that has been consid-
ered in this paper. It has five joints and two identical
legs each with three DOFs corresponding to hip, knee
and ankle joints. Each leg is composed of a thigh (links
2 and 3), and a shank (links 4 and 5). In the dynamic
model of the bipedal musculo-skeletal system, the links
are considered to be of uniform rectangular shape with

High level activity coordinator 

to activate the relevant

neural rhythm generators

Network of coupled

neural oscillators to

generate proper rhythmic

signals

External information

Torque generation

CPGs parameter

Actual trajectories

Feedback

•reactive forces

•joint positions and velocities 

•the internal sensory information

Musculo-skeletal system

Dynamic equation of motion 

using Newton-Euler method

Figure 2: The general control strategy for the bipedal
robot

mass at its center. A point mass is used to represent
the remaining part of the body and it is described by
link 1 at the hip. Both legs are integrated at link
1 while assuring suitable detachment. The joints are
numbered as Joints 1, 2, 3, 4, 5 from the side of the
body, where Joint 1 is the hip joint, Joints 2 and 3 are
knee joints, and Joints 4 and 5 are ankle joints.

Due to their low inertia, a point foot has been con-
sidered into the dynamics during the support phase,
and contact with the ground has been represented by
two dimensional spring and damper. Vertical and hor-
izontal ground reaction forces are modeled and calcu-
lated each time the ankle first makes contact with the
ground respectively. A slippage model is established
by using a condition that manages the relation be-
tween both reactive forces and the static friction coef-
ficient of the ground. In addition, the described model
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Figure 3: Five link model for a biped locomotion

is bounded to move within the sagittal plane, and the
torques acting at the joints to realize the walking gait
are assumed to be generated by the neural gait rhythm
generator.

3.3 The mathematical motion formula-
tion of the model

By using the Newton-Euler dynamic formulation,
the general form of equations of motion for the bipedal
musculo-skeletal are derived as below [8],

ẍ = P (x)F + Q(x, ẋ, Tr(y), Fg(x, ẋ)) (4)

where x is a (14£ 1) vector of the inertial positions of
5 links and the initial angles of 4 links; P is a (14£ 8)
matrix; F is a (8£ 1) vector of constraint forces; Q is
a (14 £ 1) vector; Tr is a (6 £ 1) vector of torques; Fg

is a (4£1) vector of forces on the ankle which depends
on the state of the terrain; and y is a (12 £ 1) vector
of the output of the neural rhythm generator.

From the model, the equations of the kinematic con-
straints are formulated, and hence the acceleration can
be obtained by differentiating these equations twice
with respect to time. The yielded equations can be
written in the following compact form,

C(x)ẍ = D(x, ẋ) (5)

The constraint forces can be obtained by substituting
equation (4) into equation (5), and to get the required
accelerations without the use of the constraint forces,
the yielded equation of forces is substituted into equa-
tion (4). Hence, the compact form of the acceleration
equations that represents the motion of the bipedal

musculo-skeletal is,

ẍ = P (x)[C(x)P (x)]−1[D(x, ẋ)
¡ C(x)Q(x, ẋ, Tr(y), Fg(x, ẋ))]
+ Q(x, ẋ, Tr(y), Fg(x, ẋ)) (6)

To solve the motion equations, the y values are pro-
vided as an output from the neural rhythm generator
that is proportional to the torque. In addition, the
feedback signal from the bipedal robot to the neural
rhythm generator is represented by the joint positions
and velocity of different moving parts of the body, and
the contact forces with the environment.

3.4 The model for the neural rhythm gen-
erator

The neural oscillators are the main elements that
compose the model of the neural rhythm generator.
The simplest model of the neural oscillator consists of
two mutually inhibited neurons with the self adapta-
tion in each of them. Each neural oscillator has four
state variables. Two variables represent the inner state
of each neuron (ui and uj), and the other two state
variables represent the degree of adaptation for each
neuron (fi and fj), respectively. Six of the neural os-
cillators have been used to model the neural rhythm
generator for the bipedal robot. Two oscillators have
been used at the left and right side of the hip and one
oscillator has been used at each of the knee and an-
kle joints. Figure 4 illustrates the arrangement of the
neural oscillators in relation to the adopted bipedal
musculo-skeletal system. The odd number oscillator
represents flexor (F) and the even number oscillator
represents the extensor (E), while τ1 to τ6 represent
the output torques from the oscillators. The con-
figured neural oscillators have inhibitory connections.
The two neurons of each oscillator generate torques
in opposite direction, i.e., the direction of contraction
of flexor and extensor muscle. The algebraic sum of
the torques at each neural oscillator is proportional to
the torque at the relevant joint during bipedal walk.
The inhibitory connection between the hip oscillators
produces alternate excitations to give the alternation
between the movements of the two legs.

The parameters for each neural oscillator and the
interconnection between the oscillators are tuned ex-
perimentally to achieve the generation of a consistent
pattern that assembles human biped motion. The
feedback signal from the bipedal robot to the neural
rhythm generator is represented by the joint positions
and velocity of different moving parts of the body, and
the contact forces with the environment. In case of a
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physical biped robot, the feedback sensory informa-
tion are sensed through different internal and external
sensors.

4 Simulation and Results

In order to produce a suitable relative phase at
the joints of each side of the bipedal, the interconnec-
tion between the neural oscillators at each side of the
bipedal has been chosen in the way that the flexor and
extensor of the hip oscillators can inhibit the extensor
neurons of the knee and ankle oscillators as illustrated
in Figure 4 and we can call this model as one-rank
model. The simulation result of the walking gait for
bipedal robot is shown in Figure 5. Based on this
model, both of the knees’ oscillators have been chosen
to inhibit the ankles’ flexor neurons as shown in Fig-
ure 6 and we can call this model as two-rank model.
The simulation result of this case is shown in Figure
7. The total time is 2 seconds and the ground is level.

5 Conclusions

This paper has presented a CPG based control ap-
proach composed of a network of coupled neural oscil-
lators to generate proper rhythmic motion for bipedal
robot. This approach avoids the need to have a per-
fect knowledge of the robot’s dynamics as compared
to the trajectory based methods. In addition, it is
a more general and adaptive to design controllers for
bided robots. Moreover, reflexes that are produced by
the robot’s feedback sensors are used to manage exter-
nal effects within the robot environment and balance
control. However, currently there is no systematic de-
sign principle that can determine the parameter values
for the oscillators and assigning efficient coupling be-
tween oscillators. Hence, the next step of this work
will focus on adapting the parameters of each neu-
ral oscillator with the possibility of reconfiguring the
coupling mechanism between oscillators in real time
through learning paradigm.
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Figure 5: The simulated walking gait of bipedal using
one-rank model in Fig. 4
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Figure 6: Two-rank CPG network for a biped locomo-
tion
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Figure 7: The simulated walking gait of bipedal using
two-rank model in Fig. 6
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Networks on Earth from the climate data
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Abstract

We extract scale free networks from air temperature
records covering whole earth of NCEP-NCAR reanal-
ysis data. To do this, we use the phase synchroniza-
tion which analyzes nonlinear nonstationary phase of
the time series of the temperature at some locations
on the earth and calculate the phase differences with
time delay between every pare of them Networks shows
scale free nature which is thought to contribute to the
stability of the climate. These studies will help envi-
ronmental conservation of our earth.

1 Introduction

Nowadays a lot of attention is paid to various net-
works in the world , especially which show scale free
nature. But only a few studies have been done about
climate networks on the earth. [4],[5] The earth is in-
vestigated in various methods like whole earth simula-
tor. Empirical Orthogonal Function (EOF) decompo-
sition is popular method to extract Elnino, Southern
Oscillation etc. But networks may give us other kinds
of understandings about climate on the earth. To ex-
tract meaningful networks from climate data of the
earth, we use phase synchronization which describes
synchronization of time dependent phase of nonlin-
ear oscillations instead of linear method like cross-
correlation. We use temperature of the atmosphere
covering the whole surface of the earth. We draw
networks by connecting two locations which synchro-
nizes each other. We show some seasonal networks
and study their scale free nature.

1.1 Data

The global National Centers for Environmental Pre-
diction - National Center for Atmospheric Research(
NCEP-NCAR ) provides reanalysis dataset of various
climate data in every 100-hPa atmospheric pressure
levels and every grid with a resolution of 2◦ latitude
× 2◦ longitude. We choose 47 locations from the grids

so that density of the locations is almost equal on
the earth and use 400-hPa, 500-hPa and 600-hPa and
study the daily temperature data from 1979 to 2005.

1.2 Phase synchronization

Recently phase synchronization is applied to a lot
of complex dynamical systems which shows nonlin-
ear nature and traditional cross-correlation technique
may not work well, for example chaotic system , brain
activity[1], the binocular fixation eye movements [3]
and temperature and precipitation in different regions
etc [2]. In this method, we use nonlinear phase which
is defined by a Hilbert transform and the generalized
phase-difference is ϕn,m(t) = nφ1(t)−mφ2(t) between
two oscillators. After taking mod (π), if the general-
ized phase-difference is constant, we can say two os-
cillators are synchronized and shifted by the constant
in phase. But generally has time dependence, so we
have to see the histogram of ϕn,m to judge whether
two oscillators are systematically shifted or not. Then
we use the Shannon entropy. If the entropy equals 0,
they are shifted constantly and if the entropy is large,
each cycle of two oscillators are independent so they
are not synchronized. Here we have time series xj(t)
of the temperature at the jth location on the earth.

• We construct the complex signals

zj(t) = xj(t) + iyj(t) = Aje
iφj(t)

by Hilbert transform of xj(t). Now we have the
nonlinear phase φj(t) at the jth location.

• We define the generalized phase-
difference ϕn,m,i,j(t) for various m and n values
and every pare of the locations i and j.

ϕn,m,i,j(t) = (nφi(t) − mφj(t)) mod 2π

• We create a histogram of ϕn,m,i,j with M bins
of size 2π/M and we get the frequency distribu-
tion pk of each bin k, that show how the phase-
difference of the pare of two locations occurs.
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• To quantify the systematic occurrence of the
phase-difference, we use the Shannon entropy S
and define an index ρn,m,i,j .

ρn,m,i,j =
Smax − S

Smax

, S = −
M∑

k=1

pk ln pk

By definition, the maximum entropy and the
range of the index are Smax = lnM and 0 ≤
ρn,m,i,j ≤ 1. ρn,m,i,j = 1 means complete phase
synchronization, in this case the distribution of
the frequencies pk shows sharp peak at a value of
k.

• Next we shift the time t → t+ τ in one of the two
time series xi(t) , xj(t) and calculate the phase-
difference ρn,m,i,j(τ) between one time series with
shift τ and the other time series without shift.
Finally we have max value of the index ρn,m,i,j(τ)
among deferent values of τ .

The phase synchronization method is beyond the
cross-correlation method in the two points. It ana-
lyzes the nonlinear relationship and considers the time
delay directly. But for now we do not distinguish the
negative and the positive correlation in the phase syn-
chronization.

1.3 Climate Networks

We extract climate networks as follows. Here we
consider only n = 1 and m = 1 phase-difference
ρ1,1,i,j . We standardize the max value of the index
ρ1,1,i,j by dividing the average value of them among
deferent values of time delays τ .

ρmax,i,j = max(ρ1,1,i,j(τ))/mean(ρ1,1,i,j(τ))

So every ith-jth location pare has the set values of
( ρmax,i,j , τmax,i,j ) . To decide the links of the net-
works, we use the thresholds (ρ̃, τ̃ ) in both values of (
ρmax,i,j , τmax,i,j ) and define the network matrix Ni,j

Ni,j =
1 if(ρmax,i,j > ρ̃) ∧ (τmax,i,j < τ̃)

0 other wise

To test the consistency of the networks, we check the
common links of data in the consecutive pressure lev-
els data and in the consecutive 6 years terms in 25
years data. Changing the thresholds (ρ̃, τ̃ ), we cal-
culate the correlation of two network matrixes in the
two consecutive data Fig.1 shows the correlation of
the two networks and the fraction of existing common
links. We see the correlation of the two networks and
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Figure 3: Degree distribution about outgoing links (
left ) and incoming links ( right)

the fraction of existing common links are trade-off.
When we need high consistency of the network and
a lot of existing common links, this is multi-objective
optimization problem. So we pay attention to Pareto-
optimal frontier. We see τ̃ ∼ 10 days calculations stay
near the Pareto-optimal frontier and when we changes
another threshold ρ̃, it almost reaches peak at ρ̃ ∼ 4.
So we choose the two threshold (τ̃ , ρ̃) = (10, 4). Now
we can draw directed networks with the direction of
time delays. Fig.2 show the networks in each seasons.
We study the distribution of number of links and it
shows scale free like Fig.3.
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Figure 2: Seasonal networks by temperature of pressure level 500-hPa ( left ) and 600-hPa (right) with threshold
(τ̃ , ρ̃) = (10, 4)
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���� 
� 
 ����
� 
 ��
�� �������� ��� ��	������� �
��� ���� �� ��
������� ����� ���� �� ��
��
�� 
 
������	
�� � ���
�
���� � 
 ��	�������  ��	 ��� ����	�� ���� ���  
��
��
� ��� ����	� �� ���������
� �� ��� �
���� ����� ��
M � &� 
 ������� ��� ����
������ aMn �� ��
��
��� 
�

aMn =

⎛
⎜⎜⎜⎝

∫
SM−1

∫ Mn

0

sinM−1 rdrdω

∫
SM−1

∫ π/2

0

sinM−1 rdrdω

⎞
⎟⎟⎟⎠

1/M

�<�

≈ Mn

(MIM )1/M
. �>�

�����

IM =
∫ π/2

0

sinM−1 rdrdw =
√

πΓ[M/2]
2Γ[(M + 1)/2]

. �?�

��� �����
�� � ��� 	
��� �� 
��� ��
��
��� �
���
� ��� ����	� � ��� 
�	������� ������ 3�� ���

�	������� ����� �� 
 ���� 
� ��� �� ��
	��� �����
������ ��� ����� �� ����������� �� ��	�� ������� ���
�����
�� � ��� ����	� �
 �� �
����
��� 
� ������ ���
�� ��� ���� 
������	
��� 
� ��� �
�������
��
���
�
��� � ��� ����	�� 
� �� ����

������� ��
� ��� �� ��
	��� ������� ��� 
�	�����
��� ����� An ���� �
���� Mn ��� ��� ������� AL

n+1


� AR

n+1
� 
� x = θ ∈ (−Mn, Mn) ���� 4��� 2�� ����

��� �
���� � ��� 	
��	�	 �������� ������ � AL

n+1

�� Mn + θ 
� ��
� � AR
n+1 �� Mn − θ� @
��� � ���

���� 
������	
���� ����� ����	�� 
�� ������ 
�

|AL

n+1
| = |DM |(Mn + θ)M , �(A�

|AR

n+1
| = |DM |(Mn − θ)M , �((�

|An| = |DM |MM
n , �()�

����� |DM | �� ��� ����	� � ��� ��� M ���	����
�
����� �
��� ��� 
����� ��
� ��� ����
������ � 
��� ���� �
�
	���� ���� ���
��� � AL

n+1
�� ���� 
�

|AL
n+1|/|An|� ��� 
���
�� �
��� � ��� ����	� � ���

���
��� 
�	������� ����� �� ��� �����
� �� ������ 
�

E
[ |An+1|

|An|
]

=
1

2Mn

∫ Mn

−Mn

(
|AL

n+1|
An

)2

+

(
|AR

n+1|
An

)2

dθ

�(.�

=
2

2M + 1
. �(2�

��� λ ��

=
(

2
2M + 1

)1/M

. �(7�
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# ���
�� css �� ��������� 
�

css =
(MIM )1/M

1 −
(

2

2M+1

)1/M
�(;�

 ��	 �;�� �<� 
� �(7��

W
^

An+1 An+1
0

θ
-M MRL nn

x

new example

4����� 25 ��� �� ��
	��� ������� ��� 
�	������� ���
��� ��� ��� ������ 
� x = θ ∈ (−Mn, Mn)

 �����	� �����������

# ����� �� ��%�	 ��� �
������ � �(;�� ��	� ��	�
����� ��	��
���� ���� �
����� ���� N = 5000 ��
	�
���� 
�� �����  ��	 SM

+
�� ��	�� 
� ����������


� ������ ) ��
�� ��� ��
	���� ��
��
����
4��� 7 ����� ��� 
���
�� 	
���� ������ ��� �	�

��� � ��
	����� ����� ��� ����� ���� �������� ���
���������
� ������� 
� �
���� ���� ��� ������	��
�
�������  �� M = 4 
� M = 20� #� �� ���
��� ����
��
� ��� ������	��
� ������ � ���� %����� 
����
��
��� ���������
� ����
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# of Examples
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4����� 75 9�
��� ������ � ������ )�

! ����������

# ���� �
���� �� 

��"�� ������ ) 	��� ��������
���� ��� 
���	���� ��
� ���� ��� ����
������ � ���

��� � ������� ������� ���� ���
��� 
� ��� �����
��
� ��� 	
��� 
�� ���������
� �� ��� ������ 	
���
��
 '.*� ��� ���� 
������	
���� �� ��������� �����
	
��� �� �������� �� ��
��
�� ����� ���B������ ���
���������
� ��
��� ������ ������� ���� 
����� ���� ���
������	��
� ������� ���� �� ��	����� ��	��
�����

����	
���������

���� ����� �� ��������� � �
�� �� 
 C�
����&��
 �� ������%� D���
��� �(7<AA(.A� (>.AAA<>�  ��	 ���
E
�
��� C����	���

"	�	�	��	�

'(* �� 0� �
���� ��� ������ �	 
��������� ��������

������� 0�� F���� 0F5 ������������
�� (??7�

')* @� ���G���� � H� @������ 
� &� E� �	��
� ���

����� �� ������ �������� 
������ ����� ������

���� H
	������� 8:5 H
	������ 8��� ,�����
(??>�

'.* :� #���
 
� �� F
	
�
��� I#���	��
� �������
������ 	
����� 
� ����� ���	�����
� 

������J
�������������� � ������
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� IC��	�����
� ,��������� � 9� ����8� �
��� 0� ������� ������ �
������J ����� ����� 

��	�������� ��� 
������� ���� K>?�&� ��� >2<L
>7)� )AA;�
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� ���#� &	
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�	�����
��� �
�
	���� ����� � ���
� ��
����J �����
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(??;�
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��� ����������� H
	������� �&5 �#� ,�����
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�
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���� � � ������� ������ 	
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����� �� ��� �	� 
�� ��
 �� ����� ������� �������
��� 
� ��� ������ ���� ����	 ��������� ���
 ������� ��
���� 	������ ������ ���� �� 	������� ��
� 
�� ��
 �� �
�
��	
����� ����� �� ���� 
� � �����	 �������
�� ��	
����	���
�� �
��� ����� 
��� ����
�
�
��� ���� 
��
��	��	���� ��� ��	��� ����� ���� 
��
 
��  !"
����
��� �� ��
 � ��	
�� �� ��� ������

� ��
�����
���

# �����	
 ���
�	 ������ $ !"% �� � ��������	 
��

��������	�� ��� ����� ����
 ���
�	� 
� ���
�	� ����

�	� �� � ��������������� ������ ��� 
��
 �����	��
����	�
�� 
�� ���
�	� ���
�	� ��
� �� ��
��� ����	�
����� �� 
�	� �� �	��� &'()*� #�
����� ��  !" ���
���� �	���	
��� ���� 
��
 
��	� �	� �� ����� ���� ��
�
� �		�	 ��	���� ��� �
 ��� � ���� ����	�����
��� �����
�
�� �
 	�+��	�� � ���� ����
�
����� �������
� �����

�� �	���� �� �+�������
 
� � +���	�
�� �	��	����
$,-% ��
� ��	������ �� 
�� ��� ����	 �� ����� ���
������

�� 	����� 
�� �������
�� "��	���	���� ���
������	���� &.* �	������ ��  !" ������
 �����
�� ����
	�� �	���	
��� �� 
�� ��� !"� � ��	���
 ��
 !"� �	������ �� &/* ��� �������� �� &0('1*� #�
���	
��
 �	���	
� �� 
�� ��� !" �
������ �� &.* ��
���� �� 
�� �
��	� �� 
�� ���
 
��
 
��  !" ����
��� ��
�
	����� 	���
�� 
� 
�� 	������ ������ ���� $234% ��
����� ������� �� 
�� ���
�	� ����� &''*� 5� 
�� ���� ��
���������� ����	�
��� ����	����� ����� ��������
����������� 
�� �	���� ��  !" ��
� ���
 �	���� ��
�+�������
 
� ������ 
�� ����
 ���	��
 
�� �	���� ��

�� 234�

��� ���	��
 ����
 �� �� ����
�� �� � ��	���� �	
�� ���� �� 
�� 234� ��� ����
 �� ���
��� � ��	
��
�� 
�� 234� #� ����� �� &.*� ��� ��	
�� �� 
�� 234

�� � �����
�� �� �� ����� ������� ���	� 
�� �����


���� ��� �� 
�� ���� 
�	�� ������� &.* �
������ 
���
�	���	
� ��� 	������ 
�� �������
� �� 
�� ��� !"�

 ������ 
��
 �� ����
�
�
� 
�� ���	��
 ��	
�� ��	

�� ���	��
 ����
 �� 
�� 234� #�
����� 
��� ���	�
���
��������� ���	���� 
�� ��	��	����� �
 �� 	����� 
��
�������
� �	��
������ �
 �� ������� �� � �����
�� ����	
��	��	����� ��� ��	���� �� 
��� �
��� �� 
� �������
�

�� 
	�����6 ����	���
�����

��
� 
��
 �� 
	��
 ���� 
�� �����	 ��	���� 
��
 ���

�� ����
 ��� ���
�	� ������ �	� ����
����� 
�	���� 
���
����	 ��	 �������
��

� ���	�
�� �� 
�� �� �����
 ���
��

��������

��� �� �����	
 ���
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��� ��  !"� ���	� 
�� �	��� �� ��
 ��
 
� ���
�
��
 � ��	����� β ����� �� ������� �� ��� �� ����
������ ��6�	��
�� �	� 
�� �	������  !"� &/*� ���
 ���

����� N ����
 ���
�	� f (n) ��� 
�� ��		��������� ��
�
��
� y(n)� 
�� ν� !" �� ��	���
�� ��

min
w,b,ξn,β

[
1
2
‖w‖2 + C

N∑
n=1

ξn − β

]

��
� y(n)(w′f (n) + b) ≥ β − ξn, ξn ≥ 0, $'%

���	� ξn �	� ����� ��	������ ��	 
�� ���
 �	��� 
����
��+���

5� �� ����� w̃ = (w; b) ∈ F̃ ��� f̃ = (f ; 1) ∈ F̃
���	� h �� � ����
��� ����
��
 ��� F̃ �� 
�� �����
��
����
 ����� F×R� 
�� ����	�
��� ����	�����w′f+b =
0 �� ���	����� �� � ����� ����	 �	����
 w̃′f̃ = 0� 
��

��� 
�� ����	����� �� ����������� ���� ���	�
���
�� ������ ���
������� ��� ν� !" ��
� ����������
����	������ ���� �+�������
 
� ��
 ��6�	� �	� 
��
�	������ ν� !" (1)� ����� 
�� ��	�	 ���� ��������� 
��
�6��
 �� 
�� ���
 ����
��� ��� 
�

‖w̃‖2 = ‖w‖2 + b2. $7%
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C=1 C=1/2 C=1/3

8���	� '9 ��� 	������ ������ ���� �� �������� :���
C �� 
�� 	����	���� 
� 
�� ���� �� 
�� ������ ��
� �

	������ 
� 
�� ���
	��� �� 
�� ��������

wI

H−

H+

8���	� 79 # ����
	���� ���� �� 
�� ����
��� �� � ν�
 !"�

 �� &'1* ��	 
�� ��
���� �� 
�� �6��
 �� ���
�������
��� :���� ���� �	���� �� (1) �� ��	���� ��

min
αn

1
2
‖w‖2 ��
� w =

N∑
n=1

αny(n)f (n),

0 ≤ αn ≤ C,

N∑
n=1

αn = 1,

N∑
n=1

y(n)αn = 0, $;%

���	� αn �	� 
�� <��	���� ��
�����	�� <�
 α̃n = 2αn

��� C̃ = 2C� ����� (3) �� �	�

�� ��

min
α̃n

1
2
‖w‖2

��
� w =
1
2

∑
y(n)=1

α̃nf (n) − 1
2

∑
y(n)=−1

α̃nf (n), $)%

0 ≤ α̃n ≤ C̃,
∑

y(n)=1

α̃n =
∑

y(n)=−1

α̃n = 1. $.%

4�	�� (5) ���� 
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�	 �� (4) �� � ���
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�� �� �� ˜alphan ≥ 0 ��
���
�� #�� 
�� 	��
	��
��� �� 
�� �����
 α̃ ��
���� 0
��� C 	������ 
�� ������ ���� 
� 
�� ��������� 	������
������ ���� $8��� '%�  ���� 
�� ���
���� ��
���� ����
���
�	� �� ������� �� (4)� 
�� ν� !" ����
��� ���

8���	� ;9 # 	������ ������ ���� �� 
�� ������ ���� ��
���
	�����

8���	� )9  ��
��	��� 
�����+�� ���� 
�� �������
�����	�� ����	�����


�� ��	��
��� ���
�	 wI ��	����� 
� 
�� �����
 ����
���
��� 
�� 
�� 	������ ������ ����� H+ ��� H− ���
������ 
�� ���� ����
� $8��� 7%� ����� 
�� ����
�� 
�� ����
��� �� � ��

�� ��6�	��
 �	� 
�� ���
�	 ��

�� �����
 &'1('7*� ���� ����	 ����
	���� ���
�	� ��
� 	����� ��� 
�� ν� !" �� �	���		�� 
� 
�� �	������
 !" �� 
���	�
���� �
������

� ������
� �����
 ���
�� ��������

 ������ C = 1/M ���	� M �� �� ��
���	� �����

�� ����	�����
��� �� �
	����
��	��	�� ����� 
�� 	��
����� ������ ���� �� �� ������ ��
 �� �+�������
 
�

�� ������ ���� �� 
�� ��
 ����� ������
� �� 
�� ����

	���� �� M ���
���
 ������� $8��� ;%� ���� ���

����	�� ����� 
��
 
�� ���
��	��� 
�����+��� ��
	��
������ C ���� 
��� ���
�� �� 
� ������ 
�� ���
	���
���
�� 
�� ����
 ���
�	�� 
��
 ��� 
� ��� �
 ����	 �� ���
�	����� ��� �����	�� ����	���� $8��� )% &0*�  ���� 
��
	������ ������ ���� ��	���� 
� 
�� ���
	��� �� ��� ���
����� �� C → 1/N � ��� �	���� ������ ����	����

���� �����
 ��� ������� ������

 ������ 
��
 �� ����
�
�
� 
�� ���	��
 ��	
�� ��	

�� ���	��
 ����
 �� 
�� 234� #�
����� 
��� ���	�
���
��������� ���	���� 
�� ��	��	����� �
 �� 	����� 
��
�������
� �	��
������ �
 �� ������� �� � �����
�� ����	
��	��	����� ����� α̃n 
���� ��
��	 �� 
�� ���� �������
0 �	 C = 1/M � :� 
�	 
��� �
��� 
�� ����	�
�
 !" �� 
��� ����	�

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 783



x1

x2

x3

w

8���	� .9 # ����
	���� ���� �� 
�� ν� !" ����
����

��� ����	�
�  !" �	������ � ��6�	��
 ����	�����
�	� 
�� ν� !"� �����
 ��	 ������� ������ ����� ����

�� ����
 ���
�	� ���
	���
� �� 
�� '����������� ���
��	����	� ��� 
�� ���
��	��� ��	��
�	 C �� � �����
8	� 
�� ����
	���� ��������
� 
��� ���� ��6�	��

���
�	��9 5� ���������� ����	������= ����� 
�� ν�
 !" ����
��� �� 
�� ���
�	 �� 
�� ���� ��	���
��	���� ��	��� ��������� ��� 
�� ������� &>� ';* �����

�� ���	��
 ��	
�� �� 
�� ���
	��� �� M �������
$8��� .%� :� ����	���
���� �������
� 
���	 ��6�	����
�� 
�� ���
 ���
����

�  �	��
�� �	���
����

:� ��		��� ��
 ��� ����
�	 �����
���� 
� ���
��	� 
�� ����	�
�  !" ��
� 
�� ν� !"� ��� ����
�	�
�  !" �� ����� N �������� ���	� 
�� ����

���
�	 x(n) ∈ RK �� 
�� n
� ������ (x(n), y(n))
����� 
�� ��	�� ���
	���
���� N((10y(n),0K−1)′, IK)�
��� y(n) = 1 ��	 0 < n ≤ N/2 ��� y(n) = 1 ��	
N/2 < n ≤ N �

5
 �� ����� 
��
 
�� ν� !" ��� 
�� ���	��� ����	���
���
��� �		�	 �� �	��	 1/N &')�'.*� 4����� �� ������
�

�� ���	��� ����	�����
��� �		�	 �� 
�� ����	�
�  !"
�� ��	 ����	���
�� ����� �� ����� �	� 
�� ����� ���

���� 
�� �����
 ���
�	 �� 
�� ����	�
�  !" ��� 
��

	�� ���� ��� 	����
� �	� ����� �� 8��� /� ���	� K
�� 2 �	 3 ��� N �� 100 
� 1000� #� ��	 �� �� ��� ��

�� 	����
�� 
�� ���	��� ����	�����
��� �		�	� ��� ��

���	���� ���� ���� 
�� ����	 �� �������� N � ���
�	������ ���� ��������� �� ��	� �
	�����

!  ����������

:� �	������ 
�� ����	�
�  !"� ����� ����
�
�
��

�� ���	��
 ��	
�� ��	 
�� ���	��
 ����
 �� 
�� 234�

10
2

10
3

10
-2

10
-1

G
en
er
al
iz
at
io
n 
E
rr
or

K = 2

10
2

10
3

10
-2

10
-1

K = 3

8���	� /9 ?���	�����
��� �		�	� ��	��� 
�� ����	 ��
��������


� 	����� 
�� ����
�
����� �������
�� 4�����	�
��	 ����	���
�� �
��� �� ������
��� �
� ��	��	����
������ 
��
 
��� ����	�
� �� ��	 �	� �	��
���� �
 
���
���
� :� ���� �������
� 
�� 	����� ��� 
�� ����	�
�
 !" ��� ���� � �
	���� ���	���� ��	�� ��� �	����� ��
��	���� ����	�
� �� 
�� ���	 ��
�	��

���	
�����	��

���� �
��� �� �����	
�� �� ��	
 �� � ?	��
����#��
��	  ����
��� 2����	�� $'.011';1� '>;1110>% �	� 
��
@������� ?���	���
�

"���������

&'* !� �� !������ ��� ������ 	
 ���������� ��������
���	���  �	����	�!�	���� 'AA.�

&7* B�  ��C������ �
 ���� ������� �� ������ �����

	�� ����	�� ����	� ��������� 3��	���� D����
-	���� 'AA>�

&;* �� 3	��
������ ��� @�  ����������	� �� ����	����
��	� �	 ����	�� ����	� �������� 3��	����
D���� -	���� 7111�

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 784



&)* #� @�  ���� �
 ��� ����� ������� �� ����� ������
�������� "5� -	���� 7111�

&.* "� E� "��	���	���� ���  � ������	����� F# ���
��
	�� ���	���� 
� �����	
 ���
�	 ������
$ !"% ���������
����G �   ����! ��� ���� ;�
��� /0'(/>7� 711/�

&/* B�  ��C������ �
 ���� F��� �����	
 ���
�	 �����
	�
���G ���! �	"�!� ���� '7� ��� .� ��� '710(
'7).� 7111�

&0* H� 5���� ��� �� #������ F#� ����
�
�� �
�
��
��
��� �������� �� �����	
 ���
�	 ������� ��
� ���

�	�����G ���! ���#!� ���� '>� ��� ;� ��� 7.'(7.A�
711.�

&>* H� 5���� ��� �� "�	�
�� F?���
	���� �	���	�

��� �� �� �����	
 ���
�	 ������� ��
� ��6�	��

��	��G ���! �	"�!� ���� '0� ��� ''� ��� 7.1>(
7.7A� 711.�

&A* H� 5����� FE6��
� �� ��	��� ����
��� �� �� �����	

���
�	 ������� �� ��
	�� ������G �   ����!

��� ���� '0� ��� '� ��� '(A� 711/�

&'1* II� F?���
	���� �	���	
��� �� ���
������ �� 
��
�� �����	
 ���
�	 ��������G � �� ����! ��
!

��� ��!� ���� E>A�J� ��� 7� ��� >)0(>.7� 711/�

&''* H� -� B����

 ��� E� @� B	�����
����	� FJ����
�
��� ����
	� ��  !" ��������	��G $�	�! �����
��� .0(/)� 7111�

&'7* J� 3	��� ��� 3� B�	���� F# ����
	�� ��
�	�	��

�
��� �� ��� !" ��������	��G ��$�� ���� '7� ���
7))(7.1� 7111�

&';* 2� 4�	�	���� �������� ������ �������� ���	��
��� ���	����"� "5� -	���� 7117�

&')* H� 5����� F#� ����
�
�� �
�
��
���� 
���	� ��
��������� ��	��� �
�����G ���! �	"�!� ���� '/�
��� >� ��� '01.('0'A� 711)�

&'.* H� 5���� ��� �� K������� F5��	���
�� �����	

���
�	 ������� ��� 
���	 ����
	���� ���������G
����	�	"�!� �� �	����

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 785



Towards integrated multimedia understanding 
for intuitive human-system interaction 

 
Masao Yokota 

Fukuoka Institute of Technology 
yokota@fit.ac.jp 

 
Abstract 

The Mental Image Directed Semantic Theory (MIDST) has 
proposed an omnisensory mental image model and its 
description language Lmd intended to facilitate intuitive human-
system interaction such that happens between non-expert people 
and GISs (Geographic Information Systems). This paper 
presents a systematic method for formulating and computing 
natural concepts (i.e., mental images) of physical reality in Lmd 
and its application to spatial language understanding in view of 
cross-media operation on text and picture. 

1. Introduction 
In the field of ontology, special attention has been paid 

to spatial language covering geography because its 
constituent concepts stand in highly complex relationships 
to underlying physical reality, accompanied with 
fundamental issues in terms of human cognition (for 
example, ambiguity, vagueness, temporality, identity, ...) 
appearing in varied subtle expressions [1]. Most of the 
traditional approaches to spatial language understanding 
have focused on computing purely objective geometric 
relations (i.e., topological, directional and metric 
relations) conceptualized as spatial prepositions or so, 
considering properties and functions of the objects 
involved [e.g., 2]. Such verb-centered expressions as S1 
and S2, however, are assumed to reflect not much the 
purely objective geometrical relations but very much 
certain dynamism at human perception of the objects 
involved because they can refer to the same scene in the 
external world. This is also the case for S3 and S4 and we 
often encounter such intuitive spatial expressions in our 
daily life. 

(S1) The path sinks to the brook. 
(S2) The path rises from the brook. 
(S3) The roads meet there. 
(S4) The roads separate there. 

Anyway, this fact may lead to a certain barrier 
preventing non-expert or ordinary people and computer 
systems from comprehensible communication in natural 
language in such a way as shown in Fig.1. Therefore, their 
semantic descriptions should be grounded in human 
perceptual representations, possibly, cognitively inspired 
and coping with all kinds of spatial expressions including 
such verb-centered ones as S1-S4 as well as preposition-
centered ones. The Mental Image Directed Semantic 

Theory (MIDST) [3] has proposed a dynamic model of 
human perception yielding omnisensory image of the 
world and classified natural event concepts (i.e., event 
concepts in natural language) into two types of categories, 
‘Temporal Events’ and ‘Spatial Events’. These are defined 
as temporal and spatial changes (or constancies) in certain 
attributes of physical objects, respectively, with S1-S4 
included in the latter. Both the types of events are 
uniformly analyzable as temporally parameterized loci in 
attribute spaces and describable in a formal language Lmd.  

This paper presents a brief sketch of Lmd and a 
systematic method to formulate and compute natural 
concepts of physical reality comprising spatial language 
semantics in order to facilitate intuitive huamn-system 
interaction, that is, interaction between non-expert people 
and computer systems such as GISs (Geographical 
Information Systems). This work is intended to model a 
more intuitive ontology of space and time by generalizing 
our concerned findings [e.g., 3-5] and to apply it to 
intuitive cross-media operation on text and picture. 

 
Fig.1. Miscommunication due to different perceptual 
groundings. 

2. Mental Image Description Language Lmd 

2.1 Omnisensory Image Model 
The MIDST treats word meanings in association with 

mental images, not limited to visual but omnisensory, 
modeled as “Loci in Attribute Spaces”. An attribute space 
corresponds with a certain measuring instrument just like a 
barometer, thermometer or so and the loci represent the 
movements of its indicator. Such a locus is to be 
articulated by “Atomic Locus” with an absolute time-
interval [ti, tf] (ti< tf) as depicted in Fig.2 (left) and 
formulated as (1). 
  L(x,y,p,q,a,g,k)                                             (1) 
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This formula is called ‘Atomic Locus Formula’ whose 
first two arguments are often referred to as ‘Event Causer 
(EC)’ and ‘Attribute Carrier (AC)’, respectively. A logical 
combination of atomic locus formulas defined as a well-
formed formula (i.e., wff) in predicate logic is called 
simply ‘Locus Formula’. 

2.2 Tempo-logical connectives 
The definition of a tempo-logical connective Κi is given 

by D1, where τi, χ and Κ refer to one of purely temporal 
relations indexed by an integer ‘i’, a locus, and an 
ordinary binary logical connective such as the conjunction 
‘∧’, respectively. The definition of each τi is provided with 
Table 1 implying the trivial theorem T1, where the 
durations of χ1 and χ2 are [t11, t12] and [t21, t22], 
respectively. This table shows the complete list of 
temporal relations between two intervals, where 13 types 
of relations are discriminated by the suffix ‘i’ (-6≤ i ≤6). 
This is in accordance with Allen’s notation [6] which, to 
be strict, is for ‘temporal conjunctions (=∧i)’ but not for 
pure ‘temporal relations (=τi)’. 

The intuitive interpretation of (1) is given as follows. 
“Matter ‘x’ causes Attribute ‘a’ of Matter ‘y’ to keep 
(p=q) or change (p ≠ q) its values temporally (g=Gt) or 
spatially (g=Gs) over a time-interval, where the values 
‘p’ and ‘q’ are relative to the standard ‘k’.”  

When g=Gt and g=Gs, the locus indicates monotonic 
change or constancy of the attribute in time domain and 
that in space domain, respectively. The former is called 
‘temporal event’ and the latter, ‘spatial event’. For 
example, the motion of the ‘bus’ represented by S5 is a 
temporal event and the ranging or extension of the ‘road’ 
by S6 is a spatial event whose meanings or concepts are 
formulated as (2) and (3), respectively, where ‘A12’ 
denotes ‘Physical Location’. These two formulas are 
different only at the term ‘Event Type (i.e., g)’. 

D1.      χ1 Κi χ2 ↔ (χ1 Κ χ2) ∧ τi(χ1, χ2)                               
T1. τ-i(χ2, χ1) ≡ τi(χ1, χ2) (∀i∈{0,±1,±2,±3,±4,±5, ±6})     
The temporal connectives used most frequently are the 

temporal conjunctions ‘SAND (∧0)’ and ‘CAND (∧1)’, 
standing for ‘Simultaneous AND’ and ‘Consecutive 
AND’, conventionally denoted by ‘Π’ and ‘•’, 
respectively. Employing these connectives, for example, 
the English verb concept ‘fetch’ can be defined as (4) 
and depicted as Fig.2 (right). Furthermore, the underlined 
part of (4) stands for the concept of ‘carry’ and this 
relation can be formulated as (5) employing the temporal 
implication ‘⊃-4’, reading that an event ‘fetch(x,y)’ is 
necessarily finished by an event ‘carry(x,y)’. This kind of 
formula is not an axiom but a theorem deducible from the 
definitions of event concepts in the formal system. 

(S5) The bus runs from Tokyo to Osaka. 
(∃x,y,k)L(x,y,Tokyo,Osaka,A12,Gt,k)∧bus(y)      (2) 

(S6) The road runs from Tokyo to Osaka. 
(∃x,y,k)L(x,y,Tokyo,Osaka,A12,Gs,k)∧road(y)    (3) 

 

  (λx,y)fetch(x,y)↔(λx,y)(∃p1,p2,k)L(x,x,p1,p2,A12,Gt,k)• 
((L(x,x,p2,p1,A12,Gt,k)ΠL(x,y,p2,p1,A12,Gt,k)) 
∧x≠y∧p1≠p2     (4) 

fetch(x,y) ⊃-4 carry(x,y)  (5) 
Table 1. List of temporal relations Fig.2. Atomic Locus (left) and Locus of ‘fetch’ (right). 

Definition of τi Allen’s notation 
τ0(χ1, χ2) equals(χ1,χ2)  t11=t21 

∧t12=t22 τ0(χ2, χ1) equals(χ2, χ1) 
τ1(χ1, χ2) meets(χ1, χ2) t12=t21 
τ-1(χ2, χ1) met-by(χ2, χ1) 
τ2(χ1, χ2) starts(χ1, χ2) t11=t21 

∧t12<t22 τ-2(χ2, χ1) started-by(χ2, χ1) 
τ3(χ1, χ2) during(χ1, χ2) t11>t21 

∧t12<t22 τ-3(χ2, χ1) contains(χ2, χ1) 
τ4(χ1, χ2) finishes(χ1, χ2) t11>t21 

∧t12=t22 τ-4(χ2, χ1) finished-by(χ2, χ1) 
τ5(χ1, χ2) before(χ1, χ2) t12<t21 τ-5(χ2, χ1) after(χ2, χ1) 
τ6(χ1, χ2) overlaps(χ1, χ2) t11<t21∧t21<t12 

∧t12<t22 τ-6(χ2, χ1) overlapped-by(χ2, χ1)

 
Fig.3. FAO movements and Event types. 
 

The author has hypothesized that the difference between 
temporal and spatial event concepts can be attributed to 
the relationship between the Attribute Carrier (AC) and 
the Focus of the Attention of the Observer (FAO) [4]. To 
be brief, it is assumed that the FAO is fixed on the whole 
AC in a temporal event but runs about on the AC in a 
spatial event. According to this assumption, as shown in 
Fig.3, the bus and the FAO move together in the case of 
S5 while the FAO solely moves along the road in the case 
of S6.  

2.3 Empty event 
An ‘Empty Event (EE)’, denoted by ‘ε’, stands for 

nothing but for absolute time elapsing and is explicitly 
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defined as D2 with the attribute ‘Time Point (A34)’ and the 
Standard of absolute time ‘Ta’. Usually people can know 
only a certain relative time point by a clock that is seldom 
exact and that is to be denoted by another Standard in the 
Lmd. Hereafter, ∆ denotes the total set of absolute time 
intervals. According to this scheme, the suppressed 
absolute time-interval [ta, tb] of a locus χ can be indicated 
as (6). 

D2.     ε([ti,tj])↔(∃x,y,g)L(x,y,ti,tj,A34,g,Ta), 
where [ti, tj]∈∆ (={[t1, t2] | t1<t2 (t1, t2∈R)}). � 

            χΠε([ta,tb])    (6) 

3. Semantic description of physical reality 

3.1 Event concepts 
The semantic description of an event is compared to a 

movie film recorded through a floating camera because   it 
is necessarily grounded in FAO’s movement over the 
event. Therefore, as already pointed out, S1 and S2 can 
refer to the same scene in spite of their appearances, where 
what ‘sinks’ or ‘rises’ is FAO and whose conceptual 
descriptions are given as (7) and (8), respectively, where 
the special symbol ‘_’ is defined by (9), standing for an 
anonymous variable bound by an existential quantifier, 
and ‘A13’, ‘↑’ and ‘↓’ refer to the attribute ‘Direction’, and 
its values ‘upward’ and ‘downward’, respectively. Such a 
fact is generalized as ‘Postulate of Reversibility of a 
Spatial Event (PRS)’ that can be one of the principal 
inference rules belonging to people’s intuitive knowledge 
about geography. This postulation is also valid for such a 
pair of S7 and S8 as interpreted approximately into (10) 
and (11), respectively. These pairs of conceptual 
descriptions are called equivalent in the PRS, and the 
paired sentences are treated as paraphrases each other.  

(∃y,p,z)L(_,y,p,z,A12,Gs,_)ΠL(_,y,↓,↓,A13,Gs,_) 
∧path(y) ∧brook(z) ∧p≠z    (7) 
(∃y,p,z)L(_,y,z,p,A12,Gs,_)ΠL(_,y,↑,↑,A13,Gs,_) ∧path(y) 
∧brook(z) ∧p≠z     (8) 

L(…,_,…) ↔ (∃ω)L(…,ω,…)    (9) 
(S7) Route A and Route B meet at the city. 

(∃p,y,q)L(_,Route_A,p,y,A12,Gs,_)Π 
L(_,Route_B,q,y,A12,Gs,_) ∧city(y) ∧p≠q  (10) 

(S8) Route A and Route B separate at the city. 
(∃p,y,q)L(_,Route_A,y,p,A12,Gs,_)Π 

L(_,Route_B,y,q,A12,Gs,_) ∧city(y)∧p≠q   (11) 
For another example of spatial event, Fig.4 (up) 

concerns the perception of the formation of multiple 
objects, where FAO runs along an imaginary object so 
called ‘Imaginary Space Region (ISR)’. This spatial event 
can be verbalized as S9 using the preposition ‘between’ 
and formulated as (12), corresponding also to such 
concepts as ‘row’, ‘line-up’, etc.  

(S9) □ is between ∆ and ○. 

(∃y,p)(L(_,y,∆,□,A12,Gs,_)•L(_,y,□,○,A12,Gs,_))Π 
 L(_,y,p,p,A13,Gs,_) ∧ISR(y)   (12)  

For more complicated examples, consider S10 and S11. 
The underlined parts are deemed to refer to some events 
neglected in time and in space, respectively. These events 
correspond with skipping of FAOs and are called 
‘Temporal Empty Event’ and ‘Spatial Empty Event’, 
denoted by ‘εt ’ and ‘εs ’ as Empty Events with g=Gt and 
g=Gs at (6), respectively. Their concepts are described as 
(13) and (14), where ‘A15’ and ‘A17’ represent the attribute 
‘Trajectory’ and ‘Mileage’, respectively. From the 
viewpoint of cross-media reference, the formula (14) can 
refer to such a spatial event depicted as the still picture in 
Fig.4 (down) while (13) is to be interpreted into a motion 
picture.  

(S10) The bus runs 10km straight east from A to B, and 
after a while, at C it meets the street with the sidewalk. 

(∃x,y,z,p,q)(L(_,x,A,B,A12,Gt,_)Π 
 L(_,x,0,10km,A17,Gt,_)ΠL(_,x,Point,Line,A15,Gt,_)Π 
 L(_,x,East,East,A13,Gt,_))•εt•(L(_,x,p,C,A12,Gt,_) 
ΠL(_,y,q,C,A12,Gs,_)ΠL(_,z,y,y,A12,Gs,_)) 
∧bus(x)∧street(y)∧sidewalk(z)∧p≠q                          (13) 

(S11) The road runs 10km straight east from A to B, 
and after a while, at C it meets the street with the sidewalk. 

(∃x,y,z,p,q)(L(_,x,A,B,A12,Gs,_)Π 
L(_,x,0,10km,A17,Gs,_)ΠL(_,x,Point,Line,A15,Gs,_)Π 
L(_,x,East,East,A13,Gs,_))•εs •(L(_,x,p,C,A12,Gs,_) 
ΠL(_,y,q,C,A12,Gs,_)ΠL(_,z,y,y,A12,Gs,_)) 
∧road(x)∧street(y)∧sidewalk(z)∧p≠q                         (14) 

There are a considerable number of postulates of space 
and time to facilitate intuitive interaction between humans 
and IMAGES-M [4], and the PRS (Postulate of 
Reversibility of a Spatial Event) is one of the most 
important. This postulate can be formulated as (15) using 
‘≡0’, where χ and χR is a locus formula and its ‘reversal’ 
for a certain spatial event, respectively. The recursive 
operations to transform χ into χR are defined by (16)-(18), 
where the reversed values pR and qR depend on the 
properties of p and q. For example, (14) is transformed 
into (19) to be verbalized as S12, where pR =p and qR =q 
for A12; pR =-p and qR =-q for A13.  

χR.≡0.χ     (15) 
(χ1•χ2)R ↔ χ2

R •χ1
R   (16) 

(χ1Πχ2)R ↔ χ1
R Πχ2

R   (17) 
(L(x,y,p,q,a,Gs,k))R↔ L(x,y,qR,pR,a,Gs,k) (18) 
 

(∃x,y,z,p,q)(L(_,x,C,p,A12,Gs,_)Π 
L(_,y,C,q,A12,Gs,_)ΠL(_,z,y,y,A12,Gs,_))•εs• 
(L(_,x,B,A,A12,Gs,_)ΠL(_,x,0,10km,A17,Gs,_)Π 
L(_,x,Point,Line,A15,Gs,_)ΠL(_,x,West,West,A13,Gs,_)) 
∧road(x)∧street(y)∧sidewalk(z)∧p≠q  (19) 

(S12) The road separates at C from the street with the 
sidewalk and, after a while, runs 10km straight west 
from B to A. 
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Our future work will include establishment of learning 
facilities for automatic acquisition of word concepts from 
sensory data and human-robot communication by natural 
language under real environments. 

 
 

 

H: What is between the buildings A and B? 
S: The railway D. 
H: Where do the street A and the road B meet?
S:  At the crossing C. 
H: Where do the street A and the road B 
separate? 
S:  At the crossing C. 

 

Fig.5. Q-A on a map between a human (H) and 
IMAGES-M (S). 

 Fig.4. Complicated spatial events: ‘row’ (left) and 
‘example of road map’ (right). 

 

3.2 Object concepts 
A physical object can be semantically defined as a 

combination of its properties and its relations with others. 
For example, the semantic descriptions of ‘rain’, ‘wind’ 
and ‘air’ can be given as (20)-(22), reading ‘Rain is water 
attracted from the sky by the earth, makes an object wetter, 
is pushed an umbrella to by a human,…,’ ‘Wind is air, 
affects the direction of rain,… ,’ and ‘Air has no shape, no 
taste, no vitality, …,’ respectively. The special symbols 
‘*’ and ‘/’ are defined as (23) and (24) representing 
‘always’ and ‘no value’, respectively. 

Fig.6. Text-to-Action translation by IMAGES-M: ‘Sit 
down AND wave your left hand’ was interpreted 
as ‘Sit down BEFORE waving your left hand.’ 
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Abstract

This paper discusses an approach to realising mul-
tipurpose home robots a wide spectrum of people can
direct by speech, physical contact and gesture. A good
spoken language interface allows ordinary people to
direct robots without training in advance. However,
many problems of Natural Language Understanding
must be addressed if a wide range of utterances are
to be understood immediately. Therefore, we design
a practical multi-modal direction language combining
a simple spoken language with nonverbal information.
The spoken language has a simplified grammar and
limited words, so that the robot should understand
commands without complex computation or a large
knowledge base. Nonverbal information makes com-
mands more specific and eliminates ambiguity.

1 Introduction

Since the end of last century, more and more robots
are coming into homes and offices to help ordinary
people. As the birthrates in advanced countries are
dropping, a robot that helps and cares elder or dis-
abled people at home will be soon in demand in many
societies. Such a robot is expected to understand what
the user wants it to do as soon as a command is given.
This raises an important issue of human-robot commu-
nication. For people who need helps, even computer
GUIs, or remote controls of TVs are not ideal inter-
faces. Some people may give up using the robot before
learning which commands all the buttons, sliders and
levers are linked with. In addition, if the robots are to
execute many kinds of commands, the user must learn
long sequences of operations.

A spoken language interface, on the other hand, can
be a good interface as it is not necessary to learn a
new language if robots understand spoken commands
in our language. However, there are still many diffi-
cult problems to tackle to realize a natural language
interface by speech. For example, a spoken language
interface based on a linguistically motivated grammar,

compositional semantics of logical forms and generic
inference engines for natural language understanding
has been applied to directing a mobile robot, asking it
questions and giving it information by speech[1]. This
system requires considerable computational power to
check the consistency of semantic interpretations of
user utterances in real time.

Recently, many robot systems implementing au-
tomatic speech recognition have been developed[2].
Many of them create word lattices from speech sig-
nals and interpret what the user means by means of
keyword spotting, creating semantic representations
of user utterances. In most systems, heuristic rules
to construct semantic representations are built by the
designer so that it should not take much time for se-
mantic analysis. However, it is not clear to users what
kind of an utterance the robot understands or mis-
understands. Moreover, it is difficult to identify the
meaning by this method alone if a variety of commands
are given to the robot in many different situations.
Therefore, this approach does not suit for multipur-
pose robots which help ordinary people at home.

Another way to reduce the computational cost of
semantic analysis is to employ a simple command lan-
guage. The most straightforward way is to design
a command language which robots can directly exe-
cute, but the language would be difficult for humans
to learn. Therefore, we design a command language
based on a natural language by reducing the number
and types of grammar rules, and the size of the lex-
icon. Obviously, a command language does not need
to cover declarative and interrogative utterances. We
presume that it is possible to build a practical and
cost-effective spoken language interface by selecting
words and phrases and constructing rules carefully.
Besides spoken commands, gestures and physical con-
tact provide a good means of intuitive direction. Non-
verbal modalities of communication complement ver-
bal communication and eliminate ambiguity. Thus,
we design a multi-modal language combining a spoken
language with nonverbal directions.
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2 Target of the language

2.1 Multipurpose Home Robots

Home robots including pet robots like Sony AIBO
(http://www.aibo.com/) and healing robots, PARO
(http://www.paro.jp/) for instance, are already in the
market and helping ordinary people at homes in some
ways. Another example is a practical small robot avail-
able for cleaning our rooms (http://www.irobot.com).
Although it is still difficult to build a robot which re-
places a housekeeper or care worker, one can predict
that home robots will evolve in the coming decades
and be capable of doing many kinds of tasks given by
us. They will be connected to home computer net-
works and collect useful information for us. They will
move about in the home, bring something to us and
move heavy objects. They will help us doing physical
tasks, have a chat with us, control the air conditioner,
TV and lights, and so forth. In short, we predict mul-
tipurpose home robots will find a place to help us.

In a way, a home robot can be thought of as a phys-
ical interface device with a home computer network or
an intelligent house which follows the user and pro-
vides a means of interaction with the computers. At
the same time, the robot is given physical tasks and
helps the user. Most importantly, the robot has sen-
sors and actuators and can change its location. This
makes the way it interacts with a human utterly dif-
ferent from other interface devices.

2.2 Directing Mobile Robots

We believe that no matter how intelligent the robots
may be, in some cases we have to direct them step by
step telling them to stand up, turn back, go forward,
look left, raise the right arm, grasp an object and so
on, especially when the robots are physically helping
them. Thus, the first step would be designing a multi-
modal language which enables us to make robots turn,
move forward/backward, look up/down and stop at
will, saying “Turn left!”, touching the robot, waving
to it and so on.

It looks straightforward to realize a simple spoken
language for this purpose, but things get a little com-
plicated when we want to specify parameters of ac-
tions such as distance, angle and speed. On the one
hand, “Turn right slowly!” does not include detailed
information about the angle and speed, but on the
other hand, “Turn 43 degrees clockwise within a sec-
ond!” is not what we normally say. We could say “stop
there”, “faster”, ”a little bit more” after “go forward
slowly” or “turn left a bit” many times until the robot

reaches a desirable position. Nonverbal signals such as
gestures can allow the user to give the robot detailed
information in a more natural manner. Thus, a multi-
modal language combining a simple spoken command
language with gestures and physical contact opens up
possibilities to direct robots in natural ways.

The spoken language can be defined by a set of sim-
ple grammar rules and a relatively small lexicon. Be-
sides, one can realize a wider coverage of commands to
home robots using the same grammar rules and adding
words or phrases to the lexicon: “Turn on the TV!”,
“Go to the kitchen”, “(Make the room) warmer!”,
“Clean up the room”, “Check my mailbox!”, “Show
me the weather forecast!”, “Lift the box” and so on.
Since in most of the environments of home robots, one
can assume that e.g. there is only one TV in the room
the user is in, little reasoning will be necessary to un-
derstand the commands if we properly design the lan-
guage.

2.3 Directing Articulated Robots

Articulated robots with arms, hands and legs can
perform many kinds of physical tasks. When using
such robots, we will often want to tell the robot move
its hands, arms or legs: “Stand up!”, “Sit down!”,
“Walk a little!”, ”Raise the right arm higher!”, “Stand
on the left foot!”, “Wave the arms slowly!”, etc. These
directions specify either a primitive action using the
arms and legs or movements of individual limbs, so
little confusion occurs in order to generate motor com-
mands to the actuators, although a robust balance
control system is indispensable.

As a humanoid has many degrees of freedom, the
diversity of its motions is much larger than that of a
wheeled mobile robot. Thus, we need a wider cover-
age in our multi-modal language. None the less, it
is possible to adapt the language for this purpose by
enhancing the lexicon without adding grammar rules.

If we could easily direct humanoids’ various mo-
tions in a multi-modal language, it would be possible
to make them help us in physical tasks and teach them
how to move their limbs.

3 Spoken Language for Intuitive Direc-
tion of Home Robots

3.1 Grammar and Lexicon

Now, we discuss in more detail what kind of a spo-
ken language is suitable for directing home robots.
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What we have principally in mind is a grammar
consisting of a small number of rules without recur-
sions. For our purpose, we can select words neces-
sary for directing robots. We presume that this is
the class we should employ for a wide coverage of
commands to multipurpose home robots. The gram-
mar restricts the number of acceptable commands, but
compositional semantics makes it to possible to inter-
pret a large number of spoken commands and convert
them into robot actions. However, even a grammar in
this simple class generates unnecessary utterances, so
there are utterances which are grammatical but do not
make sense. Only utterances which are grammatical
and make sense should be converted into robot actions
and the other grammatical input must be recognised
as invalid at the stage in which their semantic rep-
resentations are constructed. Thus, the robots need
react to spoken commands in three, at least, different
ways.

There are many ways to define a language of this
class to cover verbal directions. Designing our lan-
guage, we do not adhere to linguistic grammars and
lexical categories of natural languages. For our pur-
pose, it is more important to consider to what extent
we should restrict directions to minimise the cost of
computation and how easy for humans the language is
to learn. Here are some examples of grammar rules:

S → ACTION PARAM

ACTION → turn

PARAM → DIRECTION SPEED

DIRECTION → ANGLE left

ACTION → OPERATION OBJECT

OPERATION → turn off

OBJECT → the TV

Note that without recursions separate rules are nec-
essary to allow the users to specify different combina-
tions of parameters.

PARAM → DIRECTION DURATION

3.2 Semantic Analysis and Robot Actions

Once the syntax of our language for verbal direc-
tions is defined, we need to give a meaning to each
utterance. For example, if “Move!” is grammatical,
we need to decide whether it is acceptable as a com-
mand or not and what actions it should be linked with
depending on nonverbal input. Although generally

speaking the meaning of a command can vary depend-
ing on the context, we should avoid allowing such an
ambiguous command. Instead, we should be able to
choose one action, if an acceptable combination of an
utterance and nonverbal input is given.

If the user says “Turn right!”, the robot must
change its orientation though it is not clear how much
and how fast without nonverbal input. Perhaps the
robot should turn, say, 45 degrees clockwise at a mod-
erate speed. To execute an action, it needs all the pa-
rameters of it. For our purpose, the language interface
should send action representations to the robot con-
trol system whenever the user commands the robot.
A simple example of action representations passed to
the robot system should look like the following:

action(name(turn),dir(45.0),speed(50.0),time(now))

Semantic analysis is necessary to construct ac-
tion representations from verbal and nonverbal in-
put. Methods of compositional semantics can system-
atically construct semantic and action representaions
from speech input. We believe that it is important to
have a good framework for semantic analysis of multi-
modal directions. Mapping utterances into actions in
an ad hoc manner is not desirable for building a lan-
guage for diverse directions. The Mental Image Di-
rected Semantic Theory (MIDST) gives a framework
for semantic processing in multi-modal interactions
between a human and an articulated robot[3], and thus
will give one for our purpose.

3.3 Disambiguation

As mentioned above, ambiguity in spoken com-
mands should be avoided as much as possible. First,
we can eliminate context dependent directions such as
“Go there!” and “Approach it”. Secondly, we choose
default values of action parameters. For example, we
could link “Turn!” and an action to turn 360 degrees
slowly, or “Pick it up!” and an action to grasp any-
thing near the robot and hold it. Thirdly, an utterance
can be interpreted in more than one way because of
multi-sense words or syntactically ambiguous expres-
sions. Although most of such utterances are ruled out
if the language is simple, we must consider this prob-
lem at both of the stages of designing the grammar
and lexicon and mapping utterances into actions.

4 Nonverbal Direction

Home robots will have many different sensors for
perceiving their circumstances and controlling their

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 792



bodies. Those sensors, especially tactile, proximity,
and vision sensors, are useful as user interface devices.
In our multi-modal language, nonverbal input through
sensors plays an important role for disambiguation,
filling slots of action representations. Pointing ges-
tures disambiguate directions like “Go over there!”
and “Touch that wall!”. Tapping a part of the robot
implies the direction, speed and duration of the action:
saying “Turn!” and tapping the robots left arm three
times can be interpreted as “Turn 90 degrees to the
left quickly!”.

5 Robot Systems for Usability Studies

For usability studies, we build robot systems one
can direct in our multi-modal language and conduct
experiments involving people who are not familiar with
computers and robots.

The robot systems consist of a multi-modal lan-
guage interface and robot control system. The lan-
guage interface receives sound signals and other sen-
sory input. It comprises components for speech recog-
nition, gesture recognition, analysis of tactile and
proximity sensor readings, and syntactic and semantic
analysis. It sends the robot control system action rep-
resentations which describe an action directed by the
user in real time .

We are currently implementing robot systems with
a multi-modal command interface. Our first prototype
was built on a Sony AIBO (ERS-210) using the Master
Studio SDK. The robot recognises about 50 Japanese
words, simple hand gestures moving a pink ball and
tactile messages on its tactile and infrared sensors. Its
action repertoire includes standard action of the SDK,
standing up, walking etc., and our original actions cre-
ated using Action Composer, a part of the SDK. Al-
though it can only react to single-word commands, it
is possible to realise an intuitive interface to direct the
robot. The major limitations are due to the small sets
of spoken commands and nonverbal directions.

Our next setup, Lemon (Fig.1), is based
on a new Sony AIBO (ERS-7M3), the Open-R
SDK (http://openr.aibo.com/) which enables us to
build the on-board control system in C++ and
MEdit to create robot motions to add new ac-
tions. For speech recognition, we use Julian
(http://julius.sourceforge.jp/en/julius.html), a gram-
mar based recognition engine and its development kit
which allows us to develop context free grammars1 for
speech input and test them on our PCs. We develop a

1The engine actually parses only regular languages.

spoken language based on Japanese using Julian and
study its usability on our robot system.

Another target is a humanoid robot one can direct
using our multi-modal language. We are developing
small humanoids for various objectives. The newest at
the moment is Syokabe (Fig.1), which has 27 DOFs in-
cluding effective yawing rotations at the body and legs.
Running Julian on our PCs, we can use the same spo-
ken language interface for Lemon and our humanoids.

Figure 1: Lemon (left) and Syokabe

6 Summary

This paper proposed to design a practical multi-
modal language to direct multipurpose home robots.
We discussed basic features of the language, action
representations, and command interface. The lan-
guage is based on a natural language and has a
smaller set of grammar rules to cover directions of
home robots. We have implemented some prototypes
and components of robot systems and are conduct-
ing usability studies using four legged robots and hu-
manoids.
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Abstract

The purpose of tele-immersive collaboration is to
enable people in separate locations to work together ef-
fectively by the Virtual Reality (VR) technology facil-
itating the human intuitive insight and interpretation.
Consequently, it is important to cogitate with figures
and characters as well as voice communication in Col-
laborative Virtual Environment (CVE). In this paper,
we constructed tele-immersive CVE with annotation
capability and free-hand drawing of characters and
figures into Immersive Projection Technology (IPT)
environment. In addition, participants from remote
sites connected over a Wide Area Network (WAN)
were enabled to interact with each other by sharing
annotations via a PDA application. Moreover, we de-
veloped applications for scientific visualization and, for
intellectual work based on KJ Method inside a tele-
immersive CVE. From these results, we are able to
maintain essential information for thinking by making
annotation on IPT environment, and have proved the
system can support intuitive understanding in remote
collaborative work.

1 Introduction

Complexity and multiplicity of large-scale data sets
generated from High Performance Computing (HPC)
systems have been increasing at a proportional rate
to their computational power and network bandwidth.

Collaboration between multi-field researchers using vi-
sualization techniques become important in order to
inspect these large-scale data sets efficiently, and it
can support human insight and interpretation.

In order to work smoothly with participants at re-
mote sites via WAN, Computer Supported Cooper-
ative Work (CSCW) tools, such as E-mail, WWW
browser or a TV Conference system, have been used
as general tools. However, CSCW tools are limited in
3D expression of data sets possessing depth informa-
tion because 2D displays or projectors are generally
used.

We consider that effective remote collaboration us-
ing 3D contents requires a tele-immersive CVE [1, 2]
which enables high presence and reality. Collabora-
tion in CVE is important to support problem solving
and intellectual discovery by intuitive observation of
3D contents from various view-points in a shared en-
vironment.

In this paper, we describe a tele-immersive CVE
which supports intuitive interpretation by making an-
notations within IPT environment. In addition, we de-
scribe our applications for scientific visualization and
intellectual work in the CVE based on KJ Method.

2 SECI process and Collaboration

Knowledge is differentiated between “tacit” and
“explicit” knowledge. Tacit knowledge, unable to be
expressed verbally, is an individual’s knowledge or ex-
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Figure 1: Knowledge Translation.

perience accumulated personally. In order to share
tacit knowledge with others, it needs to be converted
to a sharable explicit knowledge such as text or fig-
ures. On the other hand, the knowledge creation is
a continuous process by dynamic interaction between
these different kinds of knowledge.

This process is called “SECI process” [3] which has
4 modes (Figure1). Socialization is to share a common
space through a communication between participants.
Externalization is to translate from tacit knowledge to
explicit knowledge. The explicit knowledge is shared
by other participants. Combination is the integration
of these into new more complex and systematic sets
of explicit knowledge. Internalization is to absorb this
explicit knowledge as tacit knowledge in practical use.
These four modes configure the spiral model in the
process for knowledge creation.

We consider that collaborative works in CVE have
similarity to the SECI process. Socialization process
is same as the construction of shared virtual environ-
ment. Communication between participants in CVE
is similar to externalization and combination. Inter-
nalization looks like a simulation of work, and self-
schooling in stand-alone mode is equivalent to the
work in a VR environment. Externalization process
in particular requires various expression methods in
order to transmit their ideas and experiences. In ad-
dition, combination process requires the externalized
explicit knowledge to be converted to own knowledge.

Therefore, it is important to cogitate with figures
and characters as well as voice communication, be-
cause remote collaborative works in CVE has a ten-
dency to use abbreviation or corresponding expres-
sions. In order to support intuitive knowledge cre-
ation, we have constructed a tele-immersive CVE with
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Figure 2: System configuration of our IPT environ-
ment.

annotation capability into IPT environment that con-
sist of 3D contents. In this environment, we are able
to change the visualization parameter and to make
annotations by using PDA. We enabled collaborative
to be an understanding of visualization data with an-
notations which shared with co-researchers of remote
places.

3 System Configuration

3.1 Scientific Visualization in IPT Envi-
ronment

VR technology is one of the useful visualization
tools for intellectual discovery. We implemented a
PDA-based application for IPT such as CAVE or Im-
mersaDesk. It can control parameters and make an-
notations for scientific visualization without moving
between the IPT and host computer[4].

Figure 2 shows our system configuration. The host
computer generates visualization images and displays
them on the ImmersaDesk display. We used the Vi-
sualization Tool Kit (VTK) and CAVE Library for
visualization. We established a private WAN by con-
necting several remote sites over the Japan Gigabit
Network II (JGN II). Participants in each site can in-
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teract by making annotations via a PDA application
within IPT. Avatars represents other participants who
access from remote places. Coordinate data of each
participant’s head and PDA in the IPT environment
is transmitted between participants and each partici-
pant is represented as an avatar with motion.

3.2 Communication in Tele-immersive
CVE

Collaborative works between remote places uses a
lot of conversation[5]because participants in the IPT
environment have difficulty using input interface such
as keyboards or mice. Therefore,voice communication
is indispensable in achieving smooth communication in
CVE. We developed voice communication tools which
enable adjustment of volume and PAN level corre-
sponding to speaker’s position in IPT environment.

In addition, we implemented two free-hand writing
methods to use in CVE since it has a high tendency
to use clipped words and anaphoric expressions. One
method is the drawing of annotations directly in IPT
environment by using a PDA like a virtual pen en-
abling to move it freely while pressing a PDA’s button.
This method is suitable for drawing 3D figures or large
images. The other method is the use of PDA’s touch
screen to transfer a drawn annotation into the IPT.
This is appropriate for drawing characters or texts.
These drawing data are then sent to the IPT environ-
ments to be shared by all participants.

4 Application in Tele-immersive CVE

4.1 Scientific Visualization of Fluid Flow

We have implemented an environment for scientific
visualization in tele-immersive CVE. Scientific visu-
alization in IPT environment is suitable for intuitive
interpretation of complex fluid data. Figure 3 shows
an overview of fluid visualization.

Each participant can change visualization parame-
ters and can make annotations in CVE by using a PDA
application. Visualization parameter data and vertex
position of annotations are sent to each participant’s
IPT environment in real-time.

4.2 Visualization of Bedrock Destroying
Phenomenon

Traditional earthquake researchers have used three
orthographic views, however the use of 3D visualiza-
tion technology has been considered effective for the

Figure 3: Overview of fluid visualization with partici-
pant’s avatar.

Figure 4: Immersive bedrock destroying phenomenon
visualization and annotations.

analysis of destruction phenomenon. Taking this into
consideration, we attempted to use 3D visualization
technique to the destruction phenomenon of earth-
quake in an IPT environment.

Figure 4 shows an example of earthquake data dis-
playing. In this visualization, earthquake sources are
represented by spheres and the intensities by colors.
The earthquake source location becomes easy to un-
derstand by interactively configuring the dense spheres
in the IPT environment. In addition, researchers have
been facilitated to understand the construction of fault
planes via intuitive observation by the virtual walk
through to the underground structure.
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Figure 5: Overview of KJ Method application in IPT.

4.3 Intellectual Works by KJ Method in
IPT Environment

KJ Method is one of the well known techniques for
knowledge creation. It makes groups for relationship
between each other and the various information are de-
scribed as cards or “Post-it”. In addition, new ideas
created by using the KJ Method are described as writ-
ing to cards. Since the task of making cards using
the KJ Method is generally hard for the users, several
software have been released to support this task in a
Personal Computer (PC). However, users becomes in-
terfered when the numbers of cards increase, because
there is a limitation of working area on traditional
PCs.

We implemented an application for using KJ
Method within an IPT environment in order to serve
as a CVE for knowledge creation. Figure5 shows the
overview of this KJ Method application in IPT. In this
environment, various image files, such as graph, pic-
ture or 3D visualization image, are used as the cards
in KJ Method. IPT environments have no limitation
regarding working area and are able to add more axis
of grouping. Image and additional annotation data
in IPT environment are loaded from database system,
and are saved in database after the work. Therefore,
users are allowed to access the database from a WWW
browser and are enabled to carry out the continuation
of the work in another environment.

5 Conclusion

In this paper, we presented a tele-immersive CVE
which we have developed with free-hand annotation

capability via PDA in IPT environment which consists
of 3D visual contents.

Considering the use of annotations such as stream-
line drawing or marking the noteworthy point, we
could conclude that collaboration with annotations in-
side the CVE supports better communication between
participants. From these results, we are able to main-
tain essential information for thinking by making an-
notation such as characters or figures on IPT environ-
ment and have proved the system can support intuitive
understanding in remote collaborative work.

In the future, we believe that the task of making
3D annotations in CVE will be effective for enriching
communication tools during the collaborative inves-
tigation, and will be a more useful tools for human
intellectual works.
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Abstract 

 
In this paper, we propose a live video streaming system 

based on virtual reality technologies for intuitive 
interaction among people remotely located. This system is 
one kind of sever-client system and can provide remote 
users with virtual 3D audiovisual fields in real time via a 
very high-speed network. The server captures audio and 
video data from its clients, compiles them into one 3D 
audiovisual scene at a virtual conference and broadcasts it 
over the clients. At the present stage, our system captures 
2 videos and creates one 3D video at a time. Our system 
can play 3D audiovisual contents on Windows XP systems 
as well as on CAVE systems. 

 
1. Introduction 
 

In recent years, live video streaming systems and TV 
conference systems are very popular [1, 2, 3]. We have 
also developed a WWW conference system in order to 
provide WWW browsers with a live video communication 
facility [4] and evaluated its performance [5, 6]. However, 
these systems are only to display flat pictures and thereby 
the users hardly feel talking face-to-face with the other 
participants at the same place. 

On the other hand, there have been proposed several 3D 
model reconstruction methods [7, 8]. These are applicable 
to videos as well as to photographs and can be 
implemented on virtual reality systems such as CAVE 
system [9] and, as a further extension, can provide the 
remote users with face-to-face realities. 

This paper proposes a VR live video streaming system 
in order to facilitate intuitive interactions among remote 
users and shows its implementation and evaluation based 
on the experimental results.  

 
2. VR live video streaming system 
 

Our VR live video streaming system can provide the 
remote users with such a communication facility as shown 
in Fig.1 where 3D audiovisual fields are available on 
Windows XP systems as well as on CAVE systems. The 
participants can allocate their images arbitrarily in the 

video. The sound field, so called, Virtual Sound Field 
(VSF) is created so as to match the arrangement of the 
images. Therefore, each participant can communicate with 
the other users as if they were actually talking face-to-face 
at the same place. 

Our proposed system is one kind of sever-client system 
as shown in Fig.2 and can provide remote users with 
virtual 3D audiovisual fields in real time via a very high-
speed network. The server captures audio and video data 
from its clients, compiles them into one 3D audiovisual 
scene at a virtual conference and broadcasts it over the 
clients. 

 
The server consists of 5 components as follows: 
(S1) User Interface - Provide windows to display 2D 

videos and to set up video capture parameters 
(S2) Video Capturer - Take in 2D video and audio data 

for 3D contents 
(S3) 3D Video Creator - Extract frames, detect 

parallaxes and create polygons with textures 
(S4) 3D Video Stream Controller - Broadcast polygons 

and textures controlling their numbers, frame sizes 
and rates 

(S5) Sound Stream Controller – Broadcast sounds 
controlling the sampling rates 

  
Each client consists of 7 components as follows: 
(C1) User Interface - Provides windows to display 3D 

videos and to set up 3D video parameters 
(C2) 3D Video Allocator - Arrange 3D videos in the 

virtual world 
(C3) 3D Video Controller - Play 3D video with sounds 

synchronized 
(C4) 3D Video Stream Controller - Receive polygons 

and textures controlling their numbers, frame sizes 
and rates 

(C5) Virtual Sound Field Creator - Play sounds 
reflecting the arrangement of the 3D videos 

(C6) Sound Controller - Play sounds with 3D videos 
synchronized 

(C7) Sound Stream Controller - Receive sounds 
controlling the sampling rates 
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Fig.1. VR live video streaming system. 

 

 
Fig.2. System architecture. 

 
3. 3D video creation method 
 

Figure 3 shows spatial relations of an object and its 2D 
video frames. As known well, the object’s position (O) 
can be computed from the points (P1 and P2) projected on 
the two different frames according to (1)-(3), where 
O(x0,y0,z0), P1(x1,y1,z1), and P2(x2,y2,z2), respectively. 

x0= (D/2d)(x1+x2)    (1) 
y0= (D/d)y1=(D/d)y2    (2) 
z0=(D/d)f     (3) 
 
A 3D model is composed of polygons each of which 

consists of vertexes with 3D coordinates. Such a model 
can be reconstructed by corresponding the 3D coordinates 
specifying the object’s surface with the 2D coordinates in 
the video frames. A 3D video supplies a time-sequenced 
set of polygons and texture images. The details of 3D 
model creation are shown in Fig.4. 

In order for modeling in real time, we have developed a 
new method to control the number of polygons for 
parallax detection. In this method, the parallax between 
the frames is calculated efficiently using one set of 

candidate pairs of corresponding pixels so called 
‘Template for Candidate Projection Area (TCPA)’ as 
shown in Fig.5. Usually such a candidate pair cannot be 
determined uniquely due to the ambiguous z coordinate of 
the object while it is prepared in advance by (4)-(7). 
Therefore, the pair minimizing the difference between 
TCPAs is selected as the most certain one.  
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4. Virtual sound field 

 
The virtual 3D sound field is intended to play sound 

reflecting the relation between the 3D video display point 
and the viewpoint in the virtual world. As shown in Fig.6, 
the sound source and the sound receivers are located 
according to the 3D video. In order to realize the vertical 
stereo effect, each receiver is divided logically into 2 sub-
receivers and each speaker plays the same sound twice 
reflecting the difference in distance and in vertical angle 
between the sub-receivers. The volume and delay time at 
the receiver is given by (8) and (9). 

 
Fig.3. Spatial relations of object and frames. 

 
Fig.4. 3D model creation. 
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! 

Vr = fv (Vss,Lsvx )     (8) 

! 

Dr =
fd (Lsvx )

c
    (9) 

 
where  
Lsvx: the distance between the sound source and the 

sound receiver, 
Vss: the volume at the source, 
Vr: the volume at the receiver, 
fv(Vss, x): the volume at the distance x from the source, 
Dr: the delay time at the receiver, 
c: the speed of sound, and 
fd(x): the delay time at the distance x. 

 
5. Implementation 

 
The server was implemented on Windows XP system 

while each client was implemented on either Windows XP 
system or CAVE system, employing the C Language, Intel 
Open Computer Vision Library (Open CV) [10], 
WinSock2, Open GL, GLUT and CAVE Library. The 
CAVE library was used to draw/display 3D videos and to 
support the head tracking on CAVE system only. The 
others were utilized for both the systems in the 

conventional ways except that the Open CV was for 
capturing videos and extracting video frames. 

Figure 7 shows the videos from the left camera (a) and 
the right camera (b) and the 3D video (c) composed on the 
server. Logicool Qcam for Notebooks Pros were 
employed as web cameras put at a space 25cm long 
enough for us to recognize easily the parallax between 
Fig.8 (a) and (b). Figure 8-c was viewed at a client on 
Windows XP System, where the user could control the 
viewpoint and view angle through the keyboard. 
 
6. Conclusion 
 

The VR live video streaming system and its 
implementation were described. At the present stage, our 
system captures 2 videos and creates one 3D video at a 
time. Our system can play 3D audiovisual contents on 
Windows XP systems as well as on CAVE systems while 
the existing live video streaming systems and TV 
conference system are only to display the flat pictures. 
Currently, we are evaluating our system in its precision 
and performance and also implementing the sound 
modules. In the future, we will introduce some highly 
precise certainty calculation method. 

 
 

 
Fig.5. Parallax Detection. 
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Fig.6. Virtual Sound Field. 

 

 
Fig.7. Implemented System.  
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Abstract 

 Illumination variation in face images is one of the 
most difficult problems in face recognition system. The 
performance of self-organizing map-based face 
recognition system is highly degraded when the 
illumination of test images differ from training images. 
Illumination normalization is a way to solve this 
problem. Both global and local image enhancement 
methods are studied in this paper. Local histogram 
equalization method is highly improving the 
recognition accuracy of the CMU-PIE face database. 

Keywords—Face recognition, illumination, SOM 

1 Introduction 

Important practical applications of automatic face 
recognition have made it a very popular research area in 
the last three decades [1]. Human-machine interface is 
considered as one of these applications. For example, 
the interaction between robots and human requires a 
fast and accurate identification of the person identity. In 
spite of the expanding research in the field of face 
recognition, many problems are still unsolved. 

Recently, more researchers focus on robust face 
recognition which is invariant to pose, expression, 
illumination variations.  Illumination variation is still a 
challenging problem in face recognition research area 
especially for appearance-based methods [2]. The same 
person can appear much differently under varying 
lighting conditions.  Varieties of approaches have been 
proposed to solve the problem, and they can be 
classified into three categories: preprocessing and 
normalization [3, 4], invariant feature extraction [5], 
and face modeling [6].  

Self-organizing map (SOM) [7] is a famous 
unsupervised neural network. In this work, SOM is 
used for feature extraction and dimensionality 
reduction. Two different shapes of SOM maps 
including sheet, and cylinder shapes are used to learn 
face manifold. However, the performance of SOM is 
highly degraded when the lighting condition of the test 
images differs from that of training images. Therefore, 

it is proposed to improve its accuracy using 
illumination normalization techniques.  

To improve the performance of SOM, several 
illumination normalization techniques are investigated. 
According to the processing strategy, these methods can 
be categorized into two classes. Global methods in 
which the whole image is processed at once. On the 
other hand, region-based methods process small regions 
from the image separately. In this work, two well-
known image enhancement methods are used. Gamma 
intensity correction (GIC) which normalize the overall 
image intensity to a given intensity level and histogram 
equalization (HE) which reassigns the intensity values 
of pixels in the input image such that the output image 
contains a uniform distribution of intensities. Both 
unnormailzed and normalized face images are projected 
on the 2-dimensional space spanned by the two greatest 
eigenvectors using principal component analysis 
(PCA); the structure of the projected manifold under 
different lighting directions is analyzed, moreover, the 
separability among different classes is explored.  

The remainder of the paper is organized as follows: 
In section 2, the learning algorithm of self-organizing 
map neural network is discussed. Section 3 mainly 
describes global and local illumination normalization 
methods. Face database, experimental results, and 
conclusions are given in the following three sections.  

2 Self-organizing Map 

Consider the set of training images χ = {xi, 1 < i 
<M}, each image belong to N-dimensional space. SOM 
is usually represented as a neural network sheet or map 
whose units, usually called nodes or neurons, become 
tuned to different input vectors xi. A weight vector wj, 
sometimes called reference or codebook, is associated 
with each neuron j and the map weight vectors are 
given by W = {wj, 1 < j <N}; such that N < M. In each 
training step, the following two steps are repeated for 
each input sample xi. 

1. Find the best matching neuron c using a 
similarity measure between the input and all 
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the map’s neurons. This step name is winner-
take-all (WTA), where c is the desired winner 
and should satisfy: 

min( )c jj
− = −i ix w x w   (1) 

2. Update the weight vector of the winner c and 
also all its topological neighborhood in the 
map towards the prevailing input according to 
the rule: 

              ( 1) ( ) ( )[ ( ) ( )]j j cj jt t h t t t+ = + −iw w x w  (2)  

               ( )2( ) ( ).exp 2 ( )cj c jh t t r r tα σ= −   (3) 

where hcj(t) is the neighborhood kernel function around 
the winner c at time t, α(t) is the learning rate and is 
decreased gradually toward zero and )(2 tσ  is a factor 
used to control the width of the neighborhood kernel.  

The SOM codebook has the following 
characteristics: 

1. The probability Distribution Function (PDF) 
of the codebook is a good approximation for 
the PDF of the training data. 

2. The topographic order of the training data is 
preserved in the codebook, even if the 
dimensionality of the SOM is smaller than that 
of training data. 

The second characteristic means that similar facial 
features are mapped to nearby positions in the feature 
map. This ordering takes place automatically without 
external supervision based on only the internal relations 
in the structure of the input patterns and the 
coordination of the neuron activities through the lateral 
connections among the neurons.  

3 Normalization Methods 

Illumination variation of face patterns is extremely 
complex due to varying texture reflectance properties, 
face shape, and type and distance of lighting sources. 
Hence, in such a general setup, it is difficult to learn. 
However, most of the variations can be described by 
dominant principal components, this motivates the 
illumination subspace analysis using PCA.  

The original and the normalized image faces are 
projected on the 2-dimensional space spanned by the 
two greatest eigenvectors using principal component 
analysis (PCA). Figure 1 shows the distribution of Yale 
B database face images [6] for two subjects under 64 
lighting conditions. It is clear that the manifold of these 
subjects is highly overlapped. Thus, the discrimination 
between different subjects will be a very hard task. 

3.1 Histogram Equalization (HE) 

Histogram equalization is most widely used method  
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Figure 2: Normalized Face images distributions using 
histogram equalization method. 

to enhance  biased  contrast  image  that  some  pixels  
are concentrated on a narrow range of the pixel 
intensity. The result is obtained using cumulative 
density function of the image as a transfer function. The 
result of this process is that the histogram becomes 
approximately constant for all gray values. As shown in 
Figure (2), the face distribution after applying HE 
algorithm is highly regularized. 

3.2 Gamma Intensity Correction (GIC) 

Gamma correction is a technique commonly used in 
the field of computer graphics. It concerns how to 
display an image accurately on a computer screen. 
Images that are not properly corrected can look dark. 
Gamma correction can control the overall brightness of 
an image by changing the Gamma parameter. The 
gamma transform of an image is a pixel transform in 
which the output and input are related by 
exponentiation 

( ( , )) ( , )f I x y I x y γ=   (4) 

Depending on the value of γ the output image is 
darker or brighter. In GIC, the image is gamma 
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Figure 1: Unnormailzed face images distributions under 
64 illumination conditions along the first two principle 
components. 
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transformed as to best match a canonically illuminated 
image IC(x, y). Predefine a canonical face image, IC, 
which should be lighted under some normal lighting 
condition To find the value of  γ the following equation 
must be solved 

*

*

2

,
arg min [ ( , ) ( , )]C

x y
I x y I x yγ

γ
γ = −∑  (5) 

This is a nonlinear optimization problem, and it can 
be solved using Golden section search algorithm. 

As shown in Figure (3), face distribution using GIC 
normalization algorithm still overlapped and face data 
still have bad separation. 

3.3 Region-based HE and GIC 

It is obvious that both HE and GIC are global 
transforms over the whole image area. Therefore, they 
fail when side lighting exists. To solve this problem, 
region-based method is proposed to process the face 
images based on different local regions. That is, 
performing HE or GIC in some predefined face regions 
in order to alleviate the highlight, shading and shadow 
effect caused by the unequal illumination. As we know, 
face image is symmetrical around the vertical axis and 
contains different parts around the horizontal axis; 
therefore, it is proposed to partition it into four regions. 
As shown in figures (4, 5), region based normalization 
methods increase the separation between different 
subjects, thus the recognition accuracy will be 
improved.  

4 Face Database 

CMU-PIE face database [8] is available for studying 
pose, illumination, and expression problems in face 
recognition. There are 68 individuals under 43 different 
lighting and 3 different facial expressions for 13 poses. 
Since this work mainly deals with the illumination 
problem, frontal images under varying lighting 
conditions are selected, these which includes the images 
under 21 different directional flashes. Example images 
of one person in frontal pose are shown in Figure (6). 
The images are divided into four subsets according to 
the angle that the light source direction makes with the 
camera axis— Subset 1 (f06~f09, f11, f12, f20), Subset 
2 (f05, f10, f13, f14, f19, f21), Subset 3 (f04, f15, f18, 
f22), and Subset 4 (f02, f03, f16, f17). 

5 Experimental Results 

In this experiment, subset 1 is used as the training set 
(gallery images) and other subsets are used for testing 
(probe images), all images are rescaled to the size of 
48x48 in order to accelerate the computation time. All 
cropped images in the database are photometrically 
normalized using histogram equalization, gamma 
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Figure 3: Normalized Face images distributions using 
Gamma Intensity Correction method. 
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Figure 4: Normalized Face images distributions using 
Region-based histogram equalization method 
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Figure 5: Normalized Face images distributions using 
Region- based Gamma Correction. 

correction, and region-based methods.  

Figure (7) shows the canonical face image used to 
calculate the γ coefficient of the GIC method. This 
image is the mean image of the training set enhanced 
with histogram equalization. In the region-based 
methods, the face images divided into four regions, and 
these regions are normalizing with the same algorithm 
of global HE or GIC. 

Figure (8) shows results of applying different 
normalization methods for one subject in the CMU-PIE 
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face database. Region-based normalization methods 
increase the contrast of the image rather than global 
normalization methods. It is clear that the quality of the 
image is improved and feature parts such as eyes, nose 
and mouth are made more clearly. 

The local normalization method has the disadvantage 
that the output is not necessarily realistic. However, in 
the problem at hand, the objective is not to have a 
realistic image but to obtain a representation of the face 
that is invariant to illumination, while keeping the 
information necessary to allow a discriminative 
recognition of the subjects. With this idea in mind, it 
makes sense to use local illumination normalization 
methods for this type of application. 

The normalized gallery images are used to train two 
different shapes of SOM, sheet and cylindrical. Each 
gallery image is represented by the index of the winner 
neuron; in this experiment 2-dimensional map is used 
for training. The winner of the normalized probe image 
is considered as the feature vector of the face image, 
this vector is compared with all gallery feature vectors. 
Nearest neighbor classifier based on the Euclidean 
distance is employed for classification. Figure (9) 
shows the recognition accuracy of applying all 
normalization methods to process all images before 
training and testing. The recognition accuracy for each 
subset and the accuracy for all subsets are calculated. It 
is clear that RHE improve the accuracy of recognition.  

By studding the performance of two different shapes 
of SOM. Cylinder map shape gives good results than 
the sheet map shape, because of the circular shape of 
the face manifold in the image space. 

    
      (a)       (b)     (c)         (d)    (e)  

Figure 8: the processed images after applying different 
illumination normalization methods for one image in 
the CMU-PIE face database. (a) Unnormalized (b) GIC 
(c)  RGIC (d) HE (e) RHE 
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Figure 9: Recognition rate comparisons of different 
illumination normalization methods on CMU-PIE Face 
Database using cylinder SOM map.  

6 Conclusion 

The experimental results on CMU-PIE face database 
reveal a number of interesting points,  

1. SOM performance highly degrades when the 
test sample lighting condition is different from 
the training samples condition. 

2. Region-based illumination normalization 
outperforms the global normalization methods. 

3. The cylinder shape of SOM is better than the 
sheet shape because face manifold of the 
training images tend to be circular. 
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Abstract 

 

 This research aims to develop a combined sense system 

that uses the sense of force feedback and the visual by 

the shape of microscopic features of a micro sample. The 

visual and the sense of force feedback were expanded in 

an effort to improve the efficiency of the skill to operate  

the micro sample by creating conditions similar to 

actually feeling samples that are large enough to actually 

grip by finger. In this basic research, we use a haptic 

device that presents the expanded reaction force 

generated from virtual object of a micro sample. 

 Based on a feedback force presentation experiment 

using a reaction force, a feedback force transmission 

simulation model of actual force transmission was 

constructed. In this experiment, two control approaches 

were used such as position control and hybrid control. 

We discussed our experimental results considering the 

system’s advantages and problems. 

 

Key words: Force feedback, Haptic interface, Simulation 

 

 

1. Introduction 
 

 Currently, bioindustry, the medical field, and the field 

of semiconductor production expect to see advancements 

in the efficiency of micro-technology. Recently, a current 

study focused on post-genomics, the field that 

investigates the use of the enormous amount of 

information analyzed. The field of semiconductor 

research also has incorporated nanoscale productive 

processes since 2004. It is difficult to manipulate 

micro-technology directly, however, because of its 

dependence on sight and the need for a considerable 

mastery of skills. 

 As a method for solving this problem, the reaction force 

of a minute sample improves the efficiency of functions 

such as identification and operation by utilizing the 

feedback force to the worker. 

 This study describes the development of a compound 

system that utilizes sight with a microscope and a force 

feedback manipulator. 

 This fundamental research utilizes a haptic device to 

show the amplified feedback force from a virtual minute 

sample. We also describe an interface that displays a 

graphic in a microscope and commands the x-y stage on 

the microscope. 

 

 

2. System Structure 
 
2.1 Summary of Structure 

 

 The structure of the system is shown in Figure 1. This 

system consists of a metallographic microscope, an 

automatic x-y stage on the microscope, a feedback stage 

controller to control the x-y stage, a hapic device for 

transmitting force feedback (Fig. 2), a minute power 

sensor (Fig. 3), and the PC with which I control and 

operate them. 

 

 

 

 

 

 

 

 

 

Fig. 1. Schematic diagram of system structure 

 

 

 

 

 

 

 

 

Fig. 2. Haptic device       Fig. 3. Micro force sensor 
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2.2 Microscope Image Interface 

 

 In this paper, we constructed the microscope image 

interface shown in Figure 2. The functions of this 

interface are: 

• to display the graphic shown from a microscope 

through a digital camera 

• to move the x-y stage by pushing a button on the 

interface 

• to measure the reaction force between a sample and 

sensor by a micro force sensor 

• to display the virtual object through simulation and 

check any deformation of it. 

 

  Therefore, we are able to check for deformation in 

each minute sample using microscope images and the 

computer simulation. 

 

 

 

ｚｚｚ 

 

 

 

 

 

 

 

 

Fig. 4. Image of interface 

 

 

3. Construction of virtual elastic body 
 

 Fig. 5 shows the construction of the virtual elastic body 

used in this study. It includes nine mass points and the 

spring-damper elements. The horizontal element and 

vertical element are constructed from a parallel model 

made with a spring and damper. The virtual elastic body 

contains fixed mass points, except the center mass point 

which acts as a condition of constraint. 

 We give the sample displacement and measure the 

reaction force to identify the elastic coefficient and 

viscous modulus on the simulation. We measure the 

elastic coefficient on the basis of the relation between the 

reaction force and the displacement, and the viscous 

modulus on the basis of the relation between time and 

displacement. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 5. Schematic diagram of dynamic model 

 

 

4. Feedback Force Presentation Experiment 
 

 In this Chapter, we used the haptic device described in 

Chapter 2. We attempted to evaluate whether a worker 

can grasp an amplified micro reaction force form virtual 

object with the haptic device. 

 The experimental method of force feedback 

transmission involves hybrid control with a master-slave 

method. A worker touches the virtual object described in 

the previous chapter in PC. Then, the generated torque is 

amplified and transmitted by the haptic device. 

These experimental results are shown in Fig. 6, Fig. 7, 

and Fig. 8. Fig. 6 and Fig. 7 use the same time line. In 

Fig. 6, the horizontal axis represents time in (seconds) 

and the vertical axis represents the angle (in degrees) of 

the master and slave. In Fig. 7, the horizontal axis 

represents time and the vertical axis represents the torque 

(milli newton meters) supplied by the reaction force in 

the slave and the torque transmitted to the master. In 

Fig.8, the horizontal axis is time (in seconds), the vertical 

axis is the torque (milli newton meters) supplied by the 

reaction force in the slave and the torque amplified ten 

times in the master. 

 

Fig. 6. Experimental result of hybrid control (Angle) 
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Fig. 7. Experimental result of hybrid control(Torque) 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 8. Experimental result of hybrid control 

(Torque is amplified 10 times.) 

 

 We can confirm that the torque of the master was 

extended to 10[mN / m] according to Fig. 8. In addition, 

we can feel the elasticity to a slight degree by touching a 

virtual object with a haptic device that we actually built. 

However, we can not feel the softness when we touch a 

sample with haptic device. Considering the causes that 

can not feel the softness, it is likely that the mechanism 

of the haptic device is not pertinent, and the reaction 

force of a visual object is too small to induce with a 

haptic device. 

 

 

5. Conclusion 
 

In this paper, we evaluated whether force feedback is 

amplified by touching a virtual object with a haptic 

device in a PC. We can amplify the reaction force but we 

can not present a large enough reaction force for a 

worker to feel its elasticity. 

In the future, I plan to build a system to show a minute 

reaction force extended precisely. Future research will 

focus on a system that will detect and express reaction 

forces more precisely. The system will be tested using a 

smaller sample. Therefore, I will build a manipulator and 

develop a system around it.   
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Abstract 

 
By the development of the VR technology in recent 

years, virtual debugging that uses a virtual environment 
to debug the robot is paid to attention. However, at the 
present stage the reliability of virtual debugging is low, 
and it is difficult to create and operate virtual robots 
without exclusive knowledge. Then, in this research, we 
use a virtual space according to rigid body dynamics, 
and aim the systems that we can create and operate 
virtual robots without exclusive knowledge. 
 
Keywords: VR, Virtual Robots, Virtual Space 
 

1 Introduction 
 

In late years, more large-scale and complex 
embedded software is required. This makes it 
difficult to develop high-quality embedded 
software in a short term, and the delay of 
development is caused because developers cannot 
debug software until a real machine is completed. 
Consequently, a virtual machine should be built 
concurrently with a real one. Then this 
concurrent development allows developers to 
write and debug using a virtual robot the 
software to be installed into the corresponding 
real one. This makes it possible for developers to 
further examine the real machine in detail by 
downloading the software developed with the 
virtual one to the real one. 
And as robots developed so far are supposed to 

act in safe environment, developers do not try to 
make them work in dangerous environment for 
fear that they may be broken owing to a tumble 
on a convex-concave road or falling from a high 
position. 
In such cases, virtual robots will help them 

analyze the cause of accident, and improve fragile 
components of robots or incomplete control 
program leading robots to destruction. 
In this research, reproducing the motor and the 

sensor, etc. in a virtual space according to a 

physical low, we aim at building the virtual robot 
that can operate as if it were the real machine. In 
addition, we want the system to assist a naive 
user in both designing a virtual robot and 
debugging the software. 
 

2 Construct of Virtual Space 
 

A virtual machine designed based on the 
traditional static does not contribute to develop 
the corresponding real one, as it does not work 
well in real environment comparison with the fact 
that the virtual one works well in virtual 
environment because of the lack of dynamics 
including inertia. A real time solid body physics 
engine VORTEX (developed by CMLabs 
Simulations, Inc.) introducing dynamics into 
virtual environment is exploited to solve the 
above problem. 
VORTEX provides following two restrictions: 
Joint, which joins two elementary parts to 

construct an articulated body. 
Contacts, which restricts movement of two 

geometrical models within tolerance. 
As a sample of VORTEX, the robot arm is shown 

in Figure 1. This simulation faithfully reproduces 
the gravity, friction, and the torque of the motor, 
etc. in real time. Using VORTEX, we can execute 
the simulation of complicated models with a lot of 
physical parameters in real time.  
 
 
 
 
 
 
 
 
 

Figure 1: Robot arm simulation by VORTEX 
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3 Development of Virtual Robot 
 
VORTEX has many features but some of them 

are unnecessary for constructing a virtual robot. 
Then we took out only function necessary for the 
robot, and redefined them as the C++ class for 
facilitating to construct a virtual robot. As a 
result, we can change the specification of virtual 
robots, and shorten the debugging time. Using 
this class, we made a four-legged virtual robot 
and a two-legged one shown in Figure 2 and 
Figure 3, respectively.  
 
 
 
 
 
 
 

Figure 2: Four-legged robot 
 
 
 
 
 
 
 
 
 
 

Figure 3: Two-legged Robot 
 
To model a servomotor of virtual robot, a hinge 

joint of VORTEX is used and controlled. The 
hinge joint restrains the two parts to rotate 
around one axis as shown in Figure 4. 
 
 
 
 
 
 
 
 

Figure 4: Hinge-joint image 
 
Moreover, we built in the walking program in 

both robots. It is difficult to have a two-legged 
robot walk stably though it is easy to have a 
four-legged robot walk. But, to make a 
four-legged robot pass the centerline of a corridor, 
a virtual gradient sensor is needed. Virtual 
sensors introduced into the system will be shown 
below. 
 

4 Virtual Sensor 
 
The robot needs a variety of kinds of sensors for 

both detecting its pose and localizing itself. Then, 
a virtual distance sensor and a virtual gradient 
sensor were invented. We configured the function 
of these two virtual sensors as C++ classes to 
make it easily for a developer to exploit them. 
This system allows a developer to implement the 
movement algorithm of the robot easily. 
 

4.1 Virtual Distance Sensor 
 
We made a sensor with high directivity like the 

laser distance sensor. And by combining the 
sensors together, a low directional sensor is 
obtained. Figure 4 shows these two sensors. 
 
 
 
 
 
 
 
 
 
 

High directivity      Low directivity 
Figure 4: Distance sensor 

 

4.2 Virtual Gradient Sensor 
 
The mechanism of this sensor is very easy. 

Non-graphical two objects are set up in the model 
to be measured its gradient, and the grade is 
calculated from coordinates of the two objects. 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Gradient sensor 
 

5 Installation of Virtual Sensor to Virtual 
Robot 

 
Because a developer can make the sensors of 

various specifications expeditiously, the virtual 
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sensor class makes it brief to devise the 
movement algorithm of the robot by the trial and 
error.  
Figure 6 shows a four-legged virtual robot in 

which four distance sensors are installed. This 
robot measures the distance to the wall with the 
sensor, and it is possible to walk without 
knocking against the wall. A developer can easily 
adjust the number and the time base range etc. of 
the sensor, and this leads the developer to the 
best operational condition. For instance, when we 
install two sensors on the forefoot of the robot, as 
it collides against the wall, it was not able to walk 
well. It was, however, possible to walk well when 
4 sensors were installed on all feet of the robot. 
Thus, the developer can judge appropriate 
allocation of the sensors using a virtual robot 
instead of a real one. 
Figure 7 shows a two-legged virtual robot 

equipped with a gradient sensor at the center of 
its body. So as not to fall, this robot corrects the 
angle of the joint by detecting the inclination of 
the body. It is very useful for making a real robot 
to make such a correction algorithm in a virtual 
one. The reason is clear considering the case 
where the algorithm is developed from the 
scratch using a real machine. The virtual debug 
allows a developer to operate both a real and 
virtual robot at ease, as the result the real 
machine debugging will complete briefly. The risk 
a real machine falls will decrease, and its 
breakdown also decrease as a result. On the other 
hand, it is difficult to expect the same result 
when a real machine is debugged from the 
scratch. 
 
 
 
 
 
 
 
 
 
 
Figure 6: Four-legged robot with distance sensor 
 
 
 
 
 
 
 
 
 
 
Figure 7: Two-legged robot with gradient sensor 
 

6 Stereo Vision System 
 
It is difficult for robots to detect complex 

external world only by the distance sensor, then 
stereovision system is often built into it recently. 
This system calculates the distance to the object 
by the image data processing with two cameras.  
At first, the parallax is calculated by extracting 

corresponding parts (called stereo matching) from 
two images captured with two cameras. Next, the 
distance to the object is obtained by using the 
acquired parallax and the distance between two 
cameras. For example, Figure 8 shows result of a 
stereo matching. 
For simulating the stereo matching in virtual 

space, the aspects (two frame buffer of GL) 
captured with two cameras corresponding to the 
robot’s eyes must be converted into the bit map 
images. Next a stereo matching algorithm is 
applied to them. This procedure is shown in 
Figure 9. 
C++ class for implementing the stereovision 

system is so that the user might easily make eyes 
of virtual robots. 
 
 
 
 
 
 
 
 
 
 

Left camera Image       Depth image 
Figure 8: Stereo matching example 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 9: Procedure of stereo vision system 
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7 Combine virtual robot and stereo vision  
 
We expect a virtual robot equipped with the 

stereo vision to following behavior. 
A four-legged virtual robot will successfully 

avoid obstacles with the stereo vision system and 
reach the destination. The distance measurement 
using both stereo vision and virtual distance 
sensor will help the robot make an elaborate 
plan. 
We want a two-legged virtual robot go up and 

down the stairs of which height and size are 
unknown. Many robots which can go up and down 
the stairs are given in advance such parameters. 
On the other hand, when our robot finds the 
stairs, it measures the height with the stereo 
vision. If there is enough space on the stair and 
the height is less than the tolerance, it will go up 
on the stair. At the moment, the robot will 
measure only the vicinity of its feet for conducting 
measurement of high-speed and high-accuracy. 
 

8 Conclusions and Future Work 
 
This research has aimed at making a virtual 

robot with the reality. Building virtual sensor and 
servomotor, etc. into VORTEX, we can make 
virtual robot with high reproducibility. And, by 
creating a variety of C++ classes, developers can 
make and change a virtual robot easily. In the 
future, various sensors and actuators should be 
provided to virtual machines and this will help us 
develop complex virtual robots that we cannot 
construct up to now. We would like to show how 
concurrent robots development would be able to 
solve various problems including development of 
a complex robot like a humanoid. 
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Abstract 

 
In this research, a dialog environment between 

human and virtual agent has been constructed. With the 
actual VR technologies, special devices have to be used 
for the interaction with a virtual environment. This 
makes it extremely difficult for general users to 
manipulate an object in the virtual environment. In our 
daily life, when an object is out of our reach, we usually 
ask someone with direct access to the object to 
manipulate it on our behalf. If there is such a helper who 
has direct access to objects in a virtual space, we may do 
the similar thing. The question, however, is how to 
communicate with the helper, namely, the virtual agent. 
This paper presents a solution to the question. The basic 
idea is to utilize speech and gesture recognition systems 
and to integrate the verbal and non-verbal information. 
Experimental results have proved the effectiveness of the 
approach in terms of facilitating man-machine 
interaction and communication. The environment 
constructed in this research allows a user to 
communicate by talking and showing gestures to a 
personified agent in virtual environment.  A user can 
use his/her finger to point at a virtual object and ask the 
agent to manipulate the virtual object. 

 
Keywords: Virtual Agent, real time, voice and gesture 
recognition, interaction. 

 

1 Introduction 
 
Recently, toward a ubiquitous network society, 

products are developed that have some excellent 
functions based on Information Technologies. In future, 
it is expected that these products will be much more 
complex to provide multifunction. Nevertheless, main 
interface of computer such as mouse and keyboard will 
remain unchanged and it will make it difficult for elderly 
person to operate it. Further it will become a cause of 
digital divides. Also, it will be difficult even for experts 
in operating computer as instrument developers to use it 
when they grow older. So, developing new interface is 
expected which helps everyone to operate a computer 
easily. In this paper, a dialog environment between 
human and computer is proposed which unifies the 

verbal information using the voice and the non-verbal 
information using a gesture, and verified the validity of 
the system. It permits a user and a virtual human 
rendered in display to communicate each other using 
pointing action and utterance. The configuration of this 
system is shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
Figure 1: Concurrent processing among 3 PCs. 

 
This system is divided into three parts: The 

language processing part which recognizes user’s voice 
picked from mike. In the vision part, user’s action is 
recognized based on image information obtained from 
cameras. The display part shows a virtual human and 
makes him speak and act responding to requirement 
from a user. This system realizes actual dialog 
environment using both utterance and gesture by 
connecting these three parts with a high speed network 
called Scram Net+ which makes the time needed to send 
information among computers less than one millisecond. 

 

2 Space for conversation 
 
We have developed a system in which an avatar 

responds to a user as a salesman in a virtual fountain pen 
store. The user tells him the pen he wants to buy using 
utterance and a pointing action. The typical user's 
utterance with pointing action is like, "Please give this to 
me". The system recognizes the appropriate pen based 
on the verbal and non-verbal information. If the pen that 
the user wants cannot be located with the pointing action, 
the avatar must uniquely determine the pen with some 
questions. However, if he asks question many times, the 
user feels much annoyed. So some devices are necessary 
to reduce questions.  We have already reported the 
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method using a decision tree to have the avatar ask good 
question leading to unique identification of the pen. 

 

3 Interaction from user to system 
 
Pointing action is required to synchronize with 

utterance such as ‘What is this?’ In this system, the 
spoken language processing and the gesture recognition 
are conducted concurrently to identify an object of 
pointing action. There is a possibility that the avatar may 
misunderstand user’s instruction because pointing action 
involves ambiguity and thus pick up a wrong pen.  In 
the case, the user has to immediately interrupt the action 
of the avatar and rectify wrong behavior. 

 

3.1 Spoken language processing 
 
Voice is analyzed with Julius for Windows version 

v3.3p4_jl2-1. It is possible to recognize a given 
utterances at about 1.1-1.3 times of the utterance time. 
The starting and ending time of each demonstrative 
pronoun appearing in utterance detected with Julius are 
used to judge the temporal relation between utterance of 
a demonstrative pronoun and pointing action. This 
function successfully finds temporal relation even if 
utterance includes several demonstrative pronouns, and 
several pointing actions are given. 

The user does the pointing action toward the screen. 
The system extracts user's finger with a vertical stereo 
vision system excelling in detecting of a sidewise vector, 
and acquires the direction and coordinates of the user’s 
fingertip and knuckle. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Combination of CCD and retina chip camera. 
 
For the real-time processing, the system using only 

CCD color cameras is unsuitable. To reduce the cost of 
image processing, retina chip camera is used to narrow 
the image region to that including just a forefinger. The 
retina chip camera realizes a super-parallel image 
processing (“Moving object detection” and “Edge 
highlighting”…) with analog circuits embedded in each 
pixel. As shown in Figure 2, a ray passing through a 
prism is divided into two rays each of which is input to 
CCD and retina chip camera respectively. As the motion 

of a hand stops to make the object of pointing action 
clear, the still image of the hand is captured with a retina 
chip camera using images deference function.  Images 
of two CCD cameras corresponding to the above retina 
chip image are examined to measure the direction and 
coordinates of the user’s fingertip and knuckle. 

 

3.2 Extraction of Skin Area 

3.2.1 HSV Conversion 
 
Generally color information data obtained from 

camera is RGB. It is difficult to exract a target object 
with peculiar colors from the environment illuminated 
with strong light. HSV color system helps an image 
processing system extract the target from such   
environment. Here, H of HSV, S and V means Hue, 
Saturation and Value of Brightness, respectively. The 
RGB color system is convered into the HSV color 
system. To extracts skin-colored area, it is necessary to 
set threshold values in terms of HSV value. Each of 
threshold values for extracting skin-colored area are 
shown below. 

 
Hue:      0 < H < 40 [Range: 0 < H < 360] 
Sarturation: 0 < S < 140 [Range: 0 < S < 255]     (1) 
Value of Brightness: 0 < I < 255 [Range: 0 < I < 255] 

 

3.2.2 Labeling processing to remove noises 
 
Even if an effectual color values is given to extract 

skin-colored area, areas not corresponding to a hand are 
always extracted. The labeling process is useful to 
exclude all regions but the hand. This method is as 
follows. 

1). Sequentially applying the label to each 
skin-colored region. 

2). Extracting region of which area is the maximum 
value among them. 

3). Making the image binary to remove noise except 
for the region with the maximum area. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: Extraction of skin colored area 
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3.3 Agreement of voice and action 
 
The object in virtual space that the user specifies 

using pointing action can be determined based on the 
information through the spoken language processing. 
Even if a pronoun cannot be detected, when the pointing 
action is successfully found from the corresponding time 
span, it is possible to find the pronoun using the 
verbal-nonverbal relation described above and vice 
versa. 

 

4 Result of conversation 
 
Consider the case a user talks with an avatar in 

virtual space including 30 fountain pens in a showcase. 
Every fountain pen includes 6 attributes such as Size, 
Length, Color, Weight, Cost, and Product buy. It is 
possible to construct a decision tree and use the tree to 
deicide which pen a user wants to buy. But the method 
does not allow the user to specify freely his favorite 
attributes but forces him to answer whether he likes or 
dislikes a peculiar attribute which the decision tree 
algorism selects.  

Instead, our system permits him to select his favorite 
pen by pointing action with the utterance such as 
“Would you show me this pen?” or “Would you take this 
and that pen here?”  The first utterance must include 
just one pronoun and one favorite pen must be specified 
with pointing action. On the contrary, the second one 
include two pointing action but the discrimination of 
them is easy although it is not easy to find two pens if 
two pointing action specifies neighboring regions. 

In both cases, the avatar has to find a set of 
candidate pens. For the first case, he can select two ways 
to determine what a user wants to buy. The first way is 
to ask if the user likes the one pointed or not with 
pointing one of candidates. This method is adequate if 
the number of the candidates is a few, otherwise the 
avatar may have to enumerate all of them. The second 
one is to make a decision tree from the set of candidates 
and then to ask the user which values his favorite pen 
has in terms of the attribute designated on the current 
node tracing the tree downward from the root. In this 
case, the number of inquiries to be asked will be 
smallest. 

Here, the third one is proposed. Let us see an 
example. The flow of the conversation is shown in 
Figure 5. It is to use interrupt mechanism. Consider the 
following dialog in which a user specifies his favorite 
pen by pointing action (1). At this time, as 6 pens are 
selected as a candidate because of the ambiguity of 
pointing action, he asks the color to qualify a favorite 
pen. As a result, two red pens are left. Though he cannot 
decide which one is specified, instead of asking 
additional question he is unintentionally or intestinally 
going to grasp one of hem (2). Instantaneously, the user 

interrupts his action to inform him of negation. This 
makes him under-stand what the user wants. For 
confirming his favorite pen, he grasps the pen (3). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Flow of the conversation. 
 
 
 
 
 
 
 
 
 
 
As a result, a user can feel actually as if he were 

talking to a real man. Thus, by constructing a natural 
conversation system with an avatar, it is possible for 
many users to use it as an easy interface instead of the 
mouse and the keyboard. 

 

5 Dialog system with 
     socket communication 

 
In the existing system, SCRAMNet+ was used to 

connect the PCs, which is costly. For this reason, we 
developed a system that enables the communication 
between a user and a virtual agent through the socket 
communication, instead of the SCRAMNet+. This 
makes it possible that the regular PCs are used to achieve 
the same effects. 

We use UDP communication protocol for the 
synchronization among the three PCs. In order to 
improve reliability, memory of each PC is always 
updated to the fresh data whenever the system writes 
data into memory. 

x Avatar: Which pen do you want to buy? 
x User: Please show me this one. (Pointing a red pen) (1) 
x Avatar: Which color do you like?  
x User: Please give the red one. (The avatar is going to  

       reaching his hand to one of two red pens.) (2) 
x User: No, it is wrong. 
x Avatar: Is this one? (Grasping another red pen) (3) 
x User: Yes. 
x Avatar: Thank you for purchasing this pen. 
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5.1 Multicast 
 
UDP can simultaneously transmit data to multiple 

destinations with the multicast option. 
 
 
 
 
 
 
 

Figure 6: Multicast 
 
The way of the multicast works is that the data is 

transmitted to the PCs that participate in the multicast 
group (Figure 6). 

Compared to TCP that transmits data to each PC 
sequentially, UDP had better performance in terms of the 
time needed for the data transmission. 

 

5.2 Reliability of data 
 
UDP is a high-speed communication, but it is lack 

of reliability. The following approach has been taken to 
improve the reliability. 

 

5.2.1 Distinction of Information 
 
We made a two-way transmission port from each 

PC. If we use one single port, information collides and 
the data loss will occur at the time that data is 
transmitted from Avatar, Voice, and Vision unit (Figure 
7). 

 
 
 
 
 
 
 

Figure 7: Collision of data 
 
To avoid the collision, we prepared three ports, 

exclusively for Avatar, exclusively for Voice recognition 
system, and exclusively for Vision system (Figure 8). 
This way prevents the data collision from happening. 

 
 
 
 
 
 
 

Figure 8: Each port 
 

6 Conclusion 
 
In this dialog environment, we introduced a virtual 

agent named avatar. So, we constructed the dialog 
environment in the real time between the user and the 
computer with the voice and gesture recognitions. 
Therefore, we developed the system that enables 
everyone to operate the computer easily. And, we 
completed a system that enables the communication 
through the socket communication, instead of the 
SCRAMNet which is costly. This result was able to be 
executed by equal ability with SCRAMNet. This made it 
possible that the regular PCs are used to achieve the 
same effects. However, in a current system, the human 
user cannot freely manipulate the virtual object. 
Therefore, we should construct the communication 
channel between the virtual space and the real world so 
that the virtual object could be manipulated. The 
manipulation includes translocation, rotation, and 
expansion and contraction of the object. This is an issue 
in the future. 
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Abstract 
 
This paper describes the taxel for the flexible tactile 

sensor using the microbending optical fiber sensor. This 
sensor utilizes the microbending of the optical fiber 
which drives the light loss from the optical fiber. And the 
structure of this taxel with the optical fiber embedded in 
the silicone rubber is very simple: once the external 
force is loaded on the contact mesa of this taxel, the 
optical fiber experiences the microbending which makes 
the light loss, and then, the intensity of the transmitted 
light is decreased. Therefore, detecting this intensity 
change of the transmitted light, the external uniaxial 
force can be calculated. Compared with the other optical 
fiber sensor system, this sensor system can be easily 
evaluated using simple optical measuring system. 
Moreover, as the sense of touch of this taxel is similar to 
that of the human skin, it can be applied the intelligent 
robot system to the artificial skin.  

1. Introduction 
 
Sensory information of human skin for feeling some 

materials and determining many of their physical 
properties is provided by sensors in the skin. This tactile 
information is a kind of sense of touch that is one of the 
five senses including the sense of sight, hearing, smell 
and taste. Nowadays, many researchers try to apply the 
five senses to the intelligent robot system. Especially, 
many kinds of the tactile sensor combined small force 
sensors are introduced for intelligent robots, 
teleoperational manipulators and haptic interfaces. These 
tactile sensors which are able to detect the contact force, 
the vibration, the texture and the temperature can be 
recognized as the next generation information collection 
system.  

 
Some tactile sensors using the MEMS(Micro Electric-

Mechanical System) technology have been introduced[1-
4]. Although these sensors have a good spatial resolution, 
they remain some problems to apply the practical 
system: they are not enough flexible to attach the curved 
surface and the more elements of sensor connect, the 
more wires they need. Therefore, in this paper, we will 
show the flexible uniaxial force sensor can be used the 
flexible optical fiber tactile sensor that can be easily 
applied to the curved surface minimizing the wiring.  

 

2. The Structure of the Taxel 
 

2.1 The Basic Principle of the Taxel 
 
In general case, there is little light loss when the 

optical fiber is bended with a large radius of curvature. 
However, as shown in Fig.1, the conspicuous light loss is 
happened at the microbending of the optical fiber with 
the small radius of curvature. Although this 
microbending light loss is not effective to the optical 
communication, this can be utilized as the optical fiber 
sensor.  

 
To be concrete, using this microbending loss, the 

environment change can be detected. This kind of sensor 
is called the microbending optical fiber sensor which is a 
sort of the intensity based optical fiber sensor. As this 
intensity based optical fiber sensor uses the light 
intensity change at the light detector, the optical 
measurement system of this type of sensor is composed 
of a simple light source and a light detector which cost 
too little.  

 
   

 
 

Fig.1 Microbending effect of the optical fiber. 
 
 

2.2 The Structure of Taxel and the Tactile Sensor 
 
In general case of small force sensor, the periodic 

zigzag transducer which can be easily microbended by 
the applied force is mostly used. But, this zigzag type 
transducer can be occupied large area considering the 
size of the optical fiber. Therefore, the minimizing the 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 817



size of the transducer must be needed. In this study, we 
propose the cross fiber structure which is embedded in 
the silicone rubber such as Fig. 2. Once the contact force 
is applied to the contact mesa, the upper optical fiber and 
the lower optical fiber are microbended simultaneously 
by the change of the inner stress of the silicone rubber. 
Using this phenomena, we can extend the tactile sensor 
with the fabric structure of the optical fibers embedded 
in the silicone rubber like Fig. 3.  
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Fig. 2 Structure of the taxel using the microbending 
effect of the optical fibers. 
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Fig. 3 Structure of the tactile sensor using the 
microbending effect of the optical fibers. 

 
 

If the some area is contacted by some material, the 
contacted mesas make the microbending of the optical 
fibers in the silicone rubber which decreases the output 
of the light intensity of optical fiber. The numbers of the 
optical fiber contains the position of the contact area, and 
the light intensity informs the change of the contact force. 
Therefore, using this structure, the distributed contact 
force can be measured.  
 

3. Fabrication of the Taxel  
 
First of all, the dimension of this flexible force sensor 

must be decided. As this sensor will be applied to the 
tactile sensor system, the thinner we fabricate this sensor, 
the better we can apply it for the artificial skin. In this 
study, we decide the depth of this sensor to be 2mm by 
trial and error. 2mm depth can fix the optical fiber 
without the exposure of the optical fiber from the 
silicone rubber. The fabricate process is very simple as 
shown in Fig. 4. At first, a molding frame which can 
make the shape of the taxel must be prepared. And the 
optical fiber is aligned under the contact mesa position. 
Next, liquid silicone rubber is poured to the molding 
frame to the depth of the taxel. After cured the silicone 
rubber, the flexible taxel can be made removing the 
molding frame.  
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Fig. 3 Dimension of the taxel and its fabrication. 
 
 
 

 
 

Fig. 4 Fabricated prototype taxel.  
 
 

 The fabricated prototype taxel is shown in Fig. 4. 
The prototype taxel is so flexible for the silicone rubber 
transducer that it can apply for the artificial skin for the 
intelligent robot system.  
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4. Evaluation of the taxel 
 
The fabricated prototype taxel is calibrated by the 

verified experimental equipments composed of a 
uniaxial loadcell and a fatigue test system for small load 
as show in Fig. 5.  

 
 

 
 

 
Fig. 5 Experimental setup for the evaluation of the taxel. 

 
 
 

 
 

 
Fig. 6 Optical system of this tactile sensor system. 
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Fig. 7 Experimental verification of the prototype taxel. 
 
 
As mentioned above, the optical system is very simple 

as shown in Fig. 6. A power LED(Light emitted diode) is 
used as the light source of this sensor, and a CCD(charge 
coupled device) plays a role of the light detector of this 
sensor system. Using the CCD as the light intensity 
detector, the intensity changes of each optical fiber can 
be measured when we apply this taxel for the tactile 
sensor. This means that a CCD makes it possible to 
minimize the optical measurement system. And we use 
the gray scale value from the output signal of CCD to 
evaluate the light intensity of the optical fiber.  

 
The output signal of this prototype taxel is shown in 

Fig. 7. The light intensity of this taxel is decreased for its 
microbending loss as the contact load is increased. The 
sensitivity of this sensor is -20 gray scale value / N and 
the resolution of this prototype sensor is 0.05N. The 
calibration process is very simple. By multiplying the 
sensitivity to the light intensity change, we can calculate 
the applied contact force as shown in Fig. 8.  
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Fig. 8 Calibration of this prototype taxel. 
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Fig. 9 Hysteresis of the prototype taxel. 

 
 
And the hysteresis error of this sensor is about 6.3% 
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such as Fig. 9. This hysteresis error results in the 
characteristic of the silicone rubber which is the material 
of its transducer. And the error of repeatability is about 
2%.  

 
Next, we verified the maximum capacity of this 

prototype sensor. As shown in Fig. 10, the linearity 
between the light intensity change and the applied load is 
broken after 17N is applied. This non-linearity can be 
estimated as the abrupt stress change of the silicone 
rubber by the insertion of the contact mesa in Fig. 11. 
Therefore, the maximum capacity of this sensor is 17N 
which the linear response of the light intensity 
guarantees.   
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Fig. 10 Non-linear change of the light intensity by the 

applied contact load. 
 
 
 

  
 
 

Fig. 11 Insertion of the contact mesa after 15N 
 

 
 

5. Conclusion 
 
In this paper, the force sensor using microbending 

light loss for the tactile sensor is newly designed and 
experimentally verified. The structure of this sensor with 
the crossed optical fiber embedded in the silicone rubber 
and the optical system which is composed of a simple 
power LED and CCD chip are very simple. The linear 
light intensity change by the applied load is verified by 
the experimental results. And this prototype sensor has a 
good performance: the resolution of this sensor is 0.05N 
for its maximum capacitance 17N. However, a little 

hysteresis error exists for the material of its transducer, 
silicone rubber. This prototype sensor is sufficient for its 
application of the artificial skin which includes the 
tactile sensor.    
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Abstract 
 

Localization is most important and necessary 
technology for mobile robot to work well. The robots 
need to recognize their position and pose in known 
environment as well as unknown environment. In the 
future, the robots will be human-friendly robots that are 
able to coexist with humans in dynamic space. The 
localization includes several restrictions which arise 
from dynamic obstacles-people, moving chair, and so on. 
It is desirable for a mobile robot to estimate his position 
using dynamic obstacles. In this paper, we propose the 
method for the localization of the mobile robot using a 
moving object. Throughout the computer simulation 
experiments, its performance is verified. 
 
Keywords Mobile robot; Moving object; localization; 
position estimation; 
 
 
1  Introduction 

 
Localization of the mobile robot is one of the most 

important issues for successful autonomous navigation; 
therefore, a great number of localization methods have 
been proposed and developed so far[1][2].  

The difficult problem that has a substantial impact on 
the localization of the mobile robot is the environment. 
The environments can be static or dynamics[3]. Static 
environments are environments where the only variable 
quantity state is the robot’s pose. Put differently, only the 
robot moves in static environment. All other objects in 
the environments remain at the same location forever. 
Static environments have some nice mathematical 
properties that make them amenable to efficient 
probabilistic estimation. Dynamics environments possess 
objects other than the robot whose location or 
configuration changes over time. Specially, the changes 
persist over time. Examples of more persistent changes 
are people, and moving object such as furniture, chairs, 
and so forth. A good example of dynamic environments 
is shown in figure 1. Because of various uncertainties 
and limitation of sensor information for dynamic 
changes, localization in the dynamics environments is 
obviously more difficult than localization in the static 
ones. Therefore, there are two general methods for 
estimation of location under each environment. Under 
static environment, the localization of the mobile robot is 
based on landmark method using the wall, corner and 

door recognition. This method requires feature extraction 
of static obstacle or landmark. However, unfortunately, 
most real environments are dynamics with state changes 
occurring at a range of different speeds. Thus, for most 
real-world application, it is desirable that mobile robots 
are capable of exploring or moving within a dynamics 
environments[4].  

This paper considers the situation where a mobile 
robot is moving an unstructured environment, there is 
only moving object. In this paper, we present a method 
for solving previous problem using ultrasonic sensor, 
which is able to measure the distance between the 
moving object and the mobile robot. The movements of 
object can be detected by sonar sensor, and then the 
position of the moving object is estimated. Using the 
distance data, the robot’s position can be estimated. 

This paper is organized as follows. Section 2 shows a 
kinematics modeling and position estimation of the 
mobile robot. In Section 3, the method that detects the 
moving object using ultrasonic sensor is described, the 
position correction technique with Kalman-filter is 
shown. In Section 4, the experiments environment and 
computer simulation results are shown to prove the 
validity of the proposed method. Finally, in Section 5, 
conclusion and further research topic are presented.  

 
Fig. 1. The mobile robot in dynamic environments. 

 
 

2  Robot Modeling  
 

2.1  Kinematics modeling of a mobile robot 
 
The modeling of a mobile robot is shown in fig. 2, 

where 
Rx  : the y-component of the mobile robot position; 

Ry  : the x-component of the mobile robot position;  

Rθ  : the orientation of the mobile robot; 

Lv  : the velocity of left wheel;  

Rv  : the velocity of right wheel; 

1v  : the linear velocity of the mobile robot; 
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2v  : the angular velocity of the mobile robot;  
l   : the width of the mobile robot. 
 

),,( RRR yx θ

Lv

Rv

X

Y

l

Ry

Rx

Rθ

2
l

1v

2v

 
 Fig. 2. Kinematics model of a mobile robot. 

 
A mobile robot with differential driving mechanism 

has two wheels on the same axis, and each wheel is 
controlled by an independent motor. On the two 
dimensional YX − cartesian coordinates, position and 
orientation of the mobile robot is described by state 
vector as follow: 

[ ] T
RRRrobot yxP θ=   (1) 

The linear and angular velocities of the mobile robot can 
be described as follows: 

21
LR vvv +

= ,   (2) 

l
vv

v LR )(2
2

−
= .   (3) 

Now the kinematics model of the mobile robot can be 
represented as [5] 

⎥
⎦

⎤
⎢
⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

2

1

1
0
0

0
sin
cos

v
v

P R

R

robot θ
θ

&   (4) 

Kinematics analysis aims at the proper velocity 
assignment to each wheel to drive the mobile robot to a 
desired position and orientation. 

 
2.2  Position propagation 

In previous session, we studied that the states of the 
mobile robot with differential driving mechanism are 
changing according to the two wheel velocities.  

[ ] T
kRRR

k
robot yxP θ=

Lv

Rv

A
B

C

[ ] T
kRRR

k
robot yxP 1

1
+

+ = θ [ ] T
nkRRR

nk
robot yxP +
+ = θ

Lv

Rv

Rv

Lv

 
Fig. 3. Position propagation of the mobile robot.  

 
In Fig. 3, when the mobile robot is moving from A where 
the robot is located on [ ] T

kRRR
k

robot yxP θ=  at time 
= k  to C where the position is on 

[ ] T
nkRRR

nk
robot yxP +
+ = θ  at time = nk + . The state  

transition of the mobile robot can be described in terms 
of currents state and inputs as follows[ ]: 

k
R

RRk
R

k
R

vv
Txx θcos

2
1 +

+=+ ,  (5-a) 

k
R

RRk
R

k
R

vv
Tyy θsin

2
1 +

+=+ ,  (5-b) 

l
vv

T RRk
R

k
R

−
+=+ θθ 1 .   (5-c) 

where T is the sampling period. 
Note when the position of the mobile robot is estimated, 
state estimation error is included, and represented as 
follow: 

 )())(,(ˆ 1 kkuPfP k
robot

k
robot ν+=+ ,  (6) 

where )(ku  is the current input, )(kν  denotes 
estimation error as a noise term. The estimation error is 
unexpected components, when position is calculated[6]. 
The error can be corrected by applying Kalman filtering 
technique in Section 3. 
 
 
3  The Localization by Ultrasonic Sensor 
 
3.1  Detecting moving object using sonar sensor 
 

In this section, we describe the procedure of 
detecting a moving object through a distance obtained by 
ultrasonic sensor. When the object is moving, it can be 
detected by sonar sensor, and then distance information 
between the object and the robot is available to robot. 
The position of the mobile robot is updated. Fig. 4. show 
the coordinates of the moving object and the mobile 
robot with 12 ultrasonic sensors. 

Y

X

1d 2d

0
objP

1
objP 2

objP

3d

0
robotP

1
robotP

Object

robotMobile
sensorUltrasonic

0d

 
Fig. 4. The outline of motion of object and robot. 
 
As shown fig. 4. the initial position of the object and 

mobile robot is precisely given as 0
obj

P , 0
robotP , 

respectively. Also, the distance d  between the object 
and the mobile robot is denoted.  

There are three steps in procedure of detecting the 
moving object. 

Initially, the mobile robot and the object is kept 
stationary. When the object is moving, distance 
information at time k and k+1, respectively, generate the 
distance differences. When distance differences exceed 
the specified threshold value, thus, resulting in the 
detection of motion of the object.   
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Secondary, in case that a distance information is 
obtained by neighboring sensor due to movement of the 
object, the displacement and angular data with respect to 
measuring time, MT  of the object can be calculated as 
shown in fig. 5. And then, the current state of the moving 
object is estimated thought initial state and obtained 
information.  

Finally, the mobile robot moves along a free path 
after estimation of the moving object is finished. The 
inverse method is used to estimate the position of the 
mobile robot. When the object is kept stationary and the 
mobile robot moves, the displacement and velocity with 
respect to the measuring time, MT  of the mobile robot 
can be obtained. The state vector of the mobile robot is 
estimated. 
To obtained the sequential position estimation, we can 
use proposed step recursively. The outputs of step are 
chosen as the estimated state vector of the moving object 
and mobile robot.    

objv

1d

0d

objs _Δ
robotMobile

sensor Ultrasonic

Object
ϕ

α
 

Fig. 5. The motion of object. 
 
3.2  Correction using Kalman filter  
 

The estimated position of the moving object includes 
some unexpected estimation error. This leads to failure 
in localization of the mobile robot. An Kalman filter[7] 
can be one of the good method to tackle this problem. To 
apply the state estimation of a moving object to the 
Kalman filter, eq.(7) and (8) of the state transition matrix 
are required. The Kalman filter minimizes the estimation 
error by modifying the state transition model based on 
the error between the estimated vectors and the measured 
vectors, with an appropriate filter gain. The state vector 
which consists of a position on the x-y plane, the 
direction, linear and angular velocity can be estimated 
using the measured vectors representing the position of 
the moving object[8]. 

11 −− +Φ= kkkk wxx     (7) 
1−+= kkkk vxHz    (8) 

The Kalman filter is a recursive algorithm to determine 
kx̂ , the optimal estimation value of state vector, kx  in a 

linear dynamic system. Kalman filtering is divided into 
the three steps of prediction, measurement, and 
correction.  

In the prediction step, the next state vector 1
)(
+
−

Kx  and 
the covariance matrix of the estimated error 1

)(
+
−
kP  are 

predicted. The symbol (-) means that the values don’t 
correct through measurement. The covariance matrix of 

the estimated error is just like eq.(9). 
])ˆ)(ˆ[(1

)(
Tkkkkk xxxxEP −−=+

−
  (9) 

The projected estimates of the covariance matrix of the 
estimated error and the state vector in the prediction step 
are represented as 

kkkk wxx +Φ= +
+

)(
1 ˆˆ    (10) 

kkk QPP += +
+
− )(

1
)(

   (11) 

where kΦ  is the state transition matrix of kK wx ,ˆ 1
)(
+
−

 is 

the model noise of the system, where kQ  is the 
covariance matrix of kw .  

The measurement step is represented as  
kkkk vxHz += ˆ    (12) 

where kz  is the measurement vector, kH  represents 
the relationship between the measurement and the state 
vector, and kv  is the measurement error. 

In the final correction step, the state vector and the 
estimate error are corrected to a new value based on the 
measurement value of the measurement step. The 
formula is represented as 

1
)()( ])([)( −

−− += kTkkkTkkk RHPHHPK  (13) 

]ˆ[ˆˆ )()()(
kkkkkk xHzKxx −−+ −+=   (14) 

kkkk PHKIP )()( ][ −− −=   (15) 

where kR  is the covariance matrix of the measurement 
noise, and kK  represents the Kalman gain. The optimal 
filter gain kK  minimizes the estimate errors by the 
covariance matrix of the estimate error kP )(−

, the 
measurement matrix 

kH , and the covariance matrix of measurement noise 
kR  in eq.(20). Next time, the estimate of the state vector 

kx )(ˆ +
 from the measurement kz  is expressed as eq.(21). 

The Kalman gain functions as the weighting between the 
measurement and the estimate value when the state 
vector kx  is corrected. In the end, as in eq.(22), the 
covariance matrix of the estimated error is corrected. 
 
 
4  Simulation Experiments 
 
4.1  Experimental environment 
 

The proposed approach is implemented on computer 
simulation program. The experimental parameters 1 for 
computer simulation are listed in Table.  

Let assume some conditions for finding the position 
of moving object and localization of the mobile robot. 

 
1) The maximum velocity of the mobile robot is 

faster than that of moving object.  
2) There is no interference between other ultrasonic 

sensors 
3) The initial position of the robot and object is given. 
4) The path of the robot and object is piecewise 

continuously differential.  
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Table 1. Simulation parameter 
Parameter list Value 

Size(diameter) of Robot 0.5 m 

Size(diameter) of object 0.15 m 

Number of ultrasonic sensor 12 
Maximum detecting range of 

ultrasonic sensor 3 (m) 

Directivity of ultrasonic sensor 10 (deg) 
 

4.2 Experimental results and discussions 
 
The initial position of the moving object and the mobile 
robot was set as (0.5, 3, 0o) and (1, 2, 10 o), respectively. 
Fig. 6. shows the path of the moving object and the 
mobile robot. 
 

 
Fig. 6. The path of the moving object and robot. 
 
The estimated state vector of the mobile robot by 

only dead-reckoning method with uncertainty is shown 
in fig. 7. And in fig. 8, reduced error with proposed 
algorithm is shown.  

 
Fig. 7. Position estimation error of the mobile robot 
using only dead-reckoning method. 
 

 
Fig. 8. Position estimation error of the mobile 

robot using moving object 

 
5  Conclusions 

 
In this paper, an state estimation method for a mobile 

robot with ultrasonic sensor was proposed using the 
moving object. The estimated errors is reduced using 
Kalman filter. It was demonstrated that localization of 
the mobile robot on computer simulation. 

The localization is one of the fundamental functions 
for intelligent mobile robot. The mobile robot has to 
handle various dynamic uncertainties for localization 
robustly. In further research, proposed method will be 
verified throughout the real experiments with a robot 
system. And the effective localization of the mobile 
robot will be needed to improve the estimation accuracy.  
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1. INTRODUCTION 
 
Almost all of studies of sliding mode control (SMC) 

have been proposed in the continuous-time domain[1-2]. 
In the actual system, however, controller is implemented 
in the discrete time domain since they use micro-
processors and/or digital computers. Recently, discrete-
time sliding mode control (DSMC) has been studied 
extensively to address various controllers using specific 
principles [3-6]. However, the research of discretizing a 
continuous-time SMC for digital implementation has 
not been fully explored. Furthermore, it is also well 
known that a control system designed in the continuous-
time domain may become unstable after sampling.  

Recently chaotic behaviors were found in discretizing 
continuous SMC systems by X. Yu [7-8].  Yu and G. 
Chen proposed the sufficient conditions for discretized 
system to be GUUB [9]. But these sufficient conditions 
can be only applied to limited sampling period and 
specialized cases.  

In this paper, therefore, a novel sufficient condition 
for discrete sliding mode controller (SMC) to be 
globally uniformly ultimately bounded (GUUB) is 
proposed. It is shown that the stability of the overall 
system can be known by checking out the magnitude of 
one parameter which is an element of the discretized 
system matrix. The ultimate bounds of the system state 
variables are also derived. Simulation results for a 
single-link robot arm are presented to show the 
effectiveness of the proposed method. 
 

 2. SYSTEM DESCRIPTION 
  

Consider a second-order system of the following 
form   

 
1 2

0 1 0
1

x Ax bu x u
a a

⎡ ⎤ ⎡ ⎤
= + = +⎢ ⎥ ⎢ ⎥− − ⎣ ⎦⎣ ⎦

,        (1)  

where 2x R ∈ is the state vector, 1u R ∈  is the 

system input, and 1 2,a a   are elements of a system 

matrix. Let the sliding surface be [ ]1
Tc x c xσ = =  1 , 

where 1 0c > is assumed to be designed such that the 
sliding dynamics, 0σ = , are asymptotically stable. 
From 0σ = , we can easily obtain the equivalent 
control law as  

10 ( ) .T T T T T
eqc x c Ax c bu u c b c Axσ −= = + =   ⇒  = −  

From the sliding mode existence condition, 0σσ = , 
we have the following equivalent control based SMC:  

1 1 ( ) ( ) sgn( ( )),α σ− −

= +

= − −

eq s

T T T

u u u

c b c Ax c b x
    (2) 

where 0α > is a control gain, and sgn( )⋅ is a signum 

function. It’s assumed that Tc b  is nonsingular. 
To discretize the overall system, we convert the 

continuous-time system (1) under the zero-order hold 
(ZOH) to the discrete-time system 

0
( 1) ( ) ( ),

hAh Ax k e x k e d bu kτ τ+ = + ∫         (3) 

where   
( ) ( ) ( )

( ) sgn( ( ( ))),

eq s

T

u k u k u k

c Ax k x kα σ

= +

        = − − ⋅
        (4) 

h  is a sampling period, and the index k  indicates the 
-k th sample. 
As the system state ( )x k  evolves, the switching 

function sgn( ( ( )))x kσ forms a sequence of binary 
values of 1− and 1+ . For simplicity, we denote 
sgn( ( ( )))x kσ as { 1, 1}ks ∈ −   .  

Then the discretized system can be described by  

1

2

( 1) ( )
( )1 ( )

( ) ,
( )0 ( )

k

k

x k x k s
hv h

x k s
hd h

α
γ

α
γ

+ = Φ + Γ

⎡ ⎤⎡ ⎤
              = + ⎢ ⎥⎢ ⎥

⎣ ⎦ ⎣ ⎦

      (5) 

On the periodic sequence of a discrete sliding mode control system   
for a single-link robot arm 
Sung-Han Son* and Kang-Bak Park** 

 
* Department of Guidance and Control, Agency for Defense Development, Korea 

(Tel : +82-42-484-9049; E-mail: shson@add.re.kr) 
** Department of Control and Instrumentation Engineering, Korea University, Korea 

(Tel : +82-41-866-8140; E-mail: kbpark@korea.ac.kr) 
Abstract: A novel sufficient condition for a sampled-data system with constant-gain discrete 
sliding mode controller (SMC) to be globally uniformly ultimately bounded (GUUB) is proposed. It 
is shown that the stability of the overall system can be known by checking out the one parameter. 
Simulation results for a single-link robot arm are presented to verify the feasibility of the proposed 
method. 
 
Keywords: Sampled-Data System, Discrete Sliding Mode Control, GUUB. 

The Twelfth International Symposium on Artificial Life and Robotics 2007(AROB 12th ’07),
B-Con Plaza, Beppu, Oita, Japan, January 25-27, 2007

©ISAROB 2007 825



where 
0

hAh A Te e d bc Aτ τΦ = − ∫ , 
0

h Ae d bτ τΓ = ∫ .  

Equation (5) can be rearranged as 
1 1 2 1( 1) ( ) ( ) ,kx k x k vx k sγ α+ = + −             (6)  

2 2 2( 1) ( ) kx k dx k sγ α+ = − .                 (7) 
 

3. STABILITY CONDITION OF DISCRETE 
SLIDING MODE CONTROLLER 

 
Generally, the asymptotic stability can be guaranteed 

if the sliding mode controller with a constant gain is 
implemented in the continuous-time domain. For the 
discrete-time system, however, the ultimate 
boundedness can be ensured. In the following theorem, 
we derive conditions for the stability of the closed-loop 
system with discrete SMC (4). 
 

Theorem 1: For the discretized systems (6)~(7) with 
the discrete SMC (4), the overall system is globally 
uniformly ultimately bounded (GUUB) if 

| ( ) | 1 <d h .                               (8) 
and 

2
1

( ) ( ) ( ) 0.
1 ( )

γ
γ+ >

−
v h h h

d h
                     (9) 

Furthermore, ultimately bound of the system state 
variables are given by 

1
1 2

1 1
( ) | |lim | ( ) | | | ,

1 | |k

c vx k
d

γ α
γ α

−

→∞

−
 ≤  +  

−
     (10) 

2
2

| |lim | ( ) | .
1 | |k

x k
d

γ α
→∞

  ≤   
−

                 (11) 

 
Proof: From (7), It is clear that (8) has to be 

satisfied because the pole of the system (7) should be 
located inside the unit circle. It is obvious that the 
ultimate bound of 2x  can be obtained as (11). When 
the state 2x  reaches its ultimate bound, we say 2x  
is on the equilibrium line, (6) can be rewritten as 

2
1 1 1( 1) ( ) .

1
k

k
v s

x k x k s
d

γ α
γ α+ = − −  

−
        (12) 

In order to the state 1x  converges to the sliding 
surface, the last two terms of (12) should satisfy the 
following inequality:  

2 2
1 1 0.

1 1
k

k
v s v

s
d d

γ α γ
γ α γ− − ⇒ + >

− −
        (13) 

The ultimate bound of the state 1x  can be derived by 
considering the switching points – intersection of the 
sliding surface and the equilibrium lines. Since the 
points are on the sliding surface and equilibrium line, 

2x  should have a value of its ultimate bound, and 1x  
has to satisfy 

1
1 1 2( ) ( ).x k c x k−= −                        (14) 

Substituting (14) into (6) gives  

1
1 2

1 1
( ) | |

( 1) .
1 | |

k
k

c v s
x k s

d
γ α

γ α
− −

+ = −  
−

       (15)           

From (15), therefore, the ultimate bound of 1x  can 
be obtained as (10). 

                       
Theorem 1 needs two conditions, (8) and (9), to 

check the stability of the discretized system. Actually, 
the condition (9) contains four variables, 1 2, , ,v d γ γ      , 
whereas the condition (8) is composed of only one 
variable d .  In the following theorem, we show that 
it is sufficient to check the condition (8) to guarantee the 
stability of the overall system.  
 

Theorem 2: For the closed-loop system (5), if the 
inequality (8) holds, then the inequality (9) is also 

satisfied. That is, | | 1d  <  implies 2
1 0.

1
v

d
γ

γ+ >
−

 

 
 Proof: Due to the page limitation, the proof is 

omitted. 
           

Remark 1: From Theorem 1 and 2, the stability of 
the overall system can be obtained by checking up the 
magnitude of d . 
 

Remark 2: In the conventional digital system, the 
stability of the closed-loop system depends on the 
sampling period, and is given by one inequality. For the 
constant-gain sliding mode controller for the sampled-
data system, however, the stable region of the sampling 
period may be composed of several supports. For 
example, for a single-link robot arm, the stable region 
for the sampling period h  is given as a shaded region 
as in Figure 1. 

 
Fig. 1 Stable sampling period. ( | ( ) | 1d h  < ). 

 
4. SIMULATION STUDIES  

 
Consider the model of a pendulum without damping. 

A second-order system of the pendulum can be 
represented as  
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1sin .g u

l m
θ θ= − +                      (55)  

where g is the acceleration of gravity, 1l m=  and 
1m kg=  are the length and mass of pendulum. Assume 

that θ  is small enough that sinθ θ≈ .  
Figures 2~5 are results when 0.1=h  second. From 

Figure 1, it’s clear that the system is stable for the 
sampling period. Figure 2 shows the phase portrait. It’s 
very similar to that of continuous-time system. In 
addition, it is shown that, in the steady state, the system 
states are bounded by the region given in Theorem 1: 

1 2( ) 0.61,  ( ) 0.67∞ ≤ ∞ ≤x x .  
It is also can be seen in Figures 3~4.  

Figures 6~9 are results when 1.5=h  second. From 
Figure 1, it’s obvious that the system is stable for the 
sampling period. For this sampling period, in the steady 
state, the profile of the state variables show a kind of 
limit cycle; periodic solution (Fig. 6), and their bounds 
given in Theorem 1 are as follows: 

1 2( ) 0.86,  ( ) 0.46∞ ≤ ∞ ≤x x  
Figures 7~8 show that the state variables show the 
period-12 profiles. 

Figures 10~12 are results when 0.9=h  second. 
From Figure 1, it’s easy to know that the system is 
unstable for the sampling period although the sampling 
period is shorter than the another stable one, 1.5=h . 
The unstable profile can be seen in Figures 10~11. 
 

5. CONCLUSION 
 
In this paper, a condition to be GUUB for the sampled-
data system with discrete SMC has been presented. The 
proposed scheme gives a simple way to check up the 
stability of the closed-loop system for a given sampling 
period.  
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Fig. 2 Phase portrait when 0.1=h  

 

 
Fig. 3 State variable 1x  when 0.1=h  

 

  
Fig. 4 State variable 2x  when 0.1=h  
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Fig. 5 Switching variable s  when 0.1=h  

 

 
Fig. 6 Phase portrait when 1.5=h  

 

 
Fig. 7 State variable 1x  when 1.5=h  

 

 
Fig. 8 State variable 2x  when 1.5=h  

 

 
Fig. 9 Switching variable s  when 1.5=h  

 

 
Fig. 10 State variable 1x  when 0.9=h  

 

 
Fig. 11 State variable 2x  when 0.9=h  

 
 

 
Fig. 12 Switching variable s  when 0.9=h  
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Abstract 
 

The bounded nonlinear time-varying actuator torque 
coefficients as well as uncertainties may deteriorate the 
performance of a robot. This work presents a design 
methodology of a stable adaptive neural controller to 
overcome the performance degradation for an uncertain 
nonlinear robot system with actuator failures. The 
proposed control scheme is based on the Lyapunov 
stability approach for adaptive control using a GFN 
(Gaussian function network) to approximate a nonlinear 
dynamic terms. The proposed controller can improve 
performance degradation and achieve task completion 
despite actuator failures and uncertainties. Simulation 
results are shown to verify the validity and robustness 
of the proposed control scheme.  
Keywords: Stable adaptive neural control, Robot 
system, GFN, Actuator failure, Uncertainty.  
 
 
1   Introduction 
 

Hardware or software failures at actuators as well as 
uncertainties such as parameter variations and 
disturbances cause performance degradation of robots.  

Fault detection and fault tolerance for robots were 
dealt with and discussed in [1-4]. The adaptive, robust, 
and neural control issues for robot systems with 
uncertainties were discussed in [5-10].  

Both actuator failures and uncertainties, which are 
two factors of performance degradation in a robot 
system, need to be considered at the same time in the 
control system design. In most of the previous works, 
control methods overcoming these two factors at the 
same time were not yet actively discussed.  

In this paper, a stable adaptive neural control 
scheme for a nonlinear robot system in the presence of 
actuator failures and uncertainties is developed with 
guaranteeing the stability, based on adaptive control 
technique and a GFN. The validity of the proposed 
scheme is verified through simulation. 
 
 
2   Robot System 

 

The dynamic model of an n-link robot system with 
actuator failures and uncertainties can be described as  

( ) ( , ) ( ) ( )a cM q q F q q u d t K u d t+ = + = +�� �    (1) 
where nq ∈ ℜ  is the position vector of joint 
coordinates, ( )M q  is the symmetric positive definite 
inertial matrix, ( , ) ( , ) ( ) ( ),frF q q C q q q F q G q= + +� � � �   

( , )C q q q� �  represents the centrifugal and Coriolis torques, 
( ) ( ) ( )fr v d sF q F q F q F q= + +� � � �  is the vector of friction 

forces/torques including the viscous, coulomb and static 
friction forces/torques, respectively, and ( )G q  is 
gravitational torques, u  is the actual joint torque 
vector, cu  is the commanded torque vector or 
controller output vector, and ( )d t  is an external 
disturbance vector bounded as ( ) dd t θ≤  where dθ  
is an unknown positive constant. An unknown matrix 

n n
aK

×∈ ℜ  representing the current joint failure’s 
situation is a bounded nonlinear time-varying diagonal 
matrix consisting of actuator torque coefficients, in 
other words, ( )1 2( ) ( ), ( ), , ( ) ,a a a anK t diag K t K t K t=  

and a aK k≤  with an unknown positive constant ak . 
The block diagram of the robot control system with 

actuator failures is shown in Fig. 1.  

 

Fig. 1. The robot control system with actuator failures. 
 

The boundary property for each dynamic term of the 
above dynamic equation (1) is shown as follows.  

Property 1: There exist positive constants min ,m  

max ,m  ,gf  ,ff  and cf  such that min ( )m M q≤  

max ,m≤  and ( , ) g fF q q f f q≤ + +
2

cf q  [11].  

As an ideal case, aK  is an n n×  identity matrix 
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and then cu u= , and it means no actuator failures.  
On the contrary, in real robot systems, the 

commanded torques cu  may not be precisely delivered 
to the actual torques u  due to the hardware or 
software actuator failures at some joints.  

The actuator failures may deteriorate the robot 
performance. If fault tolerance is not considered in the 
control system, the more time passes the more degraded 
the system performance is, ultimately the desired task 
performance may not be achieved. 

In this paper, it is considered that the actuator torque 
coefficient matrix aK  is not accurately an identity 
matrix and thus experiences the actuator failures, but it 
is assumed that aK  does not have any zero diagonal 
elements. This kind of failure is called as the partial 
actuator failure.  

 
 

3   Stable Adaptive Neural Control 
 

The joint position error and the augmented error are 
denoted by de q q= −  and s e e= +Λ� , respectively, 
where dq  is a desired position vector and n n×Λ ∈ ℜ  
is a positive definite constant diagonal matrix.  

The dynamic equation for the augmented error s  
is obtained as follows.  

( ) ( , ) ( ) dM q s F q q M q q= − −� � ��  
( ) ( )a cM q e K u d t+ Λ + +� .      (2) 

Now, cu  is defined as 1
c a cu K v−=

�
, where aK

�
 

represents a guessed nominal model for aK .  
Substituting the commanded torque for Eq. (2) and 

writing it again, it is as follows,  
( ) cM q s v η φ= + +� ,          (3) 

where ( )1 ( )a a n cK K I v d tη −= − +
�

, ( ), , ,d dq q q qφ =� � ��  

( , ) ( ) ( )dF q q M q q M q e− − + Λ� �� � , and nI  is an n n×  
identity matrix.  

Assumption 1: There exists an unknown constant 

0 0c ≥  such that 1
0

ˆ 1a a nK K I c− − ≤ < .  

Let us consider the following Lyapunov function 
candidate to develop a GFN approximating a nonlinear 
function.  

1 ( ) 2TV s M q s= .             (4) 

Differentiating Eq. (4) along the solution of the 
dynamic equation (3),  

1 ( ) ( )T T
c cV s v s vφ η η= + + = +� ,      (5) 

where the lumped uncertainty η  is η φ η= + , and 

( , , , , ) ( , , , ) ( , ) /2d d d d dq q q q q q q q q M q q sφ φ= + �� � �� � � �� �   

( )1 2

T
n

nφ φ φ= ∈ ℜ… .     (6) 

The unknown nonlinear function φ can be 
expressed by the following GFN.  

( ) ( , )aL x w b e t xφ = + + ,         (7) 
where mx ∈ ℜ , ( 5 )m n=  is the input variable vector 
such as , , ,d dq q q q� �  and dq�� , getting into the network, 
and ( ) n nrL x ×∈ ℜ  is the matrix that has the r  
Gaussian functions. nrw ∈ ℜ  and nb ∈ ℜ  are the 
desired unknown constant weight and desired unknown 
constant bias to very approximate the GFN (7) to the 
nonlinear function φ  (6), together with ( ) .n nrL x ×∈ ℜ  

( , ) n
ae t x ∈ ℜ  is the approximation error. 

The above GFN is illustrated in Fig. 2. ( )L x  in Eq. 
(7) is shown as follows.  

1 2

1 2

1 2

0 0 0

0 0 0
( )

0 0 0 0 0 0

0 0 0

0 0 0
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# # # # # # # #

" "

" " " "

" " " "

# # # # # # #

" " " "

,      (8) 

 
Fig. 2. The structure of the used GFN. 

 
Assumption 2: There exist an unknown positive 

constant vector eθ  and a known positive function 
( , )e t xψ  such that ( , ) ( , ) ( , )T

a e e ee t x t x t xρ θ ψ≤ = .  

From the structure of the nonlinear function φ  (6) 
and the GFN (7), it can be easily shown that the above 
assumption is very reasonable. We can find that the 
norm of φ  (6) is bounded by a positive function from 
Property 1. In Eq. (7), the norm of the GFN is also 
bounded by a positive constant. Therefore, from 
Property 1, Eqs. (6) and (7), a positive function 

( , )e t xψ  can be obtained as follows.  

( )2 6( , ) 1 ( ) .
T

e dt x q q q e q sψ = ∈ ℜ� � �� � �   (9)          

Theorem 1: Under Assumptions 1 and 2, if the 
following control law and adaptation law are applied to 
the robot system (1), then the joint position and velocity 
errors are globally uniformly ultimately bounded.  

Control law:  
1ˆ

c a cu K v−= 1 ˆˆ ˆa c

s
K K s Lw b

s
ρ

ε
− ⎛ ⎞⎟⎜= − − − − ⎟⎜ ⎟⎜⎝ ⎠+

�
, (10) 

ˆˆ Tρ θ ψ= , ( ) 10 ,
T

T
as w bψ ψ= ∈ ℜ

��   (11) 
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( ) 71 ,
T

T
a eψ ψ= ∈ ℜ                       (12) 

( )( )2 61  
T

e dq q q e q sψ = ∈ ℜ� � �� � � ,  (13) 

where aK
�

 is a guessed nominal actuator torque 
coefficient matrix as mentioned above and it is usually 
initially defined as an identity matrix. The gain 

n n
cK

×∈ ℜ  is a positive definite constant diagonal 
matrix, w�  is an estimation weight vector of w  and 
b
�

 is an estimation bias vector of b , ε  is a small 
positive constant, and 10θ ∈ ℜ

�
 is an estimate for a 

parameter vector 10θ ∈ ℜ .  
Adaptation law:  

,ˆ sLw T
wΓ= ,ˆ sb bΓ=

2
10ˆs

sθ

ψ
θ σθ

ε
⎛ ⎞⎟⎜= Γ − ∈ ℜ⎟⎜ ⎟⎜⎝ ⎠+

�� , (14) 

where nr nr
w

×Γ ∈ ℜ , n n
b

×Γ ∈ ℜ  and 10 10
θ

×Γ ∈ ℜ  are 

positive definite constant diagonal matrices, and 0>σ  
is a small constant.  

Proof: Let us define an overall Lyapunov function 
candidate using (4).  

2
1 max/2 ( ) /2T

aV V V z Pz P zλ= + = ≤ ,  (15) 

where ( ) ,
T

T T T Tz s w bθ= � �� 1
3(1 ) /2T

aV θθ θ θ−= − Γ� �  
1 1/2 /2T T
w bw w b b− −+ Γ + Γ� �� � , 3 00 1cθ≤ = < , ,θ θ θ= −

��  

,w w w= −��  and b b b= −
�� .  

Taking the time derivative of V  along the solution 
of the system and substituting the robot dynamics for 
the augmented error s  (3), the upper-bound on the 
norm of lumped uncertainty based on Assumption 1 and 
Assumption 2, and the control laws (10)~(13) and the 
adaptation laws (14), the following result is made 
through some manipulations.  

( )31 ( , , )T T
cV s K s h sθ σθ θ ρ ρ≤− − − +

� �� �     
2

min( ) /2 ( , , )Q z h sλ ρ ρ≤− + �          (16) 

where ,Tρ θ ψ= �� 10,θ ∈ ℜ
�

 ( ) 10,
T

T
as w bψ ψ= ∈ ℜ

��  

( ) 71 ,
T

T
a eψ ψ= ∈ ℜ ( )( )21 ,

T

e dq q q e q sψ = � � �� � �  

( )3 3( , , ) 1
s

h s
s

ε
ρ ρ ρθ ρ θ

ε
⎛ ⎞ ⎡ ⎤⎟⎜= + −⎟⎜ ⎢ ⎥⎟⎜ ⎣ ⎦⎝ ⎠+

� � ,
( )3 10

2 0
,

0 1

cK
Q

Iθ σ

⎛ ⎞⎟⎜ ⎟⎜ ⎟=⎜ ⎟⎜ ⎟−⎜ ⎟⎝ ⎠
 

and min()λ ⋅  represents the minimum eigenvalue of its 
argument, and ( )3( , , ) 1 /2Th sρ ρ θ σθ θ= −� ( , , )h sρ ρ+ � .  

From Eq. (15), Eq. (16) is expressed as  
( , , )V V h sµ ρ ρ≤− + �� ,         (17) 

where min max( ) ( )Q Pµ λ λ= , Q  and P  are positive 
definite matrices, and max( )λ ⋅  represents the maximum 
eigenvalue of its argument.  

From the boundedness of the Lyapunov function 
(15), the augmented error ( )s t , the parameter errors 

( ),tθ� ( )w t�  and ( )b t�  are bounded as follows. 

[ ]1/2
min( ) 2 / ( ) ,s t V Mλ≤ ( )

1/2
1

3 min( ) 2 / 1 ( ) ,t V θθ θ λ −⎡ ⎤≤ − Γ⎢ ⎥⎣ ⎦
�

1/21
min( ) 2 / ( ) ,ww t V λ −⎡ ⎤≤ Γ⎣ ⎦� 1/21

min( ) 2 / ( ) .bb t V λ −⎡ ⎤≤ Γ⎣ ⎦
�  

Consequently, since the augmented error ( )s t  and 

the parameter errors ( ),tθ�  ( )w t�  and ( )b t�  are 
globally uniformly ultimately bounded(GUUB), the 
stable dynamics s e e= +Λ�  guarantees that the 
position and velocity errors e  and e�  are also 
globally uniformly ultimately bounded, respectively.  

Remark 1: In the controller (10), it is reasonable that 
the guessed nominal actuator torque coefficient matrix 

aK
�

 is usually initially defined as an identity matrix, 
because it is hard to expect any kind of actuator failures 
initially in a robot system and a user can consider the 
initial actuator states as the normal state.  

 
 

4   Simulation Study 
 

The proposed controller is applied to a three-link 
robot moving on a horizontal plane shown in Fig. 3. 
The robotic parameters such as length ( ),iL  mass ( ),im  
moment of inertia ( ),iI  and center position of mass( )ciL  
are 0.5( ),iL m=  1( ),im kg=  20.02083( )iI kgm=  and 

0.25( ),ciL m=  1,2,3,i =  respectively. The viscous, 
coulomb and static friction coefficients at each joint are 
assigned to be 0.05( sec/ ),Nm rad  0.01( )Nm  and 
0.02( ),Nm  respectively.  

 
Fig. 3. A three-link planar robot. 

 
The values of the nominal dynamic parameters used 

in the controllers are set to 50 %  of the values of the 
actual dynamic parameters. The nominal values of each 
friction coefficient are set to zero values. The external 
disturbance is the random noise of which norm is  
bounded by ( ) 3 /2d t ≤ .  

The control objective is the joint position control 
from the initial joint positions 1(0) 0( ),q rad=  

2(0) 0( ),q rad=  and 3(0) 0( )q rad=  to the final desired 
joint positions 1 5 /6( ),dq radπ=  2 /2( ),dq radπ=  and 

3 2 /3( )dq radπ= − . The initial joint velocities (0)q�  and 
the desired joint velocities dq�  and accelerations dq��  of 
all joints are zeros.  

In the Gaussian functions, the 15 basis functions are 
used. The center positions are randomly initialized and 
updated by a k-means clustering method. Weights and 
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biases are initialized with very small random numbers 
and updated by the adaptation laws of the proposed 
control scheme. The widths are determined as 

max 2k cenwid d N= ⋅ , where maxd  is the maximum 
distance between the chosen centers and cenN  is the 
number of centers.  

The simulation scenario is given as follows. Total 
execution time is 10 (sec). Initially, no actuator failures 
are assumed. From the initial time to 3 (sec), the robot 
has the normal states without failures. The actuator 
failures at all joints occur at 3 (sec) and continue from 3 
(sec) to 10 (sec). The actuator torque coefficients are 
shown in Fig. 4.  

The guessed nominal actuator torque coefficient 
matrix aK

�
 is defined as an identity matrix.  

In this simulation, the proposed adaptive neural 
control scheme and PD control method are compared, 
and Fig. 5 and Fig. 6 show the simulation results for 
each control method.  

 

 
Fig. 4. Actual actuator torque coefficients )( aK .  

 

 
Fig. 5-(a). Joint position      Fig. 5-(b). Joint velocity  

errors ( )e .                errors ( )e� . 
Fig. 5. Control results using the proposed controller. 
 

 
Fig. 6-(a). Joint position      Fig. 6-(b). Joint velocity  

errors ( )e .                errors ( )e� . 
Fig. 6. Control results using the PD controller. 

 
As shown in Figs. 5-(a) and 5-(b), it is found that 

the position and velocity errors decrease to very small 
neighborhoods of zero even though the actuator failures 
occur under the uncertainties. From Figs. 6-(a) and 
6-(b), it is shown that the position and velocity errors do 
not satisfactorily converge to very small neighborhoods 
of zeros due to actuator failures and uncertainties.  

 
 

5   Conclusions 
 

This work has presented a stable adaptive neural 
control scheme for a robot system with performance 
degradation due to actuator failures and uncertainties. 
The proposed controller can improve the performance 
in the presence of actuator failures and uncertainties, 
and it achieves task completion.  

It has been observed that the proposed control 
scheme is valid and robust under the actuator failures 
and uncertainties through simulation study.  

This work is applicable to an uncertain remote robot 
system of which independent actuators are partially 
failed. In other words, for an uncertain robot with 
partially failed actuators in remote sites, the actuator 
failures are compensated and the task can be completed 
by the proposed controller, without human intervention. 
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Abstract 
 

We developed an intelligent ubiquitous web 
based e-learning system based on multi agents. 
The proposed system, Intelligent Ubiquitous Web 
based e-learning Multi Agent System, is used the 
new distributed multi agent framework and neural 
network for e-learning grouping. The proposed 
system implements user’s individual satisfaction 
network from analyzing the satisfaction degree 
among learners in groups on web environment. 
The satisfaction network is personalized by 
providing weights to the learners’ satisfaction 
degree on e-learning grouping. So, it constructs 
the learners' satisfaction network model about the 
e-learning grouping. Based on this network model, 
the proposed system can decide if the group is 
remained or reorganized or break down for next 
time, and the system learn about the above states.  
 
Keywords: multiagents, e-learning, community 
 
1. Introduction  
          

The dropout rate in e-learning is higher than 
that in traditional face-to- face learning due to its 
low degree of continuity. In order to lower this 
dropout rate, many researches have been done to 
heighten the degree of learners' satisfaction and to 
provide them with motivation [1,2,3,4,5]. 

The agent system, which began to appear in 
the 1990s, is a system that is automatically 
managed and self-operative. It is a very intelligent 
concept that can manage the information of each 
learner in the e-learning system, and recommend 
and search information that fits the inclination of 
each individual [6,7]. By applying the concept of 
the agent to the e-learning system, we can develop 
the next generation's technology which will 
contribute to the increase of the degree of 
satisfaction of learners, as well as the degree of 
learning achievement, by analyzing the 
inclination of each individual learner and 
reflecting its result in each group.  
    In this paper, as we recognize the importance 
of a learning community and intend to form a 

learning community which is strong and at the 
same time, the most feasible, we will develop an 
intelligent web based e-learning multi agent 
system through the questionnaire called the 
inclination test with the method of intelligence 
based agent which will reflect the inclination and 
characteristic of an individual learner.  
      This paper is consisted of the followings. 
Chapter 2 will explain the proposed system’s 
overview, module specification and the algorithm 
of the proposed system. Chapter 3 will evaluate 
the proposed system. And finally a conclusion is 
in chapter 4. 

 
2. The Proposed System  
 
2.1 System Structure  
 

On the basis of the above researches, firstly we 
present a list of homogeneity and heterogeneous 
items for inclination testing for the effectiveness 
of online e-learning community.  

 As for a questionnaire, 10 items are included 
which are considered to be adequate for grouping, 
according to the characteristics of each category.  

Information from individual learners through 
security and certification procedure as seen in 
Figure 1 is inputted to the system, Intelligent 
Ubiquitous Web based e-Learning Multi Agent 
System (IMAS), to be proposed in this paper, and 
IMAS creates each user's profile from the 
information. Based on it, learning community 
grouping suitable to each individual is 
automatically executed by using Self Organizing 
Feature Map (SOM) learning algorithm via multi 
agents.    
     In IMAS, the grouping and the learning is 
automatically performed on real time by multi 
agents, regardless of the number of learners. A 
new framework has been proposed to generate 
multi agents, and it is a feature that efficient multi 
agents can be executed by proposing a new 
negotiation mode between multi agents.   
    Overall structure is composed of the user 
information (user, learner), user profile in which 
user's tendency is saved, e-learning database, 
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which processes digitalized learning information 
and distributed multi agent framework (DIMAF), 
which generates multi agents, as well as multi 
agents that are comprised of grouping agent 
deciding a learner's group form DIMAF, user 
profile update agent who continuously updates 
learner's information continuously and learning 
evaluation agent who automatically informs 
learning evaluation as seen in Figure 1.   

Figure 1. IMAS system configuration 
 

2.2 Main Functions 
 
2.2.1 User Profile Learning  

On of multi agents in IMAS, Grouping agent 
is generated by learner's drawing up a distribution 
map related to items using Kohonen's SOM 
learning algorithm, based on inputted information 
for homogeneity and heterogeneity.  When 
homogeneous and heterogeneous items are 
inputted respectively, input vector is generated in 
order pairs, each. Then, learning grouping is 
automatically executed with the weight provided 
by drawing up a categorization map on real time 
through SOM network [8].    

  The explanation of user profile drawing 
method regarding each number is as follows. ① 
Input vector is generated with regard to learner's 
input value for 1st (homogeneous) and 2nd 
(heterogeneous) categorization criteria. ② A 
distribution map is drawn up by providing weight 
to detailed homogeneous and heterogeneous items 
via SOM network.   
 
2.2.2 Multi Agent Framework  

  When an agent is generated, DIMAF consists 
of the negotiation algorithm between the agent 

name server (ANS) providing agent ID, an agent 
manager controlling and monitoring generation, 
execution and movement of agent and multi 
agents.    
    The negotiation algorithm is greatly required 
for suitable grouping from grouping list by 
searching learned user profile with user input item 
inputted at an early stage in the grouping agent. In 
the grouping list, the user (ID), group number (G), 
satisfaction degree (SD) and team information 
(TI) are recorded.  TI is recorded as a value 
among maintenance (M), don't care (D) and break 
(B). Maintenance (M) is the case where 
satisfaction degree of previous group members is 
very high, which means the value is required to be 
maintained constantly, not desiring to 
break.  Don't care (D) is the value meaning that it 
may be changed, according to learners' responses 
in the normal position. Break (B) means the group 
to be regrouped, after breaking existing group, 
since satisfaction degree of the previous group 
members is very low.  
   The detailed negotiation process by negotiation 
algorithm proposed in this paper is as follows:  

 　 Step 1: Grouping agent searches concerned 
individual (ID), group number (G), satisfaction 
degree (SD) and team information (TI) from 
grouping list by inspecting user profile from the 
homogeneous items categorized primarily. If a 
concerned ID's TI value is M, the concerned 
grouping is maintained without executing 2nd 
step and you need to move to step 4. If TI value is 
D or B, you need to move to step 2 and continue.  

 　 Step 2:  From the table saved in the temporary 
storage, grouping agent (GA) calculates G and 
SD which performed grouping by SOM learning 
algorithm by using user input homogeneous item. 
If TI value was B, you need to move to step 4, 
beyond step 3.   

 　 Step 3: When the grouping result value 
performed by GA in step 2 and the G value of 
grouping list are different, concerned grouping 
should be maintained in the user ID with priority 
in the result of grouping list in the user 
profile.  However, concerned user should judge 
by showing the group member list to concerned 
user (ID).   

 　 Step 4: Show grouping information and 
member list to each learner.  

 Four multi agents are generated basically in 
the IMAS system. Grouping agent (GA) is the 
agent that generates user profile using 1st 
categorization criteria (homogeneous) and 2nd 
categorization criteria (heterogeneous). GA is in 

Agent Manager Negotiation

Distributed Multi Agent Framework (DIMAF)

Results

Query

E-Learning DB

E-Learning Online Community

Request Response

User Profile DB

End User (Client)

Behavior

Evaluation
Agent

User Profile Update
Agent

Grouping
Agent

Multi Agent Creation

Update

IMAS User Interface
(Web page)

Server

Monitoring
Agent
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charge of grouping. User profile update agent 
(UA) is the agent that saves user history and helps 
grouping performance, while consulting GA.   
    Evaluation agent (EA) evaluates learning 
satisfaction degree of user and grouping members 
and decides whether to maintain, don't care or 
break this group, according to satisfaction degree 
value.  
    Monitoring agent (MA) is the agent to identify 
state of a learner (user) by monitoring the number 
of grouping, number per group and satisfaction 
degree per group graphically through monitoring 
of learners' learning status.   
    In IMAS, grouping forms group via grouping 
agent.  The grouping agent indicates 
homogeneous and heterogeneous distribution 
from homogeneous and heterogeneous items 
selected by a user through the use of SOM 
algorithm. Automatic grouping is made by 
learner's input with this distribution.    
   Among homogeneous items as you seen in 

section 2, a user selects detailed items (i.e. major 
subject is Korean) regarding each item. In the 
IMAS, 6 input nodes and random 10*10(=100) 
output nodes are provided for a learner to learn 
using learning algorithm of the SOM network 
regarding each detailed input value of the user-
input homogeneous value. Here, the reason why 
100 output nodes are provided is because 
maximum number of cases in which homogeneity 
can be generated is limited to 100.   

With regard to input value, values were 
randomly generated in order of major subject, 
favorite sports, etc, giving priority to each item by 
valuing homogeneous values numerically. For 
example, ID: yicho1234, major subject: Korean, 
teaching experience: 1-5 years, favorite sport: 
swimming, hobby: movie, favorite food: Chinese 
food, favorite color: yellow were selected, they 
are expressed in the following data structure order 
by with priorities in order.   

  Among four heterogeneous items inputted by 
a user, nodes with regard to four detailed input 
values selected by the user and random 6*6(=36) 
output nodes are provided, and the user learned in 
the SOM network. Here, the reason why 36 nodes 
were provided is because maximum number of 
cases where heterogeneity can be generated was 
limited to 36. With regard to input values, they 
have been generated randomly with a priority in 
order of area and gender based on the priority of 
each item by valuation of heterogeneous values. 
The input values regarding four detailed items 
were generated randomly by valuing 

heterogeneous values numerically. Like 
homogeneity, each detailed item selected with 
regard to four items was valued numerically and 
then learned.   

  For example, if ID: yicho1234, area: 
Seoul/Kyeonggi-do, gender: female, computer 
using hours: 1-2 hours, online training experience: 
yes were selected, the data structure of input node 
of the concerned ID is as follows. Here, users can 
learn through 10,000 inputs in the input nodes. 
Like homogeneity, output group distribution is 
formed in relation to input node. The distribution 
formed like this forms heterogeneous 
categorization map as seen in Figure 2(right). In 
the figure, N=10,000, and a~d are the number of 
heterogeneous items and m is the group number 
in the heterogeneous categorization map.  In this 
case, the number of group was 16. A user with ID 
1 was categorized into heterogeneous group 4 in 
this instance.  

Figure 2. The process of group formation 
(left: Homogeneous, right: Heterogeneous) 

 
   Group is generated through input of learners 

with the distribution generated by homogeneous 
and heterogeneous SOM learning. The number of 
total group is decided by the number of people in 
a group, which is performed by manager's 
input.  The input items of a learner are made by 
selecting 10 input items (homogeneous, 
heterogeneous). In order to meet homogeneity and 
heterogeneity with homogeneous and 
heterogeneous distributions learned through 10 
input vectors, final learner's group meeting 
homogeneity and heterogeneity is generated by 
providing weight to each vector.  The size of 
learning group (size of community) can be 
designated by manager randomly.     

  Finally, the homogeneous categorization map 
M generates the final group G for learning by 
randomly taking among groups excluding m to 
which concerned learner ID belongs in Figure 4.  
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3. Performance Evaluation  
 
     In this paper, a pilot test was conducted to 
evaluate actual users of the IMAS system.  As a 
result, the evaluation of user satisfaction degree 
per group is seen in Figure 3. If the scale indicates 
1 in satisfaction degree, it means very satisfactory, 
if the scale is 5, then it means very unsatisfactory. 
The scale from 1 to 5 with regard to 5 categories 
was expressed as value.  Here, satisfactory means 
that members of a group or learning desire show a 
very positive result.    

Figure 3. The satisfaction degree per group 
 

   As a result of surveying users' group 
satisfaction degree regarding 151 groups, we can 
see the average was distributed around scale value 
2 of satisfaction degree.  Accordingly, when 
automatic grouping was performed by agent, 
learners were generally satisfied.  When they 
desired to maintain their group according to the 
value 2, around 51 groups of total 151 groups 
(34%) showed in favor of maintenance, while 
61% showed don't care and less than 5% showed 
break.  

   Figure 4. The average duration time and cycle 
in IMAS 
 

The agent’s duration (or activation) time by 
DIMAF framework on time slice in IMAS is 
drawn in Figure 6. In Figure 6, after GA is 
activated, UA is activated. But MA is activated all 
the way except the activation time of GA. EA is 
activated after GA’s activation. This cycle is 
repeated in IMAS e-learning system. Owing to 
DIMAF, IMAS can activate intelligently among 
many users in ubiquitous environment. 

4. Conclusions  
 
    To do development of e-learning community 
system, we have made an inclination test 
questionnaire for the formation of effective and 
efficient online learning community. And then, 
we have implemented and realized an automatic 
grouping system with information of learners that 
appear through the questionnaire and by using an 
intelligent agent.  
    The results of our experiment with 1,000 
people in reality by means of developing the 
grouping system have shown that 151 groups are 
automatically formed.  

 In the future, it is necessary to improve 
services concerning the communication 
between users by supplementing the grouping 
system and to continue research on which multi 
agent system can be achieved effectively in 
automatic grouping.  
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Abstract
PID controller has been widely used in industrial

fields. Since PID parameters have a great influence
on the stability and the performance of the control
system, many approaches have been proposed to
determine them. In this paper, we propose double
helix structured DNA algorithms to design the type
of PID controller and optimize PID parameters.
The double helix structured DNA algorithms em-
ploy DNA encoding method based on a base-64
notational system to represent PID parameters,
defines various mutation methods, and has a recovery
function to preserve a DNA strand that has good
fitness value. Computer simulation shows that we
can get satisfactory results with the proposed method.

Keywords : DNA Algorithms, PID Controller.

1 Introduction

It is a well known fact that proportional integral
derivative (PID) controller has been widely used in
industrial fields, because, despite their simplicity, it
can assure an adequate and satisfactory performance
for a wide range of processes. Since PID parameters
have a great influence on the stability and the perfor-
mance of the control system, many approaches have
been proposed to determine them.

One of the approaches that can obtain global op-
timization solution is GAs. Although this approaches
can get optimal PID parameters, they have some dis-
advantages. As GAs’ size of the chromosomes and
populations increase, their computation time also in-
crease, and a chromosome that has a good fitness value
can be lost by a mutation.

The DNA(deoxyribonucleic acid) is a nucleic acid
that contains the genetic instructions for the biolog-
ical development of a cellular form of life. That is,

DNA is a blueprint of living things, because DNA
makes RNA that makes proteins. If we implement
DNA into a computer, we can mimic the process that
occurred in organic life and can overcome the lim-
itations of the traditional GAs. Some studies have
been conducted to design controller inspired from the
DNA. Yongsheng Ding et al.[1] designed the general-
ized memberhip-type Takagi-Sugeno fuzzy control sys-
tem using DNA algorithms, Chu-Liang Lin et al.[2]
suggested self-organizing PID control design based on
DNA computing method and Huang Yourui et al.[3]
proposed optimization for parameter of PID based on
DNA Genetic Algorithm.

In this paper, we present a new method to design
type of PID controller and optimize PID parameters
by using a double helix structured DNA algorithms.
More specifically, we use DNA encoding method based
on a base-64 notational system to represent PID pa-
rameters, define various mutation methods, and sug-
gest a recovery function to preserve a good DNA
strand that has good fitness value. This paper is orga-
nized as follows. In Section 2, biological basis and im-
plementation are given. Simulation results are shown
in Section 3, and the conclusion is made in Section 4.

2 Biological Basis and Implementation

The nucleic acid DNA(deoxyribonucleic acid) serves
as the genetic material in all living organisms and
makes RNA that makes proteins. Base on the biolog-
ical information about the DNA in [4], we implement
DNA in a computer to design type of PID controller
and optimize PID parameters.

2.1 DNA Encoding Method

The DNA molecule exists in cells as a long, coiled
ladder like structure described as a double helix. Each
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Figure 1: The encoding of stands corresponding to the
type of the PID controller and PID parameters

strand of the helix consists of a linear polymer made
up of genetic building blocks called nucleotides, of
which there are four types. Nucleotides vary, depend-
ing upon which of four nitrogenous base is part of
the molecule - A(adenine), G(guanine), T(thymine),
or C(cytosine). A triplet code of nucleotide bases spec-
ifies the codon, which in turn contains a specific anti-
codon on transfer RNA(tRNA) and assists subsequent
transmission of genetic information in the formation of
a specific amino acid. A chromosome consists of com-
binations of the above four bases and can represent
different genes.

A single strand of DNA can be likened to a string
consisting of a combination of for different symbols,
A, G, C, T. Mathematically, this means we have a
four-letter alphabet to encode information, which is
more than enough, considering that an electronic com-
puter needs only two digits, 0 and 1, for the same pur-
pose. In the Fig.1, the first part of the DNA strand
is the type of PID controller, and the second part is
PID parameters. The type of PID controller is deter-
mined by only a nucleotide, while each PID Parame-
ter is determined by three codons that use a base-64
notational system. Because each parameter is com-
posed with three codons, a maximum decimal value
is 262144(64x64x64). The length of DNA strand and
maximum value are can be modified to meet a speci-
fication.

The double helix structured DNA is used to pre-
serve good DNA strand. Each DNA strand is a tem-
plate for synthesizing a new strand which is nearly
identical to the previous strand. When one of strand is
modified by a mutation operation, the modified strand
is evaluated. If the modified strand is better than the
original strand, the original strand is changed to mod-
ified strand. Otherwise, the modified strand is recov-
ered from the original strand.

Further description about usage of double helix

Figure 2: Description of each mutation

structured DNA is shown in section 2.5.

2.2 Genetic Operators

Two genetic operators,DNA mutation operations
and a PCR operation, are developed to modify our
DNA.

Errors that occur in the synthesis are called mu-
tations. Mutations are the results of the cells’ at-
tempts to repair chemical imperfections in this pro-
cess, where a base is accidentally skipped, inserted, or
incorrectly copied, or the chain is trimmed, or added
to. Only three mutations, ‘Modification’, ‘Inversion’,
‘Extension’, are used to mutate DNA. One of the mu-
tation methods is selected randomly. Description of
each mutation is shown Fig.2. The Modification mu-
tation is a point mutation that changes in one base
of the DNA sequence. A randomly selected point is
changed among A, G, T, C. In inversion mutation, a
section determined by a randomly selected start point
and an end point is inversed. After inversion, the order
of the strand in the inversion region is reserved. An
extension, last mutation method, is a kind of infection
that influences adjacent codons.

2.3 DNA Shuffling

The polymerase chain reaction(PCR) is a rapid
method of DNA cloning that has extended power of
recombinant DNA research and eliminated the need
for host cells in DNA cloning. PCR generates many
copies of a specific DNA sequence through a series of a
vitro reaction and can amplify target DNA sequences
present in infinitesimally small quantities in a popu-
lation of other DNA molecules. The PCR is imple-
mented in a computer to shuffle DNA. A process of
PCR is shown Fig.3. It is a process of the exchange of
genetic information. All individuals are shuffled with
best DNA by saving previous best individual.
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Figure 3: A process of PCR

2.4 Fitness Function

After decoding the type of PID controller and PID
parameters that was encoded in a DNA strand, the
PID controller design can be evaluated. A fitness func-
tion that minimizes rise time 15 steps, overshoot 5
percent, and settling time 50 steps is set. The fitness
function is defined as (1) to evaluate decoded param-
eters. C1, C2 and C3 are determined by their priority.

ffit = C1 ×RTGap + C2 ×OSGap + C3 × STGap (1)

RTGap represents gap between real rise time and
15steps, OSGap represents gap between real Over-
shoot and 5 percent and STGap represents gap be-
tween real Settling Time and 50 steps.

2.5 Overall Process

An overall process of the double helix structured
DNA algorithms is shown in Fig.4. The process first
initialize each individual, and do mutation, DNA shuf-
fling, evaluation, and recovery or change until maxi-
mum generation. An individual is the same as DNA,
and has two strands. When one of strand is modi-
fied by a mutation operation, the modified strand is
evaluated. If the modified strand is better than the
original strand, the original strand is changed to mod-
ified strand. Otherwise, the modified strand is recov-
ered from the original strand. This process is possible
because the double helix structured DNA was used.

3 Simulation

To verify the PID controller design method that is
designed in section 2, a motor model (2) is used to
simulate.

G(z) =
0.02937z2 + 0.0153205z + 4.64302× 10−5

z3 − 1.03869z2 + 0.0386917z − 8.99251× 10−8

(2)

Figure 4: Overall process of the double helix struc-
tured DNA algorithms

Table 1: Simulation parameters
Parameter Value

Maximum number of shuffling 10
Mutation rate for PID parameters 0.1

Mutation rate for type of PID controller 0.005
Number of individual 500
Maximum generation 1000

The fitness function that rise time has high priority,
overshoot has medium priority and settling time has
lower priority is set. And maximum fitness value is set
to 10000.

The maximum number of shuffling for each process
is 10, mutation rate of PID parameters is 0.1, muta-
tion rate of PID controller type is 0.005. Furthermore
the number of individual is set to 500, and Maximum
is 1000. The specified parameter value that we use
is given in Table1. Convergence behavior of the fit-
ness function is shown in Fig.5. Initial fitness value is
10000, but it converges into 124 at the 1000 genera-
tion.

Some unit step response of the each PID controller
designs are shown in Fig.6, and the PID parame-
ters and specifications of PID controller are given in
Table2.

Computer simulations show that after convergence
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Figure 5: Convergence of the fitness function

Figure 6: Unit step response of the each PID controller
design

Table 2: Some the PID parameters and specifications
of PID controllers

PID PI PD P
Kp 3.0337 1.9688 3.2827 2.1724
Ki -0.0059 0.00391
Kd 6.5205 12.3657
Rise Time 15 18 15 15
Overshoot 0.000 1.945 0.000 0.000
Settling Time 36 29 30 35

of the double helix structured DNA algorithms, we
can always find a group of parameter values for the
type of PID controller and PID parameters that obtain
satisfactory control performance.

4 Conclusions

This article uses the double helix structured DNA
algorithms to design the type of PID controller and op-
timize PID parameters. The double helix structured
DNA algorithms use DNA encoding method based on
a base-64 notational system to represent PID param-
eters, define various mutation methods, and suggest a
recovery function to preserve a DNA strand that has
good fitness value.

The proposed method is well demonstrated and ver-
ified by simulations.

The Double helix structured DNA algorithms can
be used for not only to design PID controller but also
to design other controllers.
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